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Abstract

Computing distances on Riemannian manifolds is a challenging problem with numerous ap-
plications, from physics, through statistics, to machine learning. In this paper, we introduce
the metric-constrained Eikonal solver to obtain continuous, differentiable representations of
distance functions (geodesics) on manifolds. The differentiable nature of these representa-
tions allows for the direct computation of globally length-minimising paths on the mani-
fold. We showcase the use of metric-constrained Eikonal solvers for a range of manifolds
and demonstrate the applications. First, we demonstrate that metric-constrained Eikonal
solvers can be used to obtain the Fréchet mean on a manifold, employing the definition of
a Gaussian mixture model, which has an analytical solution to verify the numerical results.
Second, we demonstrate how the obtained distance function can be used to conduct unsuper-
vised clustering on the manifold – a task for which existing approaches are computationally
prohibitive. This work opens opportunities for distance computations on manifolds.

1 Introduction

Many high-dimensional systems are can be expressed on embedded, low-dimensional manifolds (Fefferman
et al., 2016). Standard Euclidean measures of distance are insufficient for providing meaningful measures
of similarity, and thus distance measures which take into account the geometry of the underlying manifold
are necessary. Distance computations on nonlinear manifolds are crucial in a range of areas, ranging from
statistics to machine learning. Computing statistics, or conducting reduced-order modelling on manifolds are
notable examples of the importance of distance functions on manifolds (Guigui et al., 2023; Pennec, 2006).
Tangent principal component analysis (TPCA) aims to find a mean on the manifold, project points from the
manifold to the tangent space at the mean, before finally computing PCA on the tangent space (Huckemann
& Ziezold, 2006; Zhang & Zha, 2004). In computing the mean of points on the manifold, the arithmetic
mean does not account for the geometry of the manifold, and as a result may not lie on the surface of the
manifold. The mean instead must be defined as the point which minimises the square distance to samples
on the manifold, known as the Fréchet mean. This notion of distance must adhere to the geometry of the
manifold. Applications of distance functions on manifolds extend to the field of machine learning, where
embedding methods are prevalent (Wang et al., 2014). Contrastive language-image pre-training (CLIP)
make use of a cosine similarity to predict image, text pairings in a zero-shot learning (Radford et al., 2021).
The advent of retrieval-augmented generation in large language modelling makes use of vector databases of
text embeddings to search for similar representations, which primarily use measures of Euclidean distance,
or cosine similarities (Lewis et al., 2021; Gao et al., 2023). The field of physics holds numerous examples
of where manifold-based distances are important. The most notable is that of general relativity. General
relativity describes how matter can influence spacetime, as evidenced by gravitational lensing. Due to the
curvature of spacetime, the distance that light travels cannot be described through standard Euclidean
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norms, but rather the notion of geodesic distance is required (Wald, 2010).

Much of the existing work on computing geodesic distances on nonlinear manifolds is framed in a discrete
manner. Methods typically fall into one of two approaches: (i) Eikonal-based approaches, and (ii)
length-minimising approaches. Distance functions are characterised by having a gradient of unit magnitude
everywhere in the domain. The Eikonal equation (Evans, 2010) naturally models this behaviour and, as a
result, many methods for computing distance leverage an Eikonal-based approach. The Eikonal equation
can be treated as a stationary boundary value problem, or transformed to a time-dependant problem
which models arrival time, or wave front propagation. A common means of computing geodesic distances
is through the fast marching method, which is a level-set method (Kimmel & Sethian, 1998; Sethian,
1999). The fast marching method treats the problems as a stationary boundary value problem, using
a numerical approach to solve a system of equations after discretisation. This fast marching method is
similar to Djikstra’s algorithm (Dijkstra, 1959), which propagates information from a known solution, the
boundary values, in a sequential manner – updating a single grid point at a time so that the solution
is strictly increasing. The algorithm used to achieve this comprises two steps: (i) a local solver, used
to approximate the gradient at a point and estimate distance to surrounding nodes; and (ii) an update
step, responsible for selecting the closest point in order to propagate the solution. The quality of the
solution depends on the accuracy of the local solver. In a similar vein, there exist fast-sweeping methods for
obtaining numerical solutions for the Eikonal equation on a rectangular grid. Fast-sweeping methods use
upwind differencing for discretisation, in conjunction with Gauss-Seidel iterations with alternating sweeping
ordering (Zhao, 2005; 2007). Ultimately, this allows for parallel updates which reduce the computational
complexity of the approach. Another class for computing geodesic distances are heat methods, which
leverage a time-dependant solution approach (Crane et al., 2013; Lin et al., 2014; Varadhan, 1967). These
methods work by (i) integrating the scalar heat flow for a fixed time; (ii) computing and normalising
the gradient of the resulting scalar field; and (iii) solving a Poisson equation to obtain the closest scalar
potential, which is the distance. Again, this approach requires discretisation, and relies on a number of
assumptions and approximations. The initial condition for the heat flow requires discrete modelling of a
point source, and the heat flow assumption states that the computed distance approaches the true distance
as the integration time tends to zero. Finally, machine learning approaches to solving the Eikonal equation
have been presented by (Gropp et al., 2020), but operate under Euclidean assumptions. These assumptions
make them unsuitable for operating on nonlinear manifolds. Though machine learning approaches seek an
approximate solution, certain guarantees can be made through the choice of the architecture. The authors
of (Grubas et al., 2023) model caustics with solutions to the Eikonal equation and bound solutions based
on analytical models.

In contrast with Eikonal-based approaches, the distance between two points can be computed via a
length-minimising curve approach. These shortest curves are known as geodesics and satisfy the geodesic
equation. The geodesic equation, however, describes a class of locally length-minimising curve – with the
desired curve being the shortest curve in this class. Rather than solving a boundary value problem to satisfy
the equation, methods instead opt to parameterise a curve between two points, optimising parameters of
this curve to yield the globally length-minimising curve. Curves used to represent geodesics must be at least
two times differentiable to satisfy the geodesic equation; thus, cubic splines are a natural choice. Splines are
functions which are defined by piecewise polynomials, constructed in such a manner to guarantee continuity
between each constituent spline. In addition, boundary conditions can be enforced through construction. In
general, splines are parameterised by the locations of the intersections of the piecewise polynomials, referred
to as knots. In obtaining a length-minimising geodesic, the location of these knots is optimised to yield a
curve with minimising length (Detlefsen et al., 2021; Ni & Wang, 2023; Rajković, 2023). Instead of enforcing
the structure of cubic splines on the geodesic, another approach is to parameterise a geodesic between two
points through a neural network (Chen et al., 2018). This neural representation provides a continuous,
differentiable representation which can then be integrated to compute the distance. The parameters of the
network are optimised to obtain a length-minimising representation of the curve.
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In this paper, we provide a method to yield a continuous, differentiable representation of the distance
function on a nonlinear manifold. Instead of obtaining a distance field around a fixed point, as in the
numerical approaches, or only considering a distinct pair of points, as in the length-minimising curve
approaches, our method yields a distance function defined directly on the manifold. We further show
how we can leverage the differentiable representation of the distance function to obtain globally length-
minimising curves between points without incurring the cost of solving additional sub-optimisation problems.

We first provide a background of material required to specify the Eikonal equation on the manifold in §2.
In §3, we introduce the metric-constrained Eikonal equation, which provides a continuous, differentiable
distance function on the manifold. Our proposed approach allows us to obtain globally length-minimising
paths directly. In §4 we showcase results for three manifolds of interest: Euclidean space, the hypersphere,
and a non-convex manifold with multiple local extrema. We demonstrate the efficacy of our approach
through comparing results to ground-truth solutions, and the recovery of length-minimising paths. Finally,
we showcase the applications of the metric-constrained Eikonal solver to compute the Fréchet mean on the
surface of a Gaussian mixture model, and to perform unsupervised clustering on curved manifolds. We end
the paper with conclusions in §6. We provide access to our open source library on Github.1

2 Review on Differential Geometry

Differential geometry provides tools for the study of smooth manifolds, of which Euclidean spaces are a
subset. Many real world data lives in non-Euclidean spaces, and so we adopt a non-Euclidean toolbox to
deal with this. To provide a motivating example, consider two points p, q ∈ S2 on the unit sphere. Using
the Euclidean L2 norm provides a distance between these points, representing the length of a line interior
to the surface. Should we wish to compute the length of the shortest line which lies on the surface of the
sphere, we need to consider a different form of distance metric. In this section, we provide a brief overview
of concepts from differential geometry which form the building blocks of our proposed methodology. For a
comprehensive explanation of the subject, we refer the reader to (Lee, 2018; do Carmo, 2013). Notation
employed follows the Einstein summation convention.

2.0.1 Riemannian manifolds and inner product

A Riemannian manifold (Lee, 2018; do Carmo, 2013) is a pair (M, g), where M is a smooth manifold (Lee,
2012), and g is a Riemannian metric on M . This metric constitutes a symmetric bilinear form g : TpM ×
TpM → R, where TpM denotes a vector in the tangent space at p ∈ M . Components of the metric are
defined as gij(p) = ⟨∂i|p, ∂j |p⟩, where ∂i = ∂/∂xi. For arbitrary vectors v, w ∈ TpM , the metric allows for
computation of the inner product on the tangent space (Lee, 2018)

⟨v, w⟩g = gp(v, w) = gijviwj . (1)

The definition of the inner product allows us to compute distances and angles in the tangent space at a
point p ∈M ; ultimately, providing the building blocks for operating on Riemannian manifolds. In Euclidean
geometry, the metric is defined as g̃ij = δij , which is the zero-curvature condition. Using this metric in
conjunction with the definition of the inner product, we recover the standard definition of the inner product
on Euclidean spaces, ⟨v, w⟩g̃ = viwi. Every smooth manifold admits a Riemannian metric (Lee, 2018).

2.1 Induced metric

In order to make the problem computationally possible, we work with embedded submanifolds. Suppose
(M̃, g̃) is a Riemannian manifold, and M ⊆ M̃ is an embedded submanifold. Given a smooth immersion
ι : M ↪→ M̃ , where dim(M) ≤ dim(M̃), the metric g = ι∗g̃ is referred to as the metric induced by ι, where
ι∗ is the pullback (Lee, 2018). If (M, g) is a Riemannian submanifold of (M̃, g̃), then for every p ∈ M and
v, w ∈ TpM , the induced metric is (from Nash embedding theorems)

gp (v, w) = (ι∗g̃)p (v, w) = g̃ι(p) (dιp(v), dιp(w)) . (2)
1All code is available on GitHub: https://github.com/magrilab/riemax
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This equivalence forms the guiding principle that allows us to compute induced metrics induced by differ-
entiable immersions (do Carmo, 2013). We leverage this idea throughout the paper to numerically define
metrics.

2.2 Covariant differentiation and parallel transport

Given the inner product on a manifold, we can introduce the notion of covariant differentiation; a means of
specifying derivatives along tangent vectors. For a vector w ∈ TpM and a vector field v ∈ TM , the covariant
derivative is defined as (do Carmo, 2013)

∇vw = vj∇∂j
wi∂i = (vjwk

;j)∂k =
(
vjwk

,j + Γk
ijvjwi

)
∂k, (3)

where, for brevity, we introduce the notation wk
,j , wk

;j to denote the partial, and covariant derivative
respectively – each taken with respect to the jth coordinate vector field. The parenthesised expression
in Eq. (3) provides an intuitive explanation for the concept of covariant differentiation. The first term
represents the directional derivative, and the second term is responsible for quantifying the twisting of the
coordinate system. The term Γk

ij is referred to as the Christoffel symbols of the second kind, or the affine
connection (Lee, 2018), which provide a measure of how the basis changes over the manifold. The Christoffel
symbols are defined as

Γk
ij = ∂j(∂i) · ∂k = 1

2 gkm (gmi,j + gmj,i − gij,m) , (4)

where ∂k = gkm∂m is the index-raised coordinate vector field (contravariant), and gkm is the inverse of
the metric tensor, such that δi

k = gijgjk. In general, transporting a vector w ∈ TpM along the manifold
does not guarantee that it remains parallel to itself in the tangent planes along the path. Definition of
the covariant derivative provides a sufficient condition to ensure parallelism is conserved along a trajectory.
Mathematically this is expressed as

∇vw = vjwk
,j + Γk

ijvjwi = 0. (5)

This condition for parallelism can be exploited to extend the notion of straight curves to the manifold.
Geodesics, which are straight lines in Euclidean space, allow us to define a notion of distance.

2.3 Geodesics

A geodesic γ : [a, b] ⊂ R → M generalises the notion of a straight line on the manifold. These curves
are locally length-minimising because they constitute a solution of the Euler-Lagrange equations, which,
mechanically, describe the motion of a rigid body devoid of acceleration (do Carmo, 2013). Leveraging the
definition of covariant differentiation, we can describe a geodesic as a curve for which tangent vectors remain
parallel to themselves as they are transported along the curve, yielding the geodesic equation (Lee, 2018)

∇γ̇ γ̇ = γ̈k + Γk
ij γ̇iγ̇j = 0, s.t. γ(λ = 0) = γ0, γ̇(λ = 0) = γ̇0, λ ∈ [0, 1] (6)

where derivatives γ̈, γ̇ are taken with respect to the affine parameter λ. This geodesic equation ensures
the speed ⟨γ̇, γ̇⟩0.5

g is constant along the trajectory, allowing us to classify the parameterisations λ ∈ [0, 1]
as unit-speed geodesics. Conversely, the geodesic can be parameterised with respect to length to yield a
unit-distance geodesic (Lee, 2018).

The definition of the geodesic equation gives rise to two mappings of interest. Given a point p ∈ M , the
expp and logp maps are, respectively

expp : TpM →M, (7)
logp : M → TpM. (8)

The expp map defines an initial value problem. Given a vector v ∈ TpM , there exists a unique geodesic
γ : [0, 1] → M satisfying γ(0) = p, γ̇(0) = v. The exponential map is then defined as expp(v) = γ(1). We
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can define the logp map as the functional inverse of the expp map, that is, expp ◦ logp : q 7→ q ∀q ∈M . The
log map, however, is not necessarily unique because there may be many v ∈ TpM for which expp v = q,
providing a challenge in defining distance on the manifold. In §3, we overcome this by defining the log∗

p map,
which makes use of the gradient of the distance field to obtain a unique solution.

2.4 Distances on manifolds

The notion of distance on the manifold is defined by geodesics. Although geodesics are length-minimising,
this is only in a local sense. Given two points p, q ∈ M , the geodesic distance is defined as the infimum of
the length of all valid geodesics (do Carmo, 2013)

dg (p, q) = inf
γ

{∫ 1

0
⟨γ̇(t), γ̇(t)⟩1/2

γ(t)dt : γ(0) = p, γ(1) = q

}
. (9)

A geodesic γ is said to be minimising iff there exist no shorter, valid geodesics with the same endpoints.
This forms the basis for approaches which seek to obtain length-minimising curves between two points, as
outlined in §1.

2.5 Curvature

The Riemann curvature tensor Rl
ijk provides a means to quantify curvature on the manifold; a Riemannian

manifold with zero curvature is referred to as flat and is locally isomorphic to Euclidean space. Given two
infinitesimally close geodesics, curvature is responsible for geodesic deviation. To obtain a scalar value for
the curvature, one can successively contract over indices of the Riemann curvature tensor (Lee, 2018)

Rl
ijk = Γl

ik,j − Γl
ij,k + Γl

jmΓm
ik − Γl

kmΓm
ij → Rij = Rm

imj → R = gijRij , (10)

where Rl
ijk denotes the Riemann curvature tensor; Rij the Ricci curvature tensor, obtained by contracting

over the first and third indices; and R, the Ricci scalar – the geometric trace of the Ricci tensor with respect
to the metric. The Ricci scalar is a local invariant on the manifold and assigns a single real number to the
curvature at a particular point. The Ricci scalar relies solely on the definition of the metric tensor gij .

In this paper, we provide a computational framework for operating on differentiable manifolds. We leverage
the automatic differentiation capabilities of jax (Bradbury et al., 2018) to compute the metric induced by
smooth immersions as described in Eq. (2), as well as all derivative properties.

3 The metric-constrained Eikonal solver and methodology

Given a smooth immersion ι : M ↪→ Rn, with dim(M) ≤ n, we propose a method to obtain a continuous,
differentiable representation of the distance function on M . In this section, we first discuss properties
of distance functions and metric spaces, providing criteria that our proposed distance function should
satisfy. Second, we build intuition for a distance function constrained around a single-point fixed in
the domain. Specifically, we (i) introduce the Eikonal equation as a means to express distance func-
tions; (ii) outline a principled means by which to tractably compute logp maps; and (iii) deploy neural
networks to parameterise the distance function. Third, we extend the approach to compute generic and
global distance functions. Finally, we provide a brief outline of network architectures and training techniques.

3.1 Properties of distance functions

A distance function d : M ×M → R is a function with a gradient of unit magnitude at every point in the
domain. Defining a distance function on the manifold is equivalent to defining a metric space (M, d) (Lee,
2012), which for all points p, q, r ∈M satisfy

M1: d(q, q) = 0
M2: d(p, q) ≥ 0

M3: d(p, q) = d(q, p)
M4: d(p, q) ≤ d(p, r) + d(r, q)

(11)
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In other words, M1 defines the notion of zero distance; M2 represents positivity; M3 is the notion of
symmetry; and M4 states the triangle inequality holds. We can leverage the definition of geodesics to impose
an additional property

M5: (ι∗dE)(p, q) ≤ d(p, q), (12)

which states that the geodesic distance is not shorter than the Euclidean distance in the image space of the
immersion. This follows immediately from acknowledging that geodesics are length-minimising curves on
the manifold. Our proposed methodology ensures that M{1, 2, 3, 5} hold by construction.

3.2 Single-point solutions

We first discuss single-point variations of distance functions. We refer to single-point solutions as distance
functions with a fixed point p ∈M , such that dp : q 7→ d(p, q). This allows us to introduce the methodology,
before extending the approach to handle global distance functions in §3.3.

3.2.1 Eikonal equations

We consider a class of nonlinear first-order partial differential equations, the Eikonal equations, for which
the solution satisfies the properties of the distance function, i.e., the magnitude of the gradient is unity at
all points in the domain. Fixing a point p ∈M , the distance φ : q 7→ d(p, q) satisfies the equation

∥∇φ∥ = 1 s.t. φ|p = 0. (13)

On a Riemannian manifold (M, g), we augment the formulation with the exterior derivative, which we refer
to as the metric-constrained Eikonal equation

∥∇φ∥ = ⟨grad φ, grad φ⟩g = φ,iφ,i = 1 s.t. φ|p = 0, (14)

where (grad φ)i = gijφ,j is the exterior derivative, and φ,i = gijφ,j . Taking derivatives in this way ensures
that the solution adheres to the geometry of the manifold, as described by the metric induced by the
immersion.

3.2.2 Implicit log maps

Consider two points p, q ∈ M , and level-sets of constant distance around the point p. The shortest path
connecting p, q must travel orthogonal to the level-sets, that is, geodesics are defined by the gradient of
the distance function. Precisely, the exterior derivative of the distance function produces the geodesic flow,
which is a section of the tangent bundle. This flow satisfies the geodesic equation (do Carmo, 2013),

∇grad φ grad φ = 0, (15)

This geodesic flow allows us to obtain globally length minimising geodesics. Although the logp map is not
unique, we formulate a log∗

p map to obtain the tangent vector which yields the globally shortest geodesic
between two points. We exploit the obtained distance function and the corresponding geodesic flow to obtain
a vector field describing the dynamics of globally length-minimising paths. We first consider the system

γ̇(λ) = − grad φ(γ(λ)), with γ : [0, φ(q; p))→M. (16)

By taking γ(λ = 0) = q, γ̇(λ = 0) = − grad φ(q; p) as the initial condition, we can define the log∗
p map as

log∗
p : q 7→ lim

λ→φ(q;p)−

[
grad φ

(
γ(λ = 0) +

∫ λ

0
γ̇(λ)dλ

)]
. (17)

Intuitively, given points p, q ∈M we compute the log∗
p map by (i) evaluating the distance, φ(q; p); (ii) starting

at q, trace the gradient field back to p by integrating the initial value problem along the length of the geodesic;
and (iii) evaluate grad φ(p). We cannot directly evaluate grad φ(p) as the solution is not unique because p is
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the source of the geodesic flow. Instead, we follow the gradient field in the reverse direction from a point q,
tracing out the globally length-minimising geodesic which terminates at p. Standard methods for computing
the log∗

p map rely on parameterising and optimising curves between pairs of points. By employing a metric-
constrained Eikonal solver approach, once the distance function has been obtained, the length-minimising
geodesics, and thus the log∗

p map can be computed straightforwardly (§4).

3.2.3 Network parameterisation

We seek a continuous, differentiable solution to the metric-constrained Eikonal equation. To this end, we
parameterise the distance function by a neural network φ̃θ : M → R. Neural networks are universal function
approximators of continuous functions (Hornik et al., 1989). The output of the network is augmented to
yield the distance function

φθ(q; p) = (ι∗dE) (p, q) [1 + (σ ◦ φ̃θ)(q; p)] , (18)
where σ ∈ C≥2 (R,R≥0) is strictly increasing and at least twice differentiable; ◦ denotes function composition;
and dE : (p, q) 7→ ∥p− q∥2 is the Euclidean distance function. Defining the distance function in this manner
serves three distinct purposes: (i), the constraint φ|p = 0 is handled implicitly (M1); the output of the
network is guaranteed to be positive (M2); and (iii), the inequality φ(q; p) ≥ (ι∗dE)(p, q) is guaranteed
(M5). We seek a solution φθ∗ = dp(q) through solving the optimisation problem for the trainable parameters

θ∗ = arg min
θ
L(θ; p) where L = Eq

(
∥φθ

,i(q)φθ,i(q)− 1∥2) , (19)

where the expectation is taken with respect to a distribution q ∼ D in M . This optimisation problem seeks
to minimise the residual of the metric-constrained Eikonal equation across the domain.

3.3 Global solutions

In this subsection, instead of constraining the solution to the Eikonal equation to a single point, we consider
learning a global solution φ : (p, q) 7→ d(p, q). We first introduce an additional equation to enforce the
Eikonal constraint on both variables

∥∇pφ(p, q)∥ = ∥∇qφ(p, q)∥ = 1 s.t. φ|p=q = 0, (20)

where ∇p,∇q denotes partial derivatives with respect to the respective function arguments. As before, we
parameterise the solution with a neural network, this time taking points p, q ∈M as inputs. As well as the
constraints imposed for the single-point case, we also wish to impose symmetricity (M3). To achieve this,
we augment the output of the network to define the global distance function

φθ(p, q) = (ι∗dE) (p, q)
[
1 + σ ◦

( 1
2 (φ̃θ(p, q) + φ̃θ(q, p))

)]
. (21)

As a result of this imposed reciprocity, we know the equality ∥∇pφ(p, q)∥ = ∥∇qφ(p, q)∥ holds. The sym-
metricity constraint ensures that we still need only a single equation to specify the global solution to the
metric-constrained Eikonal equation (Grubas et al., 2023), and so we follow a similar optimisation approach
as in the single-point case described in §3.2. Thus, we seek a solution φθ∗ = d(p, q) through solving

θ∗ = arg min
θ
L(θ) where L = Eq

(
∥φθ

,i(p, q)φθ,i(p, q)− 1∥2) , (22)

where the expectation is taken with respect to a distribution q ∼ D in M . (The network outputs are
augmented in such a manner to provide a lower-bound on the distance based on the pullback of the Euclidean
distance, ι∗dE (M5). (We provide an upper-bound of ther the distance in Appendix A. This method is not
showcased in the results of this paper as it increased computational complexity with no significant impact
on the quality of the results.)

3.4 Network architecture and training

We parameterise the distance functions φθ with a neural network; in particular, we employ the modified
multi-layer perceptron (MLP) architecture as described by (Wang et al., 2021). This choice of architecture has
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two main advantages: (i) the introduction of positional embeddings; and (ii) the use of residual connections
aid in mitigating numerical gradient instability. Given the reliance on our proposed methodology on the use
of automatic differentiation for computing the loss, the modified MLP is a natural choice. For an extensive
overview on modified MLPs, we refer the reader to (Wang et al., 2023).

The optimisation of the network φ̃θ is performed through a gradient-descent approach, which employs the
adam optimiser (Kingma & Ba, 2017) to minimise the expectation of the loss. The initial learning rate for
the optimiser is prescribed in each case, and then follows an exponential decay schedule to aid convergence.
The expectation of the loss should provide a meaningful estimate of the residual error, and is taken over
a distribution q ∼ D ∈ M . A standard approach would be to sample points in a uniform distribution,
selecting all points in the domain with equal probability. However, we can exploit properties of the geometry
to provide improved estimates.

3.4.1 Curvature-based sampling

The solution φ to the metric-constrained Eikonal equation is more sensitive in regions of high curvature,
which is a consequence of induced geodesic deviation (do Carmo, 2013). We mitigate the impact of geodesic
deviation by employing a curvature-based sampling strategy, which ensures that we can capture the solution
appropriately in regions of high curvature. Employing the Metropolis-Hastings (Metropolis et al., 1953;
Hastings, 1970) sampling scheme, we draw samples in regions of the manifold that exhibit higher degrees of
scalar curvature, which is characterised by the magnitude of the Ricci scalar (Lee, 2018). An outline of this
curvature-based sampling is provided in algorithm 1.

Algorithm 1 Metropolis-Hastings curvature-based sampling
Require: q0 ∈M, δ ∈ R // q0 is the initial condition, δ controls the step-size

for t← 1, . . . n do
q′ ← qt−1 + δN (0, 1) // propose the location of a new sample
u← U(0, 1)
α← log(|R(q′)|)− log(|R(qt−1)|) // compute acceptance ratio
if log(u) ≤ α then // accept the proposed point

qt ← q′

else // reject the proposed point
qt ← qt−1

4 Results

In order to demonstrate the efficacy of our proposed methodology, we show results for three manifolds of
interest: (i) Euclidean space, (ii) the unit hypersphere, and (iii) the peaks manifold. We first consider the
Euclidean case, providing a baseline for which we can verify the method in the absence of curvature. Second,
we introduce constant curvature by obtaining distance functions on the unit hypersphere. In each of these
cases, there exists an analytical form of the distance function; parameterising the manifolds by the number
of dimensions allows us to investigate how the proposed methodology scales with increasing dimensionality.
Finally, we investigate the peaks manifold, which is a non-convex manifold with multiple local extrema.
There exists no analytical form for the distance function on the peaks manifold, and as a result we show
comparisons against the length-minimising approach. An overview of the manifolds used throughout the
paper, with the exception of Euclidean space, is provided in Figure 1 where visualisations are shown in R3.
This section focuses on demonstrating the proposed methodology, and §5 highlights the benefits that using
a continuous-differentiable distance function can bring.

4.1 Euclidean Space

We first consider the limiting case of the Euclidean manifold, for which there is zero curvature across the
entire domain. As discussed in §2, the metric tensor is the identity matrix. Despite the apparent simplicity
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(a) Patch of S2 (b) Gaussian mixture model (c) Peaks manifold

Figure 1: Overview of the manifolds used throughout the paper, visualised in R3. Panel (a) depicts a patch
of the two-sphere, panel (b) shows a model defined by the probability density function of a Gaussian mixture
model, and panel (c) shows a multi-modal manifold.

of the manifold, this provides a foundation for analysis. The Euclidean metric is induced by the smooth
immersion ι : x 7→ x with x ∈ Rn (the identity function). The corresponding distance function is the ℓ2

norm, dg : (p, q) 7→ ∥p− q∥2. Pairing the manifold with the corresponding distance function yields a metric
space.

4.1.1 Performance

In order to assess the performance of the proposed methodology, we seek to recover the distance function for
dimensions n ∈ {2, 5, 10, 15, 20}. In each case, we seek a solution φθ∗ = dg. Performance is measured using
the relative ℓ2 error between the predicted, and ground truth distance. We define the error

ε =

√
E[(φθ(p, q)− dg(p, q))2]

E[dg(p, q)2] where p, q ∼ U[M+,M−], (23)

where M+, M− denote the bounds imposed for training on the manifold. For the purposes of this work, we
consider a bounded subset of the manifold, namely M ∈ [−3, 3] ⊂ Rn, so we can standardise the inputs to
the network.

4.1.2 Optimisation

We seek a solution to the global Eikonal equation (global optimisation problem Eq. (22)). Following the
initialisation of the network, optimisation is performed with the adam optimiser. Further details on the
network and optimisation parameters can be found in Appendix B. For each case n ∈ {2, 5, 10, 15, 20}, we
train a total of five models, each initialising weights of the network with a different random seed. Each
model is optimised for a total of 5 × 104 parameter updates, empirically determined to provide sufficient
convergence. The loss is computed using using 214 points uniformly sampled for each p, q (we do not employ
curvature-based sampling as the curvature is uniformly zero across the domain).

To provide an illustrative example, we first consider the case R2 for which we can visualise the resulting
distance fields. Figures 2(a, b) show the predicted distance, and true distance around the point p = 0. The
distance field is characterised by level-sets forming concentric circles around the origin. Qualitatively, we
observe that the predicted and ground-truth fields are identical, demonstrating that the model is able to
recover the distance function appropriately. Figure 2c provides quantitative results for each of the cases
explored, quoting the mean relative ℓ2 error achieved across the five runs. The standard deviation for each n
did not exceed 6.239×10−8, and as such error bars are not reported. We observe that, with the exception of
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n = 20, the error increases with increasing dimension n. This behaviour is expected, as the distance function
becomes more challenging to model in higher dimensions.
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(a) Predicted distance field
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10−5
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Figure 2: Results for the Euclidean manifold. Panel (a) shows the predicted distance around a point, panel
(b) shows the corresponding true distance from the point, and panel (c) shows the mean relative ℓ2 error
across five repeats for increasing dimensions n ∈ {2, 5, 10, 15, 20}.

4.2 Hypersphere

We continue our investigation by considering a patch of the hypersphere Sn, another manifold for which
there exists an analytical distance function. A visualisation is provided in Figure 1a. While our previous
example of Euclidean space exhibits zero curvature, the hypersphere is characterised by constant curvature,
with Ricci scalar R = n(n − 1)r−2 where r is the radius (do Carmo, 2013). Without loss of generality, we
consider the unit hypersphere, r = 1. The introduction of curvature marks a notable challenge for which
Euclidean-based methods are not positioned to handle. An induced metric of the hypersphere manifold is
provided by the immersion ι : Sn → Rn+1. A definition of the immersion is provided in Appendix C. The
distance function on the unit hypersphere is provided by the cosine rule, dg : (p, q) 7→ arccos (ι(p) · ι(q)).
This manifold, in conjunction with the associated distance function, provides the metric space.

4.2.1 Performance

Similarly to the experiments run in the Euclidean case, we seek to recover the distance function for each n ∈
{2, 5, 10, 15, 20}. The performance is measured by the relative ℓ2 error between the predicted, and ground-
truth distances; employing the definition in Eq. (23). Imposing a coordinate system on the hypersphere
inevitably leads to a singularity which can cause numerical issues. As a result of this singularity, and the
periodicity of the manifold, we impose bounds x ∈ [π/6, 5π/6] ⊂ Sn. These bounds are used to standardise
inputs to the network.

4.2.2 Optimisation

The optimisation scheme used for obtaining a solution to the metric-constrained Eikonal equation in the
case of the hypersphere is identical to that used in the Euclidean case, described in §4.1. In this case, we
also do not employ the curvature-based sampling method, as we know a-priori that the manifold exhibits
constant scalar curvature.

For the case of S2, we provide a visualisation of the distance function around the point p = π/2. Results in
Figures 3(a, b) show the predicted distance, and true distance fields respectively. The presence of curvature,
though subtle, is apparent in these examples, with the level-sets of distance appearing warped when compared
with the original Euclidean case. Despite the presence of curvature, the predicted and true distance fields
show good agreement. Figure 3c shows the results for recovering the distance function on the hypersphere
for each of the cases, quoting the mean relative ℓ2 error achieved across the five runs. The standard deviation
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for each case did not exceed 3.049× 10−3, and as such error bars are not reported as they are too small. We
observe error increasing as a function of manifold dimension, which is due to accumulation of errors.
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(a) Predicted distance field
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Figure 3: Results for the hypersphere manifold. Panel (a) shows the predicted distance around a point,
panel (b) shows the corresponding true distance from the point, and panel (c) shows the mean relative ℓ2

error across five repeats for dimensions n ∈ {2, 5, 10, 15, 20}.

4.3 Peaks Manifold

The manifolds we have examined thus far have analytical distance functions; however, in many scenarios,
we do not have access to the analytical distance functions. Therefore, we further test the metric-constrained
Eikonal solver by considering a non-convex manifold with multiple local extrema (Figure 1c), exhibiting
non-negligible scalar curvature; namely the peaks function (?)

ι : [x; y] 7→ [x; y; 3(1− x)2e−x2−(y+1)2
− 10

(
x
5 − x3 − y5) e−x2−y2

− 1
3 e−(x+1)2−y2

]. (24)

We first consider single-point solutions to the distance function, as described in §3.2, obtaining a solution
around the point p = 0. Next, we extend this to examine the global solution, as described in §3.3, comparing
results with a cubic-spline-based length-minimising approach (Detlefsen et al., 2021).

4.3.1 Single-point solutions

We first consider single-point solutions to the metric-constrained Eikonal equation. For optimisation, we use
the adam optimiser with exponential weight decay; details of which can be found in the Appendix B. We
train for a total of 2× 105 parameter updates, drawing 2× 1014 random samples from the domain for each
parameter update. In this case, we employ the curvature-based sampling method described in §3.4, drawing
random samples from the average of a uniform distribution and the distribution defined by the probability
density function (PDF) of the Ricci scalar across the manifold. The curvature-based sampling is shown in
Figure 4a, with the colour map corresponding the the probability density function, and points representing
random samples drawn from the distribution. Results in Figure 4b show the predicted distance field from the
centre of the domain p, with arrows representing the geodesic flow, grad φθ, overlaid. We observe that the
geodesic distance adheres to the geometry. Using the predicted geodesic flow, we obtain length-minimising
curves (yellow); these are compared with valid geodesics (red), generated through integration of the geodesic
equation (5) with γ(0) = q, γ̇(0) = − grad φθ(q). The overlap of these two trajectories demonstrates the
validity of the obtained geodesic flow. Finally, to assess how the choice of p ∈M affects the performance, we
investigate the symmetricity of the distance function across the domain. We consider a 7× 7 grid of origin
points on the manifold, distributed equally in the Euclidean sense, forming the set X . For each p, q ∈ X ,
we obtain a distance function and compute pair-wise distances, φθ(q; p), φθ(p; q), as shown in Figure 4c.
We observe that as the distance increases, the variability in predicted distance increases correspondingly as
distance predictions accumulate error with increasing distance.
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Figure 4: Results for the single-point solution on the peaks manifold. Panel (a) shows the probability density
function generated from the curvature-based sampling (Algorithm 1), with samples from the distribution
overlaid. Panel (b) shows the distance field around a point in the centre of the domain with arrows depicting
the geodesic flow overlaid. The yellow curves denote length-minimising geodesics obtained from the geodesic
flow, while the red curves denotes the corresponding valid geodesics. Panel (c) shows results for the sym-
metricity test.

4.3.2 Global Solutions

Obtaining a solution constrained to a single point has limited uses. In general, we wish to obtain a distance
function defined over the entire manifold. Analysis for the single-point case demonstrates that, although
we obtain accurate results, we cannot guarantee symmetricity. Moving to a global solution, we can ensure
that we satisfy the condition M3. In absence of an analytical solution for arbitrary manifolds, including the
peaks manifold, we compare the metric-constrained Eikonal approach with the standard approach found in
the literature (optimising parameterised curves (Detlefsen et al., 2021; Chen et al., 2018). For the standard
approach, we represent geodesics as cubic-splines. These cubic splines are defined in such a manner that the
boundary conditions are enforced automatically. The curves are parameterised in such a manner that any
parameterisation yields a valid curve. We optimise the parameters of the cubic splines through a gradient-
descent based approach, seeking to minimise the energy of the resulting curve. Optimisation is performed
with a gradient-descent approach, using the adam optimiser with a learning rate of 10−3 for a total of 50×103

iterations. Convergence is achieved when the absolute magnitude of the gradient updates do not exceed 10−4.

We employ the network φθ to represent the global distance function. This network is trained via the
augmentation defined in Eq.(21), and results compared with those obtained from the parameterised curve
approach. Results for this comparison are shown in Figure 5. In many cases, the parameterised curve
approach fails to converge, and so comparisons are shown only in cases where convergence was achieved. We
observe that the Eikonal-based distances tend to be equal to, or less than, the lengths of the parameterised
curves. This shows that the parameterised curves provide an upper-bound of the distance.

Given a point p ∈ M , we can visualise the resulting distance field around the point. Examples of this are
provided in Figure 6 where distance fields are shown for five distinct points. In addition to the distance
fields, the geodesic flow is denoted by the red vector fields in the figure. The geodesic flow is defined across
the entire domain, and can be employed to obtain globally length-minimising geodesics. In the bottom right
panel of Figure 6, we take four of the points, labelled P1 – P4, and obtain the geodesics connecting each
point to its neighbours. We observe that we obtain a complete cycle with each geodesic connecting the points
successfully.
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Figure 5: Comparison of results from standard parameterised curve approach against results from the metric-
constrained Eikonal solver. Results are shown only in the cases where the parameterised curve approach
converges. We observe good agreement between the proposed metric-constrained Eikonal approach, and the
standard length-minimising curve approach.
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Figure 6: Distance fields and geodesic flows on the peaks manifold. The first five panels show a colour map
of the geodesic distance with the vector field from the geodesic flow overlaid. The final panel in the lower
right shows four geodesics generated from these vector fields, completing a cycle: P1 – P4.
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5 Applications

There exist a wide range of applications for which manifold-based distance computations are useful. Given
a differentiable representation of the distance function on the manifold, we are able to perform optimisation
with respect to the distance. To this end, we examine two applications of differentiable distance functions
on manifolds: (i) computing the Fréchet mean (Guigui et al., 2023); and (ii) unsupervised clustering (Jin &
Han, 2010).

5.1 Computing the Fréchet mean

The arithmetic mean is broadly incompatible with arbitrary manifolds, being suitable for operating in Eu-
clidean spaces only (Pennec, 2006; Guigui et al., 2023). To provide an illustrative example, consider two
distinct points on the surface of S2 Taking the arithmetic mean of these points yields a mean interior to the
sphere, rather than on the surface. The Fréchet mean accounts for this and is defined as the point on the
manifold which minimises the squared distance to samples on the manifold, where the distance function is
defined on the manifold (Pennec, 2006). The Fréchet mean is

µ∗ = arg min
µ

∑
q∈X

dg(µ, q)2, (25)

where X denotes the set of points on the manifold for which we wish to compute the mean. Standard
approaches for computing the Fréchet mean rely on computing the log map between pairs of points, ultimately
requiring solving sub-optimisation problems, which becomes computationally expensive for large numbers of
points. This standard approach is outlined in algorithm 2. Instead, we propose to first obtain a differentiable
representation of the distance function using a metric-constrained Eikonal solver, outlined in algorithm 3.
The obtained distance function provides fast inference, and allows us to optimise directly for the Fréchet
mean. To provide a quantitative example, we must first define a manifold for which we can analytically
compute the mean. For the purposes of this work, we employ a Gaussian mixture model.

Algorithm 2 Standard algorithm for computing Fréchet mean
Require: q ∈ X ⊂M

µ0 ← 1
|X |
∑

p∈X p

for i← 1, . . . n do
for p ∈ X do

γp ← compute_geodesic(µi−1, p)
Lp ← γ̇p(0)

∥γ̇p(0)∥ L(γp)
µ̂i ← 1

|X |
∑

x∈L x // compute tangent space mean
µi ← expµi−1(µ̂i) // map tangent space mean back to the feature space

Algorithm 3 Computing the Fréchet mean with the metric-constrained Eikonal solver
Require: q ∈ X ⊂M

φθ ← solve_metric_constrained_eikonal()
µ0 ← 1

|X |
∑

p∈X p

for i← 1, . . . n do
τ ← Σφθ(µi−1, p)2 // compute action to minimise
µi ← gradient_step(µi−1, ∂τ/∂µi−1) // conduct gradient-based update
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5.1.1 Gaussian mixture models as a manifold

The probability density function (PDF) of a Gaussian mixture model is a weighted sum of the PDFs of the
component Gaussians

p(x; µ, Σ, α) = ΣNG
i=1αifN (x; µi, Σi) s.t.

NG∑
i=1

αi = 1 with x, µi ∈ Rn, Σi ∈ Rn×n (26)

where for NG component Gaussians, αi is a weighting term, µi is the mean of the ith Gaussian, Σi is the
covariance matrix of the ith Gaussian, and fN is the density function for a Gaussian distribution. Given the
definition of a Gaussian mixture model, the mean is defined as the weighted sum of the constituent means,
that is µ =

∑NG

i=1 αiµi. By using the Gaussian mixture model, we define a manifold as the surface of the
resulting probability density function. We define an immersion ι : Rn → Rn+1 as

ι : x 7→ [x; p(x; µ, Σ, α)]. (27)

For the applications explored in this paper, we consider a manifold of dimension n = 2. In combination, the
manifold and the corresponding, yet to be found, distance function define our metric space. The manifold
employed for the Fréchet mean case can be seen in Figure 1b.

5.1.2 Fréchet mean of the Gaussian Mixture Model

We first define the manifold as the surface of a Gaussian mixture model with four constituent Gaussians. The
domain is then bounded such that p ∈ [−3, 3] ⊂ R2, which allows us to standardise inputs to the network.
Parameters of the network are trained for a total of 5× 104 parameter updates, using the adam optimiser to
update the weights. The optimiser has an initial learning rate η = 10−3, which decays exponentially. Further
information on the network and optimiser can be found in Appendix B. Using the same Gaussian mixture
model as that used in training, we sample points on the surface of the manifold, discarding points that lie
outside of the prescribed domain. The mean of these points is by definition the expected value of the given
Gaussian mixture model. Given these points, and the distance function, we seek to recover the mean of the
distribution by way of computing the Fréchet mean. We compute the Fréchet mean through gradient-based
optimisation, which is possible as a result of the differentiable nature of the distance function. We provide an
initial guess µ0, and use the adam optimiser with learning rate η = 10−2 to update the candidate mean. In
practice, given the fast inference afforded by the distance function, we can run multiple optimisation chains
in parallel. We provide sixteen initial guesses and optimise in parallel. Figure 7 shows the manifold, the
samples, and the optimisation trajectories from each of the initial conditions. We observe that each of the
optimisation trajectories terminates at the same point. For each these optimisation chains, we compute the
relative ℓ2 error between the true mean, and the predicted mean. The mean of these errors is ε̄ = 4.873×10−3,
showing we are able to accurately recover the Fréchet mean on the manifold defined by a Gaussian mixture
model.

5.2 Unsupervised clustering on the manifold with the metric-constrained Eikonal solver

Clustering-based methods follow a similar principle to that of computing the Fréchet mean. Given a set of
points X , we seek to identify centroids and their associated clusters. For k-means clustering (Lloyd, 1982),
we define the objective

(µ∗,S∗) = arg min
(µ,S)

k∑
i=1

∑
x∈Si

dg(x, µ)2, (28)

where for k clusters, µi denotes the centroid of each cluster Si. To solve the optimisation problem, we make
use of Lloyd’s algorithm (Lloyd, 1982), which alternates between two steps: (i) assignment, which assigns
each observation to the cluster with the nearest centroid; and (ii) update, which recomputes the centroids
of each cluster based on the observations assigned to the cluster.

A large number of distance computations are required for convergence. In the assignment stage a total of
k|X | distance computations are required, and the update stage relies on computing the Fréchet mean for
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Figure 7: Computing the Fréchet mean. Panel (a) provides an extrinsic view of the manifold, the samples,
and the optimisation trajectories – each converging to the mean of the underlying distribution. Panel (b)
provides an intrinsic view of the same result. The arithmetic mean does not lie on the surface of the manifold,
but it is interior to the surface.

each cluster as described in §5.1. Existing methods are ill-equipped to solve such a problem: (i) the large
number of distance computations required at each iteration is prohibitive; and (ii) the nested optimisations
required for obtaining Fréchet means at each iteration is infeasible.

Algorithm 4 Unsupervised clustering on the manifold
Require: (µ(0), S(0)) // assign initial guesses for clusters and their centroids

i← 0
φθ ← solve_metric_constrained_eikonal()
while S(i) ̸= S(i−1) do

dµ→p ← φθ(µ(i−1), p) // compute distance between each centroid and each data point
S(i) ← assign_clusters(dµ→p) // assign points to centroids that minimise the distance
µ(i) ← frechet_mean(S(i)) // recompute centroids of each cluster, as per algorithm 3
i← i + 1

5.2.1 Clustering on the Peaks manifold

We demonstrate the feasibility of this approach for points randomly sampled on the surface of the peaks
manifold. First, samples X are generated on the surface of the manifold. We then use the previously
obtained global distance function from §4.3.2 in conjunction with Lloyd’s algorithm to obtain a total of five
distinct clusters. Results for this clustering are shown in Figure 8. We first provide a baseline by conducting
standard k-means clustering with a Euclidean distance function on the manifold, results for which are shown
in Figure 8a. As a result of using the ℓ2 norm as the distance measure, the clusters form circles around
each of the centroids. In Figure 8b, we extend the Euclidean-based clustering, using the pullback of the ℓ2

norm as the distance metric used for clustering, i.e, clustering in three-dimensional space. We observe that
clusters are disjointed and overlapping; a characteristic that is unbecoming of clustering methods. Finally,
the proposed clustering method is shown in Figure 8c. We observe that points are clustered based on geodesic
distance, conforming to the geometry of the manifold. This is particularly noticeable for the dark-blue cluster
in the lower right which extends into the centre of the domain. The deployment of the metric-augmented
Eikonal solver in Figure 8c exemplifies the improvements afforded by the proposed methodology. Thanks to
the differential nature of the obtained distance function, the Fréchet mean, as shown in §7, can be obtained
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with ease and for relatively low computational expense. Notably, this example seeks to obtain five clusters
over 2500 samples. A total of 20 iterations were required to reach convergence for the clustering, comprising
100 evaluations of the Fréchet mean. This took just 113.084s of wall-clock time on a single NVIDIA GeForce
RTX 4090.
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Figure 8: Clustering on the peaks manifold. Panel (a) shows euclidean-based clustering of the samples
directly on the manifold. Panel (b) shows the equivalent clustering, where distance is computed with the
pullback of the Euclidean ℓ2 norm. Panel (c) shows the clustering results for the metric-constrained Eikonal
approach. Red points, in each case, depict the centroids of the clusters.

6 Conclusion

In this work, we address the problem of computing geodesic distances on manifolds. First, we introduce
the metric-constrained Eikonal equation as a means for representing distance. Second, we propose a model-
based parameterisation of the distance function providing a continuous, differentiable representation with
theoretical guarantees. Obtaining the distance function in this manner is the main contribution of the
manuscript; ultimately, alleviating issues encountered with all methods currently described in the literature.
Third, we demonstrate the efficacy of our method for obtaining distance functions on a range of manifolds. A
comparison is made to traditional methods in both cases, with our manifold-based Eikonal solver providing
faster inference, and upholding theoretic guarantees in in all cases. Finally, we tackle two key applications,
which are the computation of the Fréchet mean and k-means clustering on manifolds. These applications
have been computationally infeasible until now as a result of the comparatively expensive methods currently
available in the literature. This work opens opportunities for reduced-order modelling, statistical modelling
on manifolds, and distance-based computations in general.
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A Imposing upper bounds in network augmentation

Considering points p, q ∈ M , there must exist no shorter curve connecting the points than the length-
minimising geodesic, as described in Eq. (9). Under this assumption, the length of an arbitrary curve γL

that connects the points must be greater than, or equal to, the length of the minimising geodesic. We can
prescribe the bounds

(ι∗dE)(p, q) ≤ d(p, q) ≤
∫ 1

0
⟨γ̇L(λ), γ̇L(λ)⟩γL(λ)dλ. (29)

We can use these bounds to alter the way in which we augment the network outputs. Empirically, prescribing
an upper-bound incurs additional computational cost with little improvement in performance. For this
reason, we do not show results for upper-bounded augmentations in the paper. Choosing an arbitrary
curve between two points prescribes this upper bound. In order to reliably obtain curves, we can linearly
interpolate between points in the intrinsic coordinates, that is:

γL(t) = q + (p− q)t where, t ∈ [0, 1], (30)

allowing us to compute the upper-bounded length as

L+
γ =

∫ 1

0
⟨γ̇L(t), γ̇L(t)⟩1/2

γ(t)dt (31)

or,

L+
γ =

∫ 1

0
⟨p− q, p− q⟩1/2

q+(p−q)tdt (32)

Using this definition, we can alter how we augment the network output to provide a bounded solution. For
the single-point solution, we would write

φθ(q; p) = (ι∗dE) (p, q)
[
1 +

(
L+

γ

(ι∗dE)(p, q) − 1
)

(σ ◦ φ̃)(q; p)
]

, (33)

where σ now represents the sigmoid function, and L+
γ is the length of the linearly interpolated curve in

intrinsic coordinates. We can extend this approach to the two-point solution

φθ(p, q) = (ι∗dE) (p, q)
[
1 +

(
L+

γ

(ι∗dE)(p, q) − 1
)

σ
( 1

2 (φ̃θ(p, q) + φ̃θ(q, p))
)]

, (34)

With these approaches, we have retained the same guarantees as the network augmentations described in
the main text, as well as provided an upper-bound for the distance.

B Training parameters

In each of the cases, we employ a modified MLP architecture. The architecture has a depth of 8 layers, each
with a width of 256 neurons. Optimisation was conducted with the adam optimiser. The optimiser uses an
exponentially decaying learning rate schedule, reducing by a factor 0.9 every 2000 parameter updates.

C Hypersphere

For the hypersphere, we define a coordinate system with n− 1 angular coordinates x1, ..., xn−1, with angles
x1, ..., xn−2 ∈ [0, π], and xn−1 ∈ [0, 2π) radians. The immersion is the mapping ι : x ↪→ y, where

y1 = cos(x1) (35)
y2 = sin(x1) cos(x2) (36)
y3 = sin(x1) sin(x2) cos(x3) (37)

... (38)
yn−1 = sin(x1) . . . sin(xn−2) cos(xn−1) (39)

yn = sin(x1) . . . sin(xn−2) sin(xn−1). (40)
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