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Abstract 

Engineering valley index is essential and highly sought for valley physics, but currently 

it is exclusively based on the paradigm of the challenging ferrovalley with spin-

orientation reversal under magnetic field. Here, an alternative strategy, i.e., the so-called 

ferroelectrovalley, is proposed to tackle the insurmountable spin-orientation reversal, 

which reveres valley index with the feasible ferroelectricity. Using symmetry 

arguments and tight-binding model, the 𝐶2 rotation is unveiled to be able to take the 

place of time reversal for operating valley index in two-dimensional multiferroic 

kagome lattices, which enables the ferroelectricity-engineered valley index, thereby 

generating the concept of ferroelectrovalley. Based on first-principles calculations, this 

concept is further demonstrated in the breathing kagome lattice of single-layer Ti3Br8, 

wherein ferroelectricity couples the breathing process. These findings open a new 

direction for valleytronics and two-dimensional materials research.  
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Introduction 

In many crystalline solids, it often happens that the conduction or valence bands have 

two or more local energy extrema in the momentum space. This leads to an additional 

valley degree of freedom for low-energy carriers [1-4], which is robust against low-

energy phonons and smooth deformation due to the large separation in momentum 

space [5-7]. Similar to spin for spintronics, the possibility of using valley degree to 

store and encode information leads to the conceptual electronic applications known as 

valleytronics [1,2]. In recent years, with the discovery of valley degree in two-

dimensional (2D) lattice [5,8-12], the valley physics has attracted broad interest from 

the perspectives of both fundamental research and device applications, and has been 

investigated intensively [13-19]. 

   In view of realizing valleytronic devices, it is necessary to achieve effective control 

of valley index [20,21]. Currently, the valleytronics research has been exclusively 

established in the paradigm of time-reversal (T) symmetry connected ferrovalley 

[20,22], wherein the valley index is manipulated through spin-orientation reversal 

under inversing magnetic field. However, such spin-orientation reversal in 2D lattice is 

extremely difficult, which severely limits the ferrovalley paradigm for valleytronics. 

Different from magnetic field, the static control by gate electric field is most desirable 

among all static means, because of its advantages in compactness and compatibility 

with the existing semiconductor technology [23]. Through highly desirable, under the 

existing ferrovalley paradigm, the gate field cannot couple with the valley index [10,24]. 

These rise an outstanding challenge for valleytronics research.  

   In this work, going beyond the well-established ferrovalley paradigm, we propose 

an alternative strategy, i.e., the so-called ferroelectrovalley, to circumvent this challenge, 

wherein the valley index switch is related to ferroelectric physics. Our symmetry and 

tight-binding model analysis unveil that the 𝐶2 rotation is capable of taking over T 

reversal to reverse valley index in two-dimensional multiferroic kagome lattices. This 

suggests the intriguing feasibility of coupling valley index with ferroelectricity, thus 

generating the concept of ferroelectrovalley. Using first-principles calculations, we 
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further demonstrate this concept in the breathing kagome lattice of single-layer (SL) 

Ti3Br8, wherein the ferroelectricity associated breathing process connects 𝐶2 rotation. 

Our work not only greatly enriches the valleytronics and 2D materials research, but also 

uncover a unique and general mechanism to control valley index by electric field.  

Results and Discussion 

 

Figure 1. Schematic diagrams of the low-energy band dispersions of ferrovalley system 

(a) without 𝐻𝑒𝑥  and (b, c) with 𝐻𝑒𝑥 . (c) is same as (b), but with opposite spin-

orientation. Black dotted lines indicate the Fermi level. Schematic diagrams of the 

evaluations of (d) lattice and (e) states in the Brillouin zone under 𝐶2 rotation.  

 

The proposed mechanism is rooted in 2D hexagonal systems with T-symmetry breaking 

and valley physics. The Hamiltonian for such systems near the ±K valleys can be 

expressed as: 𝐻 = 𝐻0 + 𝐻𝑒𝑥 + 𝐻𝑆𝑂𝐶 . The second term is the inherent exchange 

interaction of magnetic ions, which can be written as: 

𝐻𝑒𝑥 = −𝑺 ⋅ 𝒎 (1) 

Here, 𝑺 is spin angular momentum and 𝒎 is effective exchange splitting. The third 

term is the spin-orbit coupling (SOC) effect, which is essential for valley physics and 

can be written as: 

𝐻𝑆𝑂𝐶(𝒌) =
𝜆

2
𝑺 ⋅ 𝑳 (2) 

Here, 𝜆  is the SOC parameter, 𝑳  is orbital angular momentum, and 𝒌  is the 

reciprocal lattice vector. Note 𝑳(−𝒌) = −𝑳(𝒌), for a given spin channel, the energy 

shifts caused by SOC around valleys follow the relation: 

𝐻𝑆𝑂𝐶
↑/↓ (−𝒌) = −𝐻𝑆𝑂𝐶

↑/↓ (𝒌) (3) 
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where ↑/↓ denote spin up/down. While for different spin channels, we can establish 

the following relation: 

𝐻𝑆𝑂𝐶
↓ (𝒌) =

𝜆

2
(𝑺↓) ⋅ 𝑳 =

𝜆

2
(𝑺↑) ⋅ (−𝑳) = 𝐻𝑆𝑂𝐶

↑ (−𝒌) (4) 

According to equations (3, 4), when excluding 𝐻𝑒𝑥 , the KK and -K valleys are 

degenerate in energy, and they are from opposite spin channels [Figure 1(a)]. By 

including 𝐻𝑒𝑥, as illustrated in Figure 1(b), the degeneracy of the valleys is lifted, 

resulting in valley polarization. Then, the carriers can be populated at one given valley. 

Under the paradigm of ferrovalley [25-27], through inverting the spin orientation by 

applying magnetic field, the valley polarization is reversed [Figure 1(c)], thereby 

realizing the switch of valley index of the carriers. Going beyond the spin-orientation 

reversal of the ferrovalley paradigm, intriguingly, we find that inversion (I) operation 

can also lead to the switch of valley index of the carriers. Based on equations (1, 2), 

under the I operation, we obtain 𝐻𝑒𝑥 = 𝐼[𝐻𝑒𝑥] , and  𝐻𝑠𝑜𝑐(−𝒌) = 𝐼[𝐻𝑆𝑂𝐶(𝒌)] . This 

along with  𝐻0(−𝒌) = 𝐻0(𝒌)  yields the relation of 𝐼[𝐻(𝒌)] = 𝐻(−𝒌) . It indicates 

that with performing I operation on the lattice, the states at −𝒌 and 𝒌 points would 

be reversed [Figure 1(d) and 1(e)]. In single atomic lattice, the I operation is equivalent 

to the 𝐶2 rotation. Therefore, analogous to switching spin orientation, the 𝐶2 rotation 

can also guarantee the valley index reversal.  

 

Figure 2. (a) 2D triangular lattice and its corresponding low-energy band dispersion. 

(b) 2D kagome lattice evaluated from (a) and its corresponding low-energy band 

dispersion. Black dots and triangles represent the ΘI and ΘII 𝐶3 axes respectively. (c) 
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is the same as (b) but with opposite spin orientation. (e) is the same as (b) but under a 

𝐶2 rotation. (f) is the same as (e) but with opposite spin orientation. In (b, c, e, f), black 

arrows represent the direction of spin orientation. (d) Schematic diagram of equivalent 

𝐶2 rotation. 

 

As operating 𝐶2 rotation is impractical, we alternatively resort to equivalent 𝐶2 

rotation, i.e., the diffusionless phase transformation. In the following, we start from the 

triangular lattice formed by magnetic atoms to investigate the diffusionless phase 

transformation [Figure 2(a)]. A simple model for this lattice can be written as: 

𝐻′ = − ∑ 𝑡𝑖𝑗𝑎𝑖
†𝑎𝑗

⟨𝑖,𝑗⟩

+ ℎ. 𝑐. +𝜖 + 𝐻𝑆𝑂𝐶 (5) 

Here, 𝑡𝑖𝑗  is the hopping term, 𝜖  is the energy of orbital and inherent exchange 

interaction energy of magnetic ions, and ⟨𝑖, 𝑗⟩ indicates sum over nearest neighbors. 

For more detail, please see the Supplement Information. The low-energy band 

dispersion obtained from equation (5) is shown in the low panel of Figure 2(a). Due to 

the protection of I-symmetry, the valley physics is absent. To break the I-symmetry, 

clusters with 𝐶3 symmetry is introduced to replace atoms in the triangular lattice, as 

shown in Figure 2(b, c), which generates a kagome lattice with valley polarization.  

Due to the 𝐶3 symmetry, each cluster contains 𝑛 = 3𝑚 atoms, which thus can be 

divided into three equivalent groups. Each group has 𝑚 atoms, and the three groups 

are connected by 𝐶3  rotation. Intriguingly, there are two types of 𝐶3  axes for the 

kagome lattice [Figure 2(b)], i.e., ΘI and ΘII. In this sense, as illustrated in Figure 2(d), 

the diffusionless phase transformation can be realized by expelling the three groups of 

atoms from ΘI axis and propelling them to their corresponding nearest-neighboring ΘII 

axis. As a result, three groups from different loosened clusters reform a new cluster 

around the ΘII axis, corresponding to a breathing process. The newly resultant kagome 

lattice can be considered as operating a 𝐶2 rotation on the old one. According to the 

low-energy effective model of equation (S8), this equivalent 𝐶2 rotation indeed can 

reverse the valley index of the populated carriers, as shown in Figure 2(e, f). It is 
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worthy emphasizing that with considering the coordinated atoms, such breathing 

process in the kagome lattice can be closely correlated to ferroelectric phase transition 

[28,29]. This suggests that the valley index of the populated carriers can be controlled 

by electric field, thereby generating the concept of ferroelectrovalley. 

 

Figure 3. (a, b) Crystal structures of the two FE states of SL Ti3Br8 from the top and 

side views. In (a, b), dark arrows indicate the directional displacement of magnetic 

atoms during the breathing process, and the orange arrows with the letter P marks the 

electric polarization directions. (c) Schematic diagram of Brillouin zone with marking 

the high-symmetry points. (d, f) Schematic diagram of clusters for the two FE states of 

SL Ti3Br8. (e) Energy profiles for FE switching of SL Ti3Br8. In (e), the size variation 

of the red and blue triangles illustrates the breathing process.  

 

One candidate system for realizing this mechanism is SL Ti3Br8. Figure 3(a) shows 

the crystal structure of Ti3Br8, which possesses a hexagonal kagome lattice with P3m1 

(No. 156) space group. The optimized lattice parameter is 7.23 Å, which agrees well 

with the previous study [28]. Each unit cell consists of eight Br and three Ti atoms, with 

Ti atomic layer sandwiched between two Br atomic layers. Each Ti atom is coordinated 

by six Br atoms in a distorted octahedral geometry. In the Ti atomic lattice, every three 

Ti atoms form a Ti3 trimer, as represented by small blue triangles in Figure 3(a). This 

forms a kagome lattice, and results in two kinds of Ti-Ti bonds. In the Ti3 trimer, the 

Ti-Ti bond length is 3.12 Å, while for the Ti-Ti bond in the large red triangle, it is 4.10 

Å. 

By focusing on the structural symmetry of SL Ti3Br8, we can see that both the I and 
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horizonal mirror symmetries are absent. Quietly naturally, this gives rise to an electric 

polarization of 0.7 pC/m along the z-direction. Such symmetry broken is closely related 

to the distortion of the octahedral geometry of TiBr6. In fact, the distortion can also 

occur in the opposite direction, resulting in another phase of SL Ti3Br8, as shown in 

Figure 3(b). Obviously, these two phases are degenerate in energy and can be 

considered as two ferroelectric (FE) states of SL Ti3Br8, i.e., phases I and II, respectively.  

As shown in Figure 3(a, b), the FE transition in SL Ti3Br8 is accompanied with a 

breathing process. In detail, under FE transition, the three Ti atoms from one Ti3 trimer 

expel from the center of triangles, and the three atoms from three different neighboring 

Ti3 trimers clusters to a new Ti3 trimer around the center of another triangle. This can 

be simply considered as scaling up the blue triangles and scaling down the red triangles, 

or vice versa, which corresponds to a breathing process. The corresponding 

arrangements of Ti atoms under phase I and phase II are depicted in Figure 3(d, f), 

from which we can see the ferroelectric phase transition can be regarded as an 

equivalent 𝐶2  rotation. This is in good agreement with the above model analysis 

shown in Figure 2(d). 

To get more insight into the ferroelectricity in SL Ti3Br8, we investigate the FE 

switching process using the climbing image nudged elastic band method (CL-NEB) 

method. As shown in Figure 3(e), phases I and II can be switched to each other with an 

energy barrier of 99.3 meV/atom. This is much lower than FeO2H [30], SiN [31] and 

CrNCl2 [32], and comparable with that of Au2Cl2Te4 [33], which suggests the feasibility 

of the ferroelectricity in SL Ti3Br8.  

In addition to ferroelectricity, SL Ti3Br8 also harbors spin polarization. The valence 

electric configuration of Ti atom is 3d24s2. Before clustering Ti3 trimer, because of the 

octahedral crystal field, the d orbitals of Ti atoms split into eg and t2g. After forming Ti3 

trimer, the t2g orbitals split into 1e, 1a1, 2e, 2a1, 3e, and 1a2, see Figure S1. e, a1, a2 are 

irreducible representation in C3v point group, among which e is the basis function of 

(dx2-y2, dxy) (dxz, dyz), and a1 is the basis function of dz2. Ti atoms in each Ti3 trimer share 

4 electrons, yielding a magnetic moment of 2 μB. As a result, SL Ti3Br8 is spin polarized. 
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Although it prefers in-plane orientation, its magnetic anisotropy energy is only 0.14 

meV/unit cell, which is easy to be manipulated by magnetic field. To estimate the 

magnetic ground state of SL Ti3Br8, we consider a ferromagnetic (FM) state and three 

antiferromagnetic (AFM) states (AFM1, AFM2, and AFM3). The considered magnetic 

configurations are shown in Figure S2. Our calculation shows that the FM state is the 

ground state. In detail, the energy of FM state is 2.827, 2.830, and 2.830 eV/unit cell 

lower than AFM1, AFM2, and AFM3 states respectively.  

 

Figure 4. (a) Dispersion of the top valence band and the Berry curvature of SL Ti3Br8. 

The 3D curved surface represents the band structures, while the contour map illustrates 

the Berry curvature. In (a), the left/right two subfigures represent phase I/II; the 

top/bottom two subfigures correspond to up/down spin-orientation. The color of the 

surface and contour map represents the value of energy and Berry curvature, 

respectively. The Fermi energy is shifted to zero. The black arrows represent the 

direction of spin orientation. (b) Schematic diagram of ferroelectrovalley. In (b), the 

black dash line denotes the Fermi energy and the region filled with blue color implies 

the populated carriers; the red/blue balls with arrows represent the up/down-spin holes. 

 

The band dispersions of top valence band and the corresponding Berry curvatures of 

SL Ti3Br8 are shown in Figure 4(a). The top valence band is an isolated band and 

separated by a band gap of 206 meV from the deeper bands. It is contributed by the 

same spin channel and exhibits two inequivalent valleys located at the ±K points. And 
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from the contour map of Figure 4(a), we can see that, due to the simultaneous broken 

of I- and T-symmetries in SL Ti3Br8, the Berry curvatures of the two inequivalent 

valleys exhibit opposite signs. 

For phase I, as shown in upper-left panel of Figure 4(a), the KK valley lies higher in 

energy than the -K valley, giving rise to a valley polarization of 5 meV. When imposing 

a FE transition (i.e., phase II), the kagome lattice breathes, leads to that the KK valley 

shifts below the -K valley; see upper-right panel of Figure 4(a). In other word, the 

valley polarization is reversed through FE switching. This indicates a strong coupling 

between the valley polarization and ferroelectricity. This scenario is also applicable for 

the cases with opposite spin orientation; see lower panels of Figure 4(a).  

   In this sense, the concept of ferroelectrovalley can be achieved in SL Ti3Br8. We 

here take the cases with up spin-orientation as examples to illustrate the 

ferroelectrovalley. As schematically displayed in Figure 4(b), when shifting the Fermi 

level between the two valleys, the carriers are populated at KK valley. That is to say, the 

valley index of the carriers is τ = 1. With applying electric field to induce the FE 

transition, the carriers are populated at the -K valley, indicating the valley index of the 

carriers is switched to τ = -1. Therefore, different from the ferrovalley paradigm, the 

valley index of carriers can be controlled by electric field, demonstrating the concept 

of ferroelectrovalley. 

 

Conclusion 

To summarize, going beyond the existing ferrovalley paradigm relayed on the annoying 

spin-orientation reversal, we propose an alternative strategy, i.e., the concept of 

ferroelectrovalley, to manipulate the valley index. Based on symmetry arguments and 

tight-binding model, we unveil that the 𝐶2  rotation is able to take the place of T-

reversal for operating valley index in two-dimensional multiferroic kagome lattices. 

This guarantees the ferroelectricity-engineered valley index, i.e., the concept of 

ferroelectrovalley. Our first-principles calculations further demonstrate this concept in 

the breathing kagome lattice of single-layer Ti3Br8, wherein ferroelectricity couples the 
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breathing process.  

 

Computational Methods 

Our first-principles calculations are performed based on the density-functional theory 

(DFT) [34] as implemented in the Vienna ab initio simulation package (VASP) [35]. 

We employ the generalized gradient approximation in the form of Perdew-Burke-

Ernzerhof functional [36] to describe the exchange-correlation potential. A 7×7×1 grid 

is employed to sample the Brillouin zone. The cutoff energy is set to 600 eV and the 

convergence criterion of total energy is set to 10-6 eV. We fully relax both the position 

of all atoms and the lattice parameter until the force on each atom is less than 10-2 eV/Å. 

We employ CL-NEB method [37] to study the FE transition. We use the VASPBERRY 

code [38] to calculate the Berry curvature. 
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