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#### Abstract

Fourier restriction conjecture is an important problem in harmonic analysis. Guo-Oh in [17 studied the restriction estimates for quadratic surfaces of co-dimension 2 in $\mathbb{R}^{5}$. For one special surface $\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{1}^{2}, \xi_{2}^{2}+\xi_{1} \xi_{3}\right)$, they applied a nested induction argument to build essentially sharp restriction estimate. In this paper, we simplify their method, and extend it to a variant of the broad-narrow analysis. As applications, we will prove essentially sharp restriction estimates for some kinds of degenerate higher co-dimensional quadratic surfaces.


## 1. Introduction

Let $d, n \geq 1$, and $\mathbf{Q}(\xi)=\left(Q_{1}(\xi), \ldots, Q_{n}(\xi)\right)$ be an $n$-tuple of real quadratic forms in $d$ variables. The graph of such a tuple, $S_{\mathbf{Q}}=\left\{(\xi, \mathbf{Q}(\xi)) \in[0,1]^{d} \times\right.$ $\left.\mathbb{R}^{n}\right\}$, is a $d$-dimensional submanifold of $\mathbb{R}^{d+n}$. Define the extension operator associated to $S_{\mathbf{Q}}$ by

$$
E^{\mathbf{Q}} f(x):=\int_{[0,1]^{d}} e^{2 \pi i x \cdot(\xi, \mathbf{Q}(\xi))} f(\xi) d \xi, \quad x \in \mathbb{R}^{d+n} .
$$

We mainly focus on the following Fourier restriction problem: Find optimal ranges of $p$ and $q$ such that

$$
\begin{equation*}
\left\|E^{\mathbf{Q}} f\right\|_{L^{q}\left(\mathbb{R}^{d+n}\right)} \leq C_{p, q, \mathbf{Q}, d, n}\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}, \tag{1.1}
\end{equation*}
$$

for every measurable function $f$.
Originating from a deep observation of Stein [31] in 1967, the Fourier restriction conjecture has been widely studied for hypersurfaces ( $n=1$ ), especially the paraboloid. Although the $d=1$ case was solved by Fefferman [14] and Zygmund [38] half a century ago, the $d \geq 2$ case is still far from been fully understood. In the special case when $p=2$, the sharp estimate up to the endpoint for the sphere was first proved by Tomas [35], and the endpoint result was later established by Stein [32] through complex interpolation. The Stein-Tomas framework is very influential and turns out to work for any hypersurface with nonvanishing Gaussian curvature, including the paraboloid. However, things become much trickier for general $p$, and

[^0]people have to search for other methods. After early major progress made by Bourgain [5], several influential methods have been developed, such as the bilinear method [33, 34], the multilinear method/broad-narrow analysis [9], and the polynomial method [21, 22]. In recent years, these methods are combined with more delicate techniques from incidence geometry and real algebraic geometry [24, 25, 36], and the current world records are set up by Wang-Wu 37] for $d=2$ and Guo-Wang-Zhang [20] for $d \geq 3$.

In contrast to the paraboloid, people know much less about restriction estimates for higher co-dimensional quadratic surfaces $(n>1)$. And now we briefly summarize the history.

For a long time, the state-of-the-art methods are hardly beyond the SteinTomas framework and interpolation of analytic families of operators, so the $p=2$ case is the main focus of many papers. When $n=2$, Christ [11] and Mockenhaupt [28] introduced a geometric notion of nondegeneracy (Definition 2.3) which is equivalent to optimal $L^{2} \rightarrow L^{q}$ estimates. However, when $n \geq 3$, things become much more complicated and the results are quite sparse, see [4] for some partial progress.

Another line of attack is based on the Fefferman-Zgymund framework and mapping properties of multilinear fractional integral operators. Such a method breaks through the $L^{2}$ barrier, and can sometimes yield full sharp ranges of $L^{p} \rightarrow L^{q}$ estimates (i.e., even including the critical line). For example, when $d=n=2$, Christ [12] fully solved the restriction problem for non-degenerate quadratic surfaces, and when $n=\frac{d(d+1)}{2}$, Bak-Lee [3] and Oberlin [30] fully solved the restriction problem for extremal quadratic surfaces. However, such a method seems to require certain unnatural relations between $d$ and $n$, which prevents us from obtaining sharp results in general cases, see $[29$ for a discussion on the non-degenerate surface $\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{1}^{2}+\xi_{2}^{2}, \xi_{2}^{2}+\xi_{3}^{2}\right)$ using similar techniques.

In recent years, the developments when $n=1$ mentioned before have greatly facilitated the research when $n>1$. For example, Bak-Lee-Lee [2] applied the bilinear method to obtain some restriction estimates for higher co-dimensional surfaces with nonvanishing rotational curvature, such as the complex paraboloid $\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}, \xi_{1}^{2}-\xi_{2}^{2}+\xi_{3}^{2}-\xi_{4}^{2}, \xi_{1} \xi_{2}+\xi_{3} \xi_{4}\right)$, and Lee-Lee [26] applied the broad-narrow analysis to study holomorphic complex hypersurfaces. However, the assumptions in these two works are too strong due to technical reasons. Noteworthy progress was made by Guo-Oh [17], who systematically investigated restriction estimates for all quadratic surfaces of co-dimension 2 in $\mathbb{R}^{5}$, such as $\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{1}^{2}, \xi_{2}^{2}+\xi_{1} \xi_{3}\right)$. Later on, Guo-Oh-Zhang-Zorin-Kranich [19] established sharp decoupling inequalities for all higher co-dimensional quadratic surfaces by combining a transversality condition originated from [7] with a scale-dependent Brascamp-Lieb inequality due to Maldague [27], and the decoupling constant is characterized by "the minimal number of variables" (Definition 2.2). As an application, they
obtained a unified restriction estimate for quadratic surfaces of any dimensions and co-dimensions through the broad-narrow analysis. However, the full power of the broad-narrow analysis has not been exploited until Gan-Guth-Oh [15] further developed the framework in [19] by adopting a more delicate notion of transversality, which enables them to capture lower dimensional contribution. But in this case, the narrow set may lie in a small neighborhood of an algebraic variety with very bad singularities. To overcome this obstacle, Gan-Guth-Oh devised a covering lemma for varieties by using Tarski's projection theorem from real algebraic geometry.

In this paper, we consider the restriction estimates for some kinds of degenerate higher co-dimensional quadratic surfaces. Our main result is as follows:

Theorem 1.1. Let $d, n \geq 2$ and $\mathbf{Q}=\left(Q_{1}, \ldots, Q_{n}\right)$ be an $n$-tuple of real quadratic forms defined on $\mathbb{R}^{d}$.
(1) $(d=n$, monomial) Suppose that

$$
\mathbf{Q}=\left(\xi_{\lambda_{1}} \xi_{1}, \xi_{\lambda_{2}} \xi_{2}, \ldots, \xi_{\lambda_{n}} \xi_{n}\right)
$$

Here each $\lambda_{j}$ is an integer and $1 \leq \lambda_{j} \leq n$. Denote the number of $j$ in the set $\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ by $w_{j}$. If $\lambda_{j} \leq j$ for each $1 \leq j \leq n$, then the estimate (1.1) holds for

$$
\begin{equation*}
q>\max _{j} w_{j}+3, \quad \frac{1}{p}+\frac{\max _{j} w_{j}+2}{q}<1 \tag{1.2}
\end{equation*}
$$

(2) $(d=n$, polynomial) Suppose that

$$
\mathbf{Q}=\left(\xi_{1}^{2}, \xi_{1} \xi_{2}, \ldots, \xi_{1} \xi_{w_{1}}, \xi_{\lambda} \xi_{w_{1}+1}+P_{w_{1}+1}(\xi), \ldots, \xi_{\lambda} \xi_{n}+P_{n}(\xi)\right)
$$

Denote the total number of variables on which $P_{w_{1}+1}(\xi), \ldots, P_{n}(\xi)$ depend except the variables $\xi_{1}$ and $\xi_{\lambda}$ by $\theta$. Let $w_{\lambda}=n-w_{1}$. We assume that one of the following conditions holds:
(2a) Each $P_{j}$ is a quadratic form that is independent of the variables $\xi_{1}, \xi_{j}, \ldots, \xi_{n} ; 2 \leq \lambda \leq w_{1}+1, w_{1} \geq w_{\lambda}+\theta$.
(2b) Each $P_{j}$ is a quadratic form without mixed terms that is independent of the variables $\xi_{j}, \ldots, \xi_{n} ; 2 \leq \lambda \leq w_{1}+1, w_{1} \geq w_{\lambda}+\theta$.
(2c) $P_{j}$ is a quadratic form without mixed terms that is independent of the variables $\xi_{j}, \ldots, \xi_{n}$ for some $w_{1}+1 \leq j \leq n$ and $P_{j^{\prime}}=0$ for all $j^{\prime} \neq j ; 2 \leq \lambda \leq w_{1}+1, w_{1} \geq w_{\lambda}+\theta / 2$.
Then the estimate (1.1) holds for

$$
\begin{equation*}
q>w_{1}+3, \quad \frac{1}{p}+\frac{w_{1}+2}{q}<1 \tag{1.3}
\end{equation*}
$$

(3) ( $d=n+k$, monomial) Suppose that

$$
\mathbf{Q}=\left(\xi_{\lambda_{1+k}} \xi_{1+k}, \xi_{\lambda_{2+k}} \xi_{2+k}, \ldots, \xi_{\lambda_{n+k}} \xi_{n+k}\right)
$$

with $k \geq 1$ and $1 \leq \lambda_{j} \leq n+k$ for each $j$. Denote the number of $j$ in the set $\left\{\lambda_{1+k}, \lambda_{2+k}, \ldots, \lambda_{n+k}\right\}$ by $w_{j}$. If $\lambda_{j} \leq j$ for each $1+k \leq j \leq n+k$, and $w_{j} \geq 1$ for each $1 \leq j \leq k$, then the estimate (1.1) holds for

$$
\begin{equation*}
q>\max \left\{\max _{j=1, \ldots, k} w_{j}+2, \max _{j=1+k, \ldots, n+k} w_{j}+3\right\}=: q_{1}, \quad \frac{1}{p}+\frac{q_{1}-1}{q}<1 \tag{1.4}
\end{equation*}
$$

(4) $(d=n+k$, monomial) Suppose that

$$
\mathbf{Q}=\left(\xi_{1}^{2}, \ldots, \xi_{\eta}^{2}, \xi_{\lambda_{\eta+1+k}} \xi_{\eta+1+k}, \xi_{\lambda_{\eta+2+k}} \xi_{\eta+2+k}, \ldots, \xi_{\lambda_{n+k}} \xi_{n+k}\right)
$$

with $k \geq 1,1 \leq \eta<n$, and $1 \leq \lambda_{j} \leq n+k$ for each $j$. Denote the number of $j$ in the set $\left\{\lambda_{\eta+1+k}, \lambda_{\eta+2+k}, \ldots, \lambda_{n+k}\right\}$ by $w_{j}$. If $\lambda_{j} \leq j$ for each $\eta+1+k \leq j \leq n+k$, and $w_{j} \geq 1$ for each $\eta+1 \leq j \leq \eta+k$, then the estimate (1.1) holds for

$$
\begin{gather*}
q>\max \left\{\max _{j=1, \ldots, \eta} w_{j}+4, \max _{j=\eta+1, \ldots, \eta+k} w_{j}+2, \max _{j=\eta+1+k, \ldots, n+k} w_{j}+3\right\}=: q_{2}  \tag{1.5}\\
\frac{1}{p}+\frac{q_{2}-1}{q}<1 \tag{1.6}
\end{gather*}
$$

(5) ( $d=n+k$, polynomial) Suppose that

$$
\begin{aligned}
& \mathbf{Q}=\left(\xi_{1}^{2}, \xi_{1} \xi_{2}, \ldots, \xi_{1} \xi_{w_{1}}, \xi_{\lambda} \xi_{w_{1}+1}+P_{w_{1}+1}(\xi), \ldots, \xi_{\lambda} \xi_{n-1}+P_{n-1}(\xi)\right. \\
& \xi_{\lambda} \xi_{n}\left.+P_{n}(\xi)+\xi_{n+1}^{2}+\ldots+\xi_{n+k}^{2}\right)
\end{aligned}
$$

Denote the total number of variables on which $P_{w_{1}+1}(\xi), \ldots, P_{n}(\xi)$ depend except the variables $\xi_{1}$ and $\xi_{\lambda}$ by $\theta$. Let $w_{\lambda}=n-w_{1}>0$. We assume that one of the following conditions holds:
(5a) Each $P_{j}$ is a quadratic form that is independent of the variables $\xi_{1}, \xi_{j}, \ldots, \xi_{n+k} ; 2 \leq \lambda \leq w_{1}+1, w_{1} \geq w_{\lambda}+\theta$.
(5b) Each $P_{j}$ is a quadratic form without mixed terms that is independent of the variables $\xi_{j}, \ldots, \xi_{n+k} ; 2 \leq \lambda \leq w_{1}+1, w_{1} \geq w_{\lambda}+\theta$.
(5c) $P_{j}$ is a quadratic form without mixed terms that is independent of the variables $\xi_{j}, \ldots, \xi_{n+k}$ for some $w_{1}+1 \leq j \leq n$ and $P_{j^{\prime}}=0$ for all $j^{\prime} \neq j ; 2 \leq \lambda \leq w_{1}+1, w_{1} \geq w_{\lambda}+\theta / 2$.
(5d) $P_{j}=0$ for every $w_{1}+1 \leq j \leq n ; 1 \leq \lambda \leq w_{1}+1, w_{1} \geq w_{\lambda}$.
Then the estimate (1.1) holds for

$$
\begin{equation*}
q>w_{1}+3, \quad \frac{1}{p}+\frac{w_{1}+2}{q}<1 \tag{1.7}
\end{equation*}
$$

Moreover, the ranges (1.2) - (1.7) are all sharp up to endpoints.
Remark 1.1. We restrict ourselves to $d \geq n$ so that we can apply the bilinear restriction estimates independent of the transversality parameter (Theorem 3.1). The quadratic surfaces in Theorem 1.1 are all degenerate-except the case (3)—due to $\mathfrak{d}_{d, 1}(\boldsymbol{Q})=1$, see [18, Lemma 2.2].

The idea of our proof of Theorem 1.1 initially comes from Guo-Oh's work [17], which studied the Fourier restriction estimates for quadratic surfaces of co-dimension 2 in $\mathbb{R}^{5}$. In particular, for one special degenerate case, $\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{1}^{2}, \xi_{2}^{2}+\xi_{1} \xi_{3}\right)$, they developed a nested induction technique to reach the sharp restriction estimate. More precisely, they decomposed the frequency domain into rectangular boxes with dimensions $K^{-1} \times K^{-1 / 2} \times 1$ and carried out the broad-narrow analysis. Such scale is adapted to this case, which means that the related surface $S_{\mathbf{Q}}$ remains unchanged if we scale it to $\chi_{[0,1]^{3}}$. After this, the narrow part may be restricted to a rectangular box with dimensions $K^{-1} \times 1 \times 1$ or $1 \times K^{-1 / 2} \times 1$. In order to apply induction on scales to the narrow part, one needs first to reduce it to the adapted scale by using decoupling. Unfortunately, the loss of decoupling keeps the optimal range out of reach. Instead, Guo-Oh chose to consider a more general restriction estimate in which the Fourier support of $f$ lies in a rectangular box with dimensions $L^{-1} \times 1 \times 1$ (see (2.11), and the argument for the other case is similar) for every $K \leq L \leq R^{1 / 2}$. This seemingly harder estimate is actually more manageable due to an inductive structure. On the one hand, they employed several techniques to validate the base case $L=R^{1 / 2}$. On the other hand, they further combined the broad-narrow analysis with backward induction on $L$ to finally prove the sharp estimate. It is worth mentioning that a key ingredient in the above argument is certain bilinear restriction estimates with favourable dependence on transversality parameters.

We find that Guo-Oh's approach can be rewritten through an iteration of the broad-narrow analysis, which allows us to reduce the original term $D_{p}(1,1,1 ; R)$ (see Definition (2.1) to several terms: one bilinear term $B D_{p}\left(\mu_{1}, \mu_{2}, 1 ; R\right)$, two linear terms $D_{p}(L, 1,1 ; R)$ and $D_{p}(1, M, 1 ; R)$, and two additional terms $D_{p}\left(L, L^{1 / 2}, 1 ; R\right)$ and $D_{p}\left(M^{2}, M, 1 ; R\right)$. For the additional terms, their scales are adapted to the surface, for which Guo-Oh was able to apply rescaling and backward induction on the parameters $L$ and $M$. One important observation made by us is that these additional terms can be further reduced to the preceding linear terms through finitely many steps of the broad-narrow iteration. Apart from simplifying Guo-Oh's proof, there are two advantages of this alternative argument: The first is that it relies little on the specific expression of $\mathbf{Q}$ as we do not resort to rescaling and induction on scales, and so can be generalized to study some abstract quadratic surfaces; the second is that it eventually turns the narrow part into two terms $D_{p}\left(R^{1 / 2}, 1,1 ; R\right)$ and $D_{p}\left(1, R^{1 / 2}, 1 ; R\right)$, which can be regarded as "genuine" lower dimensional cases compared with $D_{p}(K, 1,1 ; R)$ and $D_{p}\left(1, K^{1 / 2}, 1 ; R\right)$ in the classical broad-narrow analysis. These "less"-narrow terms can be estimated via more techniques, which offers many conveniences. Furthermore, we will extend Guo-Oh's bilinear restriction estimates with favourable dependence on transversality parameters to more general situations, by which
we further develop our method into a complete version. As applications, we will prove sharp restriction estimates for some kinds of degenerate quadratic surfaces (Theorem 1.1).

Before ending this section, we point out that our method can be used to study more degenerate quadratic surfaces than those listed in Theorem 1.1 , although we choose to only include several typical examples in this theorem. However, our method may not be well-suited for all degenerate quadratic surfaces. We will discuss these issues in detail in Section 5 .

Outline of the paper. In Section 2, we first sketch Guo-Oh's proof on the restriction estimate for the surface $\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{1}^{2}, \xi_{2}^{2}+\xi_{1} \xi_{3}\right)$, and then simplify their proof by iterating the broad-narrow analysis without rescaling and induction on scales. As an application, we give an alternative proof of GuoOh's result for the non-degenerate case in [17]. In Section 3, by establishing a general bilinear restriction estimate independent of the transversality parameter, we further develop our method into a complete version which can be used to deal with more degenerate cases. We will compare it with the classical broad-narrow analysis at the end of this section. In Section 4 we prove Theorem 1.1. In Section 5, we offer additional remarks on our method and Theorem 1.1 through several examples.

Notation. We will use $\# X$ to denote the cardinality of a finite set $X$, and use $|X|$ to denote the Lebesgue measure of a measurable set $X$. We will use $B_{R}^{m}$ to represent a ball with radius $R$ in $\mathbb{R}^{m}$, and we abbreviate $B_{R}^{m}$ to $B_{R}$ if $m$ is clear from the context. We will write $A \lesssim_{\epsilon} B$ to mean that there exists a constant $C$ depending on $\epsilon$ such that $A \leq C B$. Moreover, $A \sim B$ means $A \lesssim B$ and $A \gtrsim B$, and $A \lesssim B$ means $A \lesssim \log R \cdot B$, where $R$ is some parameter. Let $e(b):=e^{2 \pi i b}$ for each $b \in \mathbb{R}$. We will use $\operatorname{supp} f$ to denote the support of a function $f$, and use $\chi_{E}$ to denote the characteristic function of a set $E$.

## 2. Review and simplification of Guo-Oh's proof

For $\mathbf{Q}=\left(\xi_{1}^{2}, \xi_{2}^{2}+\xi_{1} \xi_{3}\right)$, Guo-Oh proved that (1.1) holds for $q>4$ and $p>q /(q-3)$. By interpolation with the trivial $L^{1} \rightarrow L^{\infty}$ bound, it suffices to show

$$
\begin{equation*}
\left\|E^{\mathbf{Q}} f\right\|_{L^{p}\left(\mathbb{R}^{5}\right)} \leq C_{p}\|f\|_{L^{p}\left(\mathbb{R}^{3}\right)} \tag{2.1}
\end{equation*}
$$

for every $p>4$. By testing (2.1) on $\chi_{\left[0, R^{-1}\right] \times\left[0, R^{-1 / 2}\right] \times[0,1]}$, we can easily see that this range is sharp up to endpoint, see [17, Section 3]. Also, the surface $S_{\mathbf{Q}}$ remains unchanged if we scale this example to $\chi_{[0,1]^{3}}$. This inspires Guo-Oh to consider frequency decomposition adapted to such a scale.

Definition 2.1. Let $R, \mu_{1}, \ldots, \mu_{d} \geq 1$. Let $\mathbf{Q}(\xi)=\left(Q_{1}(\xi), \ldots, Q_{n}(\xi)\right)$ be an $n$-tuple of real quadratic forms in $d$ variables.

Define $D_{p}\left(\mu_{1}, \ldots, \mu_{d} ; R\right)$ to be the smallest constant such that

$$
\begin{equation*}
\left\|E^{\mathbf{Q}} f\right\|_{L^{p}\left(B_{R}^{d+n}\right)} \leq D_{p}\left(\mu_{1}, \ldots, \mu_{d} ; R\right)\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)} \tag{2.2}
\end{equation*}
$$

where $f$ satisfies supp $f \subset\left[a_{1}, a_{1}+\mu_{1}^{-1}\right] \times \cdots \times\left[a_{d}, a_{d}+\mu_{d}^{-1}\right] \subset[0,1]^{d}$. When $\mu_{1}=\cdots=\mu_{d}=1$, we abbreviate $D_{p}(R)=D_{p}(1, \ldots, 1 ; R)$.

Define $B D_{p}\left(\mu_{1}, \ldots, \mu_{d} ; R\right)$ to be the smallest constant such that

$$
\begin{equation*}
\left\|\left|E^{\mathbf{Q}} f_{1} E^{\mathbf{Q}} f_{2}\right|^{\frac{1}{2}}\right\|_{L^{p}\left(B_{R}^{d+n}\right)} \leq B D_{p}\left(\mu_{1}, \ldots, \mu_{d} ; R\right)\left\|f_{1}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}^{\frac{1}{2}}\left\|f_{2}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}^{\frac{1}{2}} \tag{2.3}
\end{equation*}
$$

where $f_{1}$ satisfies $\operatorname{supp} f_{1} \subset\left[a_{1}, a_{1}+\mu_{1}^{-1}\right] \times \cdots \times\left[a_{d}, a_{d}+\mu_{d}^{-1}\right] \subset[0,1]^{d}$ and $f_{2}$ satisfies $\operatorname{supp} f_{2} \subset\left[b_{1}, b_{1}+\mu_{1}^{-1}\right] \times \cdots \times\left[b_{d}, b_{d}+\mu_{d}^{-1}\right] \subset[0,1]^{d}$ with $\left|a_{j}-b_{j}\right| \geq 10 \mu_{j}^{-1}$ if $\mu_{j}>1(1 \leq j \leq d)$. If $\mu_{1}=1$, we say $f_{1}$ and $f_{2}$ are both supported on $[0,1]$ with respect to the first coordinate; definitions in other cases $\left(\mu_{j}=1\right.$ for $\left.j=2, \ldots, d\right)$ are similar.

Note that

$$
\begin{equation*}
D_{p}\left(\mu_{1}, \ldots, \mu_{d} ; R\right) \leq D_{p}\left(\mu_{1}^{\prime}, \ldots, \mu_{d}^{\prime} ; R\right) \tag{2.4}
\end{equation*}
$$

whenever $\mu_{j} \geq \mu_{j}^{\prime}$ for any $1 \leq j \leq d$. And our aim is to prove

$$
\begin{equation*}
D_{p}(R) \leq C_{p} \tag{2.5}
\end{equation*}
$$

for every $p>4$.
Guo-Oh showed several estimates, which laid the foundation for induction on scales:

$$
\begin{align*}
D_{p}\left(R^{\frac{1}{2}}, 1,1 ; R\right) \lesssim R^{\frac{2}{p}-\frac{1}{2}}, & p>4  \tag{2.6}\\
D_{p}\left(1, R^{\frac{1}{2}}, 1 ; R\right) \lesssim R^{\frac{1}{p}-\frac{1}{3}}, & p>4  \tag{2.7}\\
B D_{p}\left(\mu_{1}, \mu_{2}, 1 ; R\right) \lesssim 1, \quad p \geq 4, & \forall \mu_{1}, \mu_{2}>1 \tag{2.8}
\end{align*}
$$

Let $K$ be a large dyadic integer satisfying $K \sim \log R$. Divide $[0,1]^{3}$ into rectangular boxes $\tau$ of the form $\left[a_{1}, a_{1}+K^{-1}\right] \times\left[a_{2}, a_{2}+K^{-1 / 2}\right] \times[0,1]$, and write $f=\sum_{\tau} f_{\tau}$, where $f_{\tau}=f \chi_{\tau}$. For each $x \in B_{R}$, we define its significant set as

$$
\mathcal{S}(x):=\left\{\tau:\left|E^{\mathbf{Q}} f_{\tau}(x)\right| \geq \frac{1}{100 \#\{\tau\}}\left|E^{\mathbf{Q}} f(x)\right|\right\}
$$

We say $x$ is broad if there exist $\tau_{1}, \tau_{2} \in \mathcal{S}(x)$ such that for any $\xi=$ $\left(\xi_{1}, \xi_{2}, \xi_{3}\right) \in \tau_{1}, \eta=\left(\eta_{1}, \eta_{2}, \eta_{3}\right) \in \tau_{2}$,

$$
\begin{equation*}
\left|\xi_{1}-\eta_{1}\right| \geq 10 K^{-1}, \quad\left|\xi_{2}-\eta_{2}\right| \geq 10 K^{-\frac{1}{2}} \tag{2.9}
\end{equation*}
$$

Otherwise, we say $x$ is narrow. Via the classical broad-narrow argument, we get

$$
\left|E^{\mathbf{Q}} f(x)\right| \lesssim K^{\frac{3}{2}} \sup _{\tau_{1}, \tau_{2} \text { satisfy }[2.9)}\left|E^{\mathbf{Q}} f_{\tau_{1}}(x) E^{\mathbf{Q}} f_{\tau_{2}}(x)\right|^{\frac{1}{2}}+\left|\sum_{\tau \in \mathcal{S}(x)} E^{\mathbf{Q}} f_{\tau}(x)\right|
$$

where each $\tau \in \mathcal{S}(x)$ lies in one rectangular box with dimensions $\sim K^{-1} \times$ $1 \times 1$ or $1 \times K^{-1 / 2} \times 1$. We integrate over $B_{R}$ on both sides to obtain

$$
\begin{gathered}
\left\|E^{\mathbf{Q}} f(x)\right\|_{L^{p}\left(B_{R}\right)} \lesssim K^{\frac{3}{2}} \sum_{\tau_{1}, \tau_{2} \text { satisfy }}\| \| E^{\left.\mathbf{Q} f_{\tau_{1}}(x) E^{\mathbf{Q}} f_{\tau_{2}}(x)\right|^{\frac{1}{2}} \|_{L^{p}\left(B_{R}\right)}} \\
+\left\|\sum_{\tau \in \mathcal{S}(x)} E^{\mathbf{Q}} f_{\tau}(x)\right\|_{L^{p}\left(B_{R}\right)} .
\end{gathered}
$$

By Definition 2.1, this in fact implies that

$$
\begin{equation*}
D_{p}(R) \lesssim K^{\frac{9}{2}} B D_{p}\left(K, K^{\frac{1}{2}}, 1 ; R\right)+D_{p}(K, 1,1 ; R)+D_{p}\left(1, K^{\frac{1}{2}}, 1 ; R\right) . \tag{2.10}
\end{equation*}
$$

For the broad part, i.e., the first bilinear term in (2.10), (2.8) gives one good bound for $p \geq 4$. So it suffices to consider the narrow part, i.e., the last two linear terms in (2.10). We take $D_{p}(K, 1,1 ; R)$ as an example. Suppose we plan to use rescaling and induction. To ensure that the surface remains unchanged after rescaling, we have to use decoupling to reduce $D_{p}(K, 1,1 ; R)$ to $D_{p}\left(K, K^{1 / 2}, 1 ; R\right)$ in the first place. Unfortunately, the loss of decoupling makes our argument fail when $p$ is close to 4 .

However, Guo-Oh considered the following new proposition instead:

$$
\begin{equation*}
D_{p}(L, 1,1 ; R) \leq C_{p} L^{-\epsilon}, \tag{2.11}
\end{equation*}
$$

for every $K \leq L \leq R^{1 / 2}$. Note that (2.6) is just the base case when $L=R^{1 / 2}$. Guo-Oh applied a further backward induction on $L$ to deal with (2.11). More precisely, they used the broad-narrow argument again to get
$D_{p}(L, 1,1 ; R) \lesssim K^{\frac{9}{2}} B D_{p}\left(K L, K^{\frac{1}{2}}, 1 ; R\right)+D_{p}(K L, 1,1 ; R)+D_{p}\left(L, K^{\frac{1}{2}}, 1 ; R\right)$.
For the bilinear term in (2.12), they can still apply (2.8). For the term $D_{p}(K L, 1,1 ; R)$ in (2.12), they can use induction on $L$. For the term $D_{p}\left(L, K^{\frac{1}{2}}, 1 ; R\right)$ in (2.12), they made use of the anisotropic rescaling

$$
\begin{equation*}
\xi_{1} \rightarrow \frac{\xi_{1}}{K}, \quad \xi_{2} \rightarrow \frac{\xi_{2}}{K^{1 / 2}}, \quad \xi_{3} \rightarrow \xi_{3}, \tag{2.13}
\end{equation*}
$$

and then got

$$
D_{p}\left(L, K^{\frac{1}{2}}, 1 ; R\right) \lesssim K^{\frac{6}{p}-\frac{3}{2}} D_{p}\left(\frac{L}{K}, 1,1 ; R\right)
$$

Now if $L / K \geq K$, then they can use the induction hypothesis of (2.11). If $L / K \leq K$, then by using (2.4) and cutting $B_{R}$ into smaller balls $B_{R / 2}$, they had

$$
D_{p}\left(\frac{L}{K}, 1,1 ; R\right) \leq D_{p}(1,1,1 ; R) \lesssim D_{p}\left(1,1,1 ; \frac{R}{2}\right) .
$$

Finally, through an induction on $R$ of (2.5), they proved (2.11) for $p>4$, which of course implied (2.5) for $p>4$.

Before simplifying their proof, we first rewrite it in another manner, while lacking of rigour. We start from (2.10). For the narrow part, we use the broad-narrow analysis again to get
$D_{p}(K, 1,1 ; R) \lesssim K^{\frac{9}{2}} B D_{p}\left(K^{2}, K^{\frac{1}{2}}, 1 ; R\right)+D_{p}\left(K^{2}, 1,1 ; R\right)+D_{p}\left(K, K^{\frac{1}{2}}, 1 ; R\right)$, and

$$
D_{p}\left(1, K^{\frac{1}{2}}, 1 ; R\right) \lesssim K^{\frac{9}{2}} B D_{p}(K, K, 1 ; R)+D_{p}\left(K, K^{\frac{1}{2}}, 1 ; R\right)+D_{p}(1, K, 1 ; R) .
$$

Thus (2.10) becomes

$$
\begin{align*}
D_{p}(R) \lesssim & K^{\frac{9}{2}} \sup _{\mu_{1}, \mu_{2}>1} B D_{p}\left(\mu_{1}, \mu_{2}, 1 ; R\right)+D_{p}\left(K^{2}, 1,1 ; R\right) \\
& +D_{p}(1, K, 1 ; R)+D_{p}\left(K, K^{\frac{1}{2}}, 1 ; R\right) . \tag{2.14}
\end{align*}
$$

For the first bilinear term in (2.14), (2.8) offers a good bound. For the second and third terms in (2.14), in view of (2.6) and (2.7), we can use induction on the first and second parameters respectively. For the last term in (2.14), we can use rescaling as in (2.13) and induction on $R$.

Our idea is to reduce the original term $D_{p}(R)$ to only three terms (2.6)(2.8). Note that only the last term $D_{p}\left(K, K^{\frac{1}{2}}, 1 ; R\right)$ in (2.14) relies on rescaling. But if we apply the broad-narrow analysis to it rather than rescaling, then we will obtain

$$
\begin{align*}
D_{p}\left(K, K^{\frac{1}{2}}, 1 ; R\right) & \lesssim K^{\frac{9}{2}} B D_{p}\left(K^{2}, K, 1 ; R\right)+D_{p}\left(K^{2}, K^{\frac{1}{2}}, 1 ; R\right)+D_{p}(K, K, 1 ; R) \\
& \leq K^{\frac{9}{2}} B D_{p}\left(K^{2}, K, 1 ; R\right)+D_{p}\left(K^{2}, 1,1 ; R\right)+D_{p}(1, K, 1 ; R), \tag{2.15}
\end{align*}
$$

where we used (2.4) in the second line. Note that the last two terms in (2.15) have occurred in (2.14). In other words, the term $D_{p}\left(K, K^{\frac{1}{2}}, 1 ; R\right)$ which seems to require both rescaling and induction can actually be reduced to terms that only need induction. If we continue iterating such steps, only three terms (2.6)-(2.8) will remain. This alternative argument does not rely heavily on the specific expression of $\mathbf{Q}$, since we do not make use of any rescaling. So we can just use uniform decomposition instead in the first place, which can be easily adapted to general cases.

Firstly, by the $\epsilon$-removal argument in [17, Section 4], we can reduce our aim (2.5) to: For every $\epsilon>0$, we have

$$
D_{p}(R) \leq C_{p} R^{\epsilon}, \quad p \geq 4
$$

holds for every $R \geq 1$. Divide $[0,1]^{3}$ into cubes $\tau$ of $K^{-1}$-scale, and write $f=\sum_{\tau} f_{\tau}$, where $f_{\tau}=f \chi_{\tau}$. By a standard broad-narrow analysis as before, we have

$$
\begin{equation*}
D_{p}(R) \lesssim K^{9} B D_{p}(K, K, 1 ; R)+D_{p}(K, 1,1 ; R)+D_{p}(1, K, 1 ; R) . \tag{2.16}
\end{equation*}
$$

Now if we apply the broad-narrow analysis again to the last two terms in (2.16), then

$$
\begin{aligned}
& D_{p}(K, 1,1 ; R) \lesssim K^{9} B D_{p}\left(K^{2}, K, 1 ; R\right)+D_{p}\left(K^{2}, 1,1 ; R\right)+D_{p}(K, K, 1 ; R) \\
& D_{p}(1, K, 1 ; R) \lesssim K^{9} B D_{p}\left(K, K^{2}, 1 ; R\right)+D_{p}\left(1, K^{2}, 1 ; R\right)+D_{p}(K, K, 1 ; R)
\end{aligned}
$$

Note that there is a common term $D_{p}(K, K, 1 ; R)$ above, and we further apply the broad-narrow analysis to it as follows:

$$
\begin{aligned}
D_{p}(K, K, 1 ; R) & \lesssim K^{9} B D_{p}\left(K^{2}, K^{2}, 1 ; R\right)+D_{p}\left(K^{2}, K, 1 ; R\right)+D_{p}\left(K, K^{2}, 1 ; R\right) \\
& \leq K^{9} B D_{p}\left(K^{2}, K^{2}, 1 ; R\right)+D_{p}\left(K^{2}, 1,1 ; R\right)+D_{p}\left(1, K^{2}, 1 ; R\right)
\end{aligned}
$$

where we used (2.4) in the second line. Putting all these estimates together, we can conclude that

$$
D_{p}(R) \lesssim K^{9} \sup _{\mu_{1}, \mu_{2}>1} B D_{p}\left(\mu_{1}, \mu_{2}, 1 ; R\right)+D_{p}\left(K^{2}, 1,1 ; R\right)+D_{p}\left(1, K^{2}, 1 ; R\right)
$$

Now we can iterate this process to obtain

$$
\begin{equation*}
D_{p}(R) \lesssim K^{9} \sup _{\mu_{1}, \mu_{2}>1} B D_{p}\left(\mu_{1}, \mu_{2}, 1 ; R\right)+D_{p}\left(R^{\frac{1}{2}}, 1,1 ; R\right)+D_{p}\left(1, R^{\frac{1}{2}}, 1 ; R\right) \tag{2.17}
\end{equation*}
$$

Note that all the three terms in (2.17) can be covered by the estimates (2.6)-(2.8), so we have completed our proof.

As an application of the idea, in the remainder of this section, we reprove: For every $\epsilon>0$, we have

$$
\begin{equation*}
\left\|E^{\mathbf{Q}} f\right\|_{L^{p}\left(B_{R}^{5}\right)} \lesssim R^{\epsilon}\|f\|_{L^{p}\left(\mathbb{R}^{3}\right)}, \quad p \geq 4 \tag{2.18}
\end{equation*}
$$

for every $R \geq 1$, where $Q$ satisfies the (CM) condition (defined below). This result has been obtained through the multilinear method and the $k$-linear method in [17, 19, 15].

Definition $2.2([19])$. Given a tuple $\mathbf{Q}(\xi)=\left(Q_{1}(\xi), \ldots, Q_{n}(\xi)\right)$ of real quadratic forms with $\xi \in \mathbb{R}^{d}$, we define

$$
\mathrm{NV}(\mathbf{Q}):=\#\left\{1 \leq d^{\prime} \leq d: \partial_{\xi_{d^{\prime}}} Q_{n^{\prime}} \not \equiv 0 \text { for some } 1 \leq n^{\prime} \leq n\right\}
$$

For $0 \leq d^{\prime} \leq d$ and $0 \leq n^{\prime} \leq n$, we define

$$
\begin{equation*}
\mathfrak{d}_{d^{\prime}, n^{\prime}}(\mathbf{Q}):=\inf _{\substack{M \in \mathbb{R}^{d \times d} \\ \operatorname{rank}(M)=d^{\prime}}} \inf _{\substack{M^{\prime} \in \mathbb{R}^{n \times n^{\prime}} \\ \operatorname{rank}\left(M^{\prime}\right)=n^{\prime}}} \mathrm{NV}\left((\mathbf{Q} \circ M) \cdot M^{\prime}\right) \tag{2.19}
\end{equation*}
$$

where $\mathbf{Q} \circ M$ is the composition of $\mathbf{Q}$ and $M$. We say that $\mathbf{Q}$ and $\mathbf{Q}^{\prime}$ are equivalent and write $\mathbf{Q} \equiv \mathbf{Q}^{\prime}$ if there exist two invertible real matrices $M_{1} \in \mathbb{R}^{d \times d}$ and $M_{2} \in \mathbb{R}^{n \times n}$ such that

$$
\mathbf{Q}^{\prime}(\xi)=\mathbf{Q}\left(M_{1} \cdot \xi\right) \cdot M_{2}, \quad \forall \xi \in \mathbb{R}^{d}
$$

Definition 2.3 ([11, 12, 28]). Given a tuple $\mathbf{Q}(\xi)=\left(Q_{1}(\xi), \ldots, Q_{n}(\xi)\right)$ of quadratic forms with $\xi \in \mathbb{R}^{d}$, we say that $\mathbf{Q}$ satisfies the $(\mathrm{CM})$ condition if

$$
\begin{equation*}
\int_{\mathbb{S}^{n-1}}\left|\operatorname{det}\left(y_{1} Q_{1}+\ldots+y_{n} Q_{n}\right)\right|^{-\gamma} d \sigma(y)<\infty, \quad \forall 0<\gamma<\frac{n}{d} \tag{2.20}
\end{equation*}
$$

where each $Q_{j}, j=1, \ldots, n$, denotes the matrix associated with the quadratic form $Q_{j}(\xi)$, and $d \sigma$ is the surface measure on $\mathbb{S}^{n-1}$.

How to establish a relationship between these two conditions is an interesting question. When $d=3$ and $n=2$, Guo-Oh essentially proved that if $\mathbf{Q}$ satisfies $\mathfrak{d}_{3,2}(\mathbf{Q})=3$, then
$\mathbf{Q}$ satisfies the $(\mathbf{C M})$ condition $\Longleftrightarrow \mathfrak{d}_{3,1}(\mathbf{Q})=2, \mathfrak{d}_{2,2}(\mathbf{Q})=2$.
Readers can also see [10, Theorem 1.1] for reference. Now we start to show (2.18) by our method illustrated before. Let $\mathbf{Q}=\left(Q_{1}, Q_{2}\right)$ be a quadratic form satisfying the $(\mathbf{C M})$ condition and $\mathfrak{d}_{3,2}(\mathbf{Q})=3$. Then (2.21) implies that $\mathfrak{d}_{3,1}(\mathbf{Q})=2$. We pick $M \in \mathbb{R}^{3 \times 3}$ and $M^{\prime} \in \mathbb{R}^{2 \times 1}$ such that the equality in (2.19) is achieved with $d^{\prime}=3, n^{\prime}=1$. By linear transformations, we can assume that $M=I_{3 \times 3}$ and $M^{\prime}=(1,0)^{T}$. Then $\mathfrak{d}_{3,1}(\mathbf{Q})=2$ implies that $Q_{1}$ depends on 2 variables. We use linear transformations again to diagonalize $Q_{1}$, then

$$
\left(Q_{1}(\xi), Q_{2}(\xi)\right) \equiv\left(\xi_{1}^{2} \pm \xi_{2}^{2}, b_{11} \xi_{1}^{2}+b_{22} \xi_{2}^{2}+b_{33} \xi_{3}^{2}+2 b_{12} \xi_{1} \xi_{2}+2 b_{13} \xi_{1} \xi_{3}+2 b_{23} \xi_{2} \xi_{3}\right)
$$

It suffices to consider the case $Q_{1}(\xi)=\xi_{1}^{2}+\xi_{2}^{2}$, since the argument of the other case is similar. Moreover, $\mathfrak{d}_{3,2}(\mathbf{Q})=3$ implies that $b_{13}, b_{23}$ and $b_{33}$ are not simultaneously zero. For the same reason, we assume $b_{33} \neq 0$. By a change of variables in $\xi_{3}$, we obtain

$$
\begin{equation*}
\left(Q_{1}(\xi), Q_{2}(\xi)\right) \equiv\left(\xi_{1}^{2}+\xi_{2}^{2}, b_{11} \xi_{1}^{2}+b_{22} \xi_{2}^{2}+2 b_{12} \xi_{1} \xi_{2}+\xi_{3}^{2}\right) \tag{2.22}
\end{equation*}
$$

We now prove a bilinear restriction estimate with favourable dependence on transversality parameters. Although the proof is similar to Guo-Oh's, for completeness and later convenience, we still sketch the argument.

Lemma 2.4. Let $\mathbf{Q}$ be defined by (2.22). Suppose that $f_{i}, i=1,2$, are functions satisfying $\operatorname{supp} f_{i} \subset[0,1] \times\left[b_{i}, b_{i}+\mu_{2}^{-1}\right] \times\left[c_{i}, c_{i}+\mu_{3}^{-1}\right] \subset[0,1]^{3}$ with

$$
\left|b_{1}-b_{2}\right| \geq 10 \mu_{2}^{-1},\left|c_{1}-c_{2}\right| \geq 10 \mu_{3}^{-1}
$$

Then for every $p \geq 4$, we have

$$
\begin{equation*}
\left\|\left|E^{\mathbf{Q}} f_{1} E^{\mathbf{Q}} f_{2}\right|^{\frac{1}{2}}\right\|_{L^{p}\left(\mathbb{R}^{5}\right)} \lesssim_{p}\left(\mu_{2} \mu_{3}\right)^{\frac{4}{p}-1}\left\|f_{1}\right\|_{L^{p}}^{\frac{1}{2}}\left\|f_{2}\right\|_{L^{p}}^{\frac{1}{2}} \tag{2.23}
\end{equation*}
$$

Proof. Note that for $p=\infty$, by Hölder's inequality, we have the trivial estimate

$$
\left\|\left|E^{\mathbf{Q}} f_{1} E^{\mathbf{Q}} f_{2}\right|^{\frac{1}{2}}\right\|_{L^{\infty}\left(\mathbb{R}^{5}\right)} \leq\left\|f_{1}\right\|_{L^{1}}^{\frac{1}{2}}\left\|f_{2}\right\|_{L^{1}}^{\frac{1}{2}} \leq \mu_{2}^{-1} \mu_{3}^{-1}\left\|f_{1}\right\|_{L^{\infty}}^{\frac{1}{2}}\left\|f_{2}\right\|_{L^{\infty}}^{\frac{1}{2}}
$$

Thus, by interpolation, we only need to show the case $p=4$. Since

$$
\begin{equation*}
\left\|\left|E^{\mathbf{Q}} f_{1} E^{\mathbf{Q}} f_{2}\right|^{\frac{1}{2}}\right\|_{L^{4}\left(\mathbb{R}^{5}\right)}^{4}=\int\left|E^{\mathbf{Q}} f_{1}(x) E^{\mathbf{Q}} f_{2}(x)\right|^{2} d x \tag{2.24}
\end{equation*}
$$

we can write

$$
\begin{align*}
& E^{\mathbf{Q}} f_{1}(x) E^{\mathbf{Q}} f_{2}(x)=\iint f_{1}(\xi) f_{2}\left(\xi^{\prime}\right) \\
& e\left[x^{\prime}\left(\xi+\xi^{\prime}\right)+x_{4}\left(Q_{1}(\xi)+Q_{1}\left(\xi^{\prime}\right)\right)+x_{5}\left(Q_{2}(\xi)+Q_{2}\left(\xi^{\prime}\right)\right)\right] d \xi d \xi^{\prime} \tag{2.25}
\end{align*}
$$

with $x^{\prime}=\left(x_{1}, x_{2}, x_{3}\right), \xi=\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$ and $\xi^{\prime}=\left(\xi_{1}^{\prime}, \xi_{2}^{\prime}, \xi_{3}^{\prime}\right)$. Apply the change of variables

$$
\left\{\begin{array}{l}
\eta=\xi+\xi^{\prime}  \tag{2.26}\\
\eta_{4}=Q_{1}(\xi)+Q_{1}\left(\xi^{\prime}\right) \\
\eta_{5}=Q_{2}(\xi)+Q_{2}\left(\xi^{\prime}\right) \\
\eta_{6}=\xi_{1}
\end{array}\right.
$$

where $\eta=\left(\eta_{1}, \eta_{2}, \eta_{3}\right)$. Direct computation shows that the Jacobian $J$ of the change of variables (2.26) is $4\left|\xi_{2}-\xi_{2}^{\prime}\right|\left|\xi_{3}-\xi_{3}^{\prime}\right|$. Then (2.24) becomes:

$$
\begin{aligned}
\left\|\left|E^{\mathbf{Q}} f_{1} E^{\mathbf{Q}} f_{2}\right|^{\frac{1}{2}}\right\|_{L^{4}\left(\mathbb{R}^{5}\right)}^{4} & =\int\left|\iint g_{1}(\eta) g_{2}(\eta) e\left(x \cdot \eta^{\prime}\right) J^{-1} d \eta^{\prime} d \eta_{6}\right|^{2} d x \\
& \leq \iint\left|g_{1}\right|^{2}\left|g_{2}\right|^{2} J^{-2} \\
& \leq \iint\left|f_{1}\right|^{2}\left|f_{2}\right|^{2} J^{-1} \\
& \lesssim \mu_{2} \mu_{3}\left\|f_{1}\right\|_{L^{2}}^{2}\left\|f_{2}\right\|_{L^{2}}^{2} \\
& \leq\left\|f_{1}\right\|_{L^{4}}^{2}\left\|f_{2}\right\|_{L^{4}}^{2},
\end{aligned}
$$

where $g_{1}$ and $g_{2}$ are appropriate functions, and $\eta^{\prime}=\left(\eta, \eta_{4}, \eta_{5}\right)$. Here in the second line we first use Hölder's inequality in the variable $\eta_{6}$ and then apply the Plancherel theorem in the variables $\eta^{\prime}$, in the third line we change variables back, and in the last line we use Hölder's inequality to exploit the support condition of $f_{1}$ and $f_{2}$. This finishes our proof.

Inspired by Lemma 2.4, we consider the following type of broad-narrow analysis. Let $D_{p}(R)$ be the smallest constant such that (2.18) holds, and let $K$ be a large dyadic integer satisfying $K \sim \log R$. Divide $[0,1]^{3}$ into cubes $\tau$ of $K^{-1}$-scale, and write $f=\sum_{\tau} f_{\tau}$, where $f_{\tau}=f \chi_{\tau}$. For each $x \in B_{R}$, we define its significant set as

$$
\mathcal{S}(x):=\left\{\tau:\left|E^{\mathbf{Q}} f_{\tau}(x)\right| \geq \frac{1}{100 \#\{\tau\}}\left|E^{\mathbf{Q}} f(x)\right|\right\}
$$

We say $x$ is broad if there exist $\tau_{1}, \tau_{2} \in \mathcal{S}(x)$ such that for any $\xi=$ $\left(\xi_{1}, \xi_{2}, \xi_{3}\right) \in \tau_{1}, \eta=\left(\eta_{1}, \eta_{2}, \eta_{3}\right) \in \tau_{2}$

$$
\begin{equation*}
\left|\xi_{2}-\eta_{2}\right| \geq 10 K^{-1}, \quad\left|\xi_{3}-\eta_{3}\right| \geq 10 K^{-1} \tag{2.27}
\end{equation*}
$$

Otherwise, we say $x$ is narrow. Via the classical broad-narrow argument, we get

$$
\begin{aligned}
\left\|E^{\mathbf{Q}} f(x)\right\|_{L^{p}\left(B_{R}\right)} & \lesssim K^{3} \sum_{\tau_{1}, \tau_{2} \text { satisfy }}\left\|\left.| | E^{\mathbf{Q}} f_{\tau_{1}}(x) E^{\mathbf{Q}} f_{\tau_{2}}(x)\right|^{\frac{1}{2}}\right\|_{L^{p}\left(B_{R}\right)} \\
& +\left\|\sum_{\tau \in \mathcal{S}(x)} E^{\mathbf{Q}} f_{\tau}(x)\right\|_{L^{p}\left(B_{R}\right)}
\end{aligned}
$$

where each $\tau \in \mathcal{S}(x)$ lies in one rectangular box with dimensions $\sim 1 \times$ $K^{-1} \times 1$ or $1 \times 1 \times K^{-1}$. This implies that

$$
\begin{equation*}
D_{p}(R) \lesssim K^{9} B D_{p}(1, K, K ; R)+D_{p}(1, K, 1 ; R)+D_{p}(1,1, K ; R) . \tag{2.28}
\end{equation*}
$$

Iterating this formula as in (2.17), we obtain

$$
\begin{equation*}
D_{p}(R) \lesssim K^{9} \sup _{\mu_{2}, \mu_{3}>1} B D_{p}\left(1, \mu_{2}, \mu_{3} ; R\right)+D_{p}\left(1, R^{\frac{1}{2}}, 1 ; R\right)+D_{p}\left(1,1, R^{\frac{1}{2}} ; R\right) . \tag{2.29}
\end{equation*}
$$

Note Lemma 2.4 gives a good bound on the bilinear term in (2.29). So it suffices to consider the last two terms in (2.29). Take $D_{p}\left(1, R^{\frac{1}{2}}, 1 ; R\right)$ as an example. Since $\mathbf{Q}$ satisfies the (CM) condition, we have the following sharp Stein-Tomas type inequality (see [12, 28]):

$$
\left\|E^{\mathbf{Q}} f\right\|_{L^{\frac{14}{3}}\left(B_{R}\right)} \lesssim\|f\|_{L^{2}}
$$

On the other hand, we have the trivial $L^{2}$ estimate:

$$
\left\|E^{\mathbf{Q}} f\right\|_{L^{2}\left(B_{R}\right)} \lesssim R\|f\|_{L^{2}}
$$

By interpolation, we get

$$
\left\|E^{\mathbf{Q}} f\right\|_{L^{p}\left(B_{R}\right)} \lesssim R^{\frac{7}{2 p}-\frac{3}{4}}\|f\|_{L^{2}}
$$

for $2 \leq p \leq 14 / 3$. Thus for any function $f$ with $\operatorname{supp} f \subset[0,1] \times[b, b+$ $\left.R^{-1 / 2}\right] \times[0,1] \subset[0,1]^{3}$, we can apply Hölder's inequality to obtain

$$
\left\|E^{\mathbf{Q}} f\right\|_{L^{p}\left(B_{R}\right)} \lesssim R^{\frac{7}{2 p}-\frac{3}{4}} R^{-\frac{1}{2}\left(\frac{1}{2}-\frac{1}{p}\right)}\|f\|_{L^{p}}=R^{\frac{4}{p}-1}\|f\|_{L^{p}}
$$

This just tells us that

$$
D_{p}\left(1, R^{\frac{1}{2}}, 1 ; R\right) \lesssim R^{\frac{4}{p}-1} \lesssim 1,
$$

for $4 \leq p \leq 14 / 3$. Therefore, we complete the proof of (2.18).

## 3. A VARIANT OF THE BROAD-NARROW ANALYSIS

In this section, we aim to extend Guo-Oh's method. But before that, we shall first revisit the case $\mathbf{Q}=\left(\xi_{1}^{2}, \xi_{2}^{2}+\xi_{1} \xi_{3}\right)$. In the previous section, we have discussed the broad-narrow analysis based on the transversality condition $(\sqrt[2.9)]{ }$ in view of the example $\chi_{\left[0, R^{-1}\right] \times\left[0, R^{-1 / 2}\right] \times[0,1]}$, which yields the necessary condition $p>4$. However, by some simple computations, we find that $\chi_{\left[0, R^{-1}\right] \times[0,1] \times[0,1]}$ can also give optimal necessary condition of the restriction estimate. A notable feature of $\chi_{\left[0, R^{-1}\right] \times[0,1] \times[0,1]}$ is that if we scale it to $\chi_{[0,1]^{3}}$, then the surface $S_{\mathbf{Q}}$ will change. This fact seems to indicate that Guo-Oh's frequency decomposition can not be well-suited. Nevertheless, recall that our simplified proof does not rely on rescaling, so it makes sense to ask: Can we further simplify Guo-Oh's proof by using the transversality condition induced by $\chi_{\left[0, R^{-1}\right] \times[0,1] \times[0,1]}$ ? To be more precise, if we use the broad-narrow analysis with a transversality condition in which only the first coordinate is separated, then we will get

$$
\begin{equation*}
D_{p}(R) \lesssim K^{9} B D_{p}(K, 1,1 ; R)+D_{p}(K, 1,1 ; R) \tag{3.1}
\end{equation*}
$$

Iterating this process as we did in (2.17) yields

$$
\begin{equation*}
D_{p}(R) \lesssim K^{9} \sup _{\mu_{1}>1} B D_{p}\left(\mu_{1}, 1,1 ; R\right)+D_{p}\left(R^{\frac{1}{2}}, 1,1 ; R\right) \tag{3.2}
\end{equation*}
$$

This argument seems simpler than that in the previous section. Unfortunately, it can not give optimal range $p>4$. This is because the bound of the bilinear term in (3.2) depends on the transversality parameter if $p$ is close to 4 . In fact, we can prove

$$
B D_{p}\left(\mu_{1}, 1,1 ; R\right) \lesssim \mu_{1} 1, \quad p \geq 4
$$

and

$$
\sup _{\mu_{1}>1} B D_{p}\left(\mu_{1}, 1,1 ; R\right) \lesssim 1, \quad p \geq 5
$$

On the other hand, we record (2.8) here for comparison:

$$
\sup _{\mu_{1}, \mu_{2}>1} B D_{p}\left(\mu_{1}, \mu_{2}, 1 ; R\right) \lesssim 1, \quad p \geq 4
$$

Though both bilinear restriction estimates hold for $p \geq 4$ by the $L^{4}$ biorthogonality method, the latter which is independent of the transversality parameter may fail when $p$ is close to 4 . The main reason for such a distinction is that the forms of the Jacobian $J$ of the change of variables are different when we estimate the bilinear terms. In other words, the Jacobian $J$ characterizes bilinear restriction estimates. We will soon write out this characterization explicitly as a theorem.

Given a tuple $\mathbf{Q}(\xi)=\left(Q_{1}(\xi), \ldots, Q_{n}(\xi)\right)$ of real quadratic forms with $\xi \in \mathbb{R}^{d}$ and $d \geq n$, we define

$$
J\left(\xi ; i_{1}, \ldots, i_{d-n}\right):=\left|\begin{array}{c}
\nabla \mathbf{Q}  \tag{3.3}\\
e_{i_{1}} \\
\vdots \\
e_{i_{d-n}}
\end{array}\right|,
$$

where $\nabla \mathbf{Q}=\left(\partial_{k} Q_{j}\right)_{n \times d}$ is a matrix of size $n \times d$, and $e_{j}$ denotes the $j$-th unit coordinate vectors in $\mathbb{R}^{d}$.

Theorem 3.1. Let $\mathbf{Q}$ be an n-tuple of real quadratic forms defined on $\mathbb{R}^{d}$ with $d \geq n$. Suppose that there exist several parameters $i_{1}, \ldots, i_{d-n}$ such that

$$
\begin{equation*}
\left|J\left(\xi ; i_{1}, \ldots, i_{d-n}\right)\right| \sim\left|\xi_{1}\right|^{w_{1}}\left|\xi_{2}\right|^{w_{2}} \ldots\left|\xi_{t}\right|^{w_{t}} \tag{3.4}
\end{equation*}
$$

where $t \leq d, w_{j} \in \mathbb{N} \backslash\{0\}$ for $1 \leq j \leq t$, and $\sum_{j=1}^{t} w_{j}=n$. Then we have

$$
\begin{equation*}
\sup _{\mu_{1}, \ldots, \mu_{t}>1} B D_{p}\left(\mu_{1}, \ldots, \mu_{t}, 1, \ldots, 1 ; R\right) \lesssim 1 \tag{3.5}
\end{equation*}
$$

holds for $p \geq \max _{j} w_{j}+3$.
Proof. By Definition 2.1, we need to consider the bilinear restriction estimate

$$
\left\|\left|E^{\mathbf{Q}} f_{1} E^{\mathbf{Q}} f_{2}\right|^{\frac{1}{2}}\right\|_{L^{p}\left(\mathbb{R}^{d+n}\right)} \lesssim\left\|f_{1}\right\|_{L^{p}}^{\frac{1}{2}}\left\|f_{2}\right\|_{L^{p}}^{\frac{1}{2}}
$$

where $f_{1}$ and $f_{2}$ are supported on two separated rectangular boxes with dimensions $\mu_{1}^{-1} \times \cdots \times \mu_{t}^{-1} \times 1 \times \cdots \times 1$. When $p=\infty$, by Hölder's inequality, we trivially have

$$
\left\|\left|E^{\mathbf{Q}} f_{1} E^{\mathbf{Q}} f_{2}\right|^{\frac{1}{2}}\right\|_{L^{\infty}\left(\mathbb{R}^{d+n}\right)} \leq\left\|f_{1}\right\|_{L^{1}}^{\frac{1}{2}}\left\|f_{2}\right\|_{L^{1}}^{\frac{1}{2}} \leq \mu_{1}^{-\frac{1}{2}} \ldots \mu_{t}^{-\frac{1}{2}}\left\|f_{1}\right\|_{L^{2}}^{\frac{1}{2}}\left\|f_{2}\right\|_{L^{2}}^{\frac{1}{2}}
$$

When $p=4$, we write
$E^{\mathbf{Q}} f_{1}(x) E^{\mathbf{Q}} f_{2}(x)=\iint f_{1}(\xi) f_{2}\left(\xi^{\prime}\right) e\left[x^{\prime}\left(\xi+\xi^{\prime}\right)+x^{\prime \prime}\left(\mathbf{Q}(\xi)+\mathbf{Q}\left(\xi^{\prime}\right)\right)\right] d \xi d \xi^{\prime}$,
with $x^{\prime}=\left(x_{1}, \ldots, x_{d}\right), x^{\prime \prime}=\left(x_{d+1}, \ldots, x_{d+n}\right), \xi=\left(\xi_{1}, . ., \xi_{d}\right)$ and $\xi^{\prime}=\left(\xi_{1}^{\prime}, \ldots, \xi_{d}^{\prime}\right)$. Apply the change of variables

$$
\left\{\begin{array}{l}
\eta^{\prime}=\xi+\xi^{\prime}  \tag{3.6}\\
\eta^{\prime \prime}=\mathbf{Q}(\xi)+\mathbf{Q}\left(\xi^{\prime}\right) \\
\eta_{d+n+1}=\xi_{d+i_{1}} \\
\vdots \\
\eta_{2 d}=\xi_{d+i_{d-n}}
\end{array}\right.
$$

where $\eta^{\prime}=\left(\eta_{1}, \ldots, \eta_{d}\right)$ and $\eta^{\prime \prime}=\left(\eta_{d+1}, \ldots, \eta_{d+n}\right)$. Then we see that the Jacobian $J$ of the change of variables is just $J\left(\xi^{\prime}-\xi ; i_{1}, \ldots, i_{d-n}\right)$. Thus we
can compute the $L^{4}$ norm as follows:

$$
\begin{aligned}
\left\|\left|E^{\mathbf{Q}} f_{1} E^{\mathbf{Q}} f_{2}\right|^{\frac{1}{2}}\right\|_{L^{4}\left(\mathbb{R}^{d+n}\right)}^{4} & =\int\left|E^{\mathbf{Q}} f_{1} E^{\mathbf{Q}} f_{2}\right|^{2} \\
& =\int\left|\iint g_{1}(\eta) g_{2}(\eta) e(x \cdot \tilde{\eta}) J^{-1} d \tilde{\eta} d \bar{\eta}\right|^{2} d x \\
& \leq \iint\left|g_{1}\right|^{2}\left|g_{2}\right|^{2} J^{-2} \\
& \leq \iint\left|f_{1}\right|^{2}\left|f_{2}\right|^{2} J^{-1} \\
& \lesssim \mu_{1}^{w_{1}} \cdots \mu_{t}^{w_{t}}\left\|f_{1}\right\|_{L^{2}}^{2}\left\|f_{2}\right\|_{L^{2}}^{2},
\end{aligned}
$$

where $g_{1}$ and $g_{2}$ are appropriate functions, and $\tilde{\eta}=\left(\eta_{1}, \ldots, \eta_{d+n}\right), \bar{\eta}=$ $\left(\eta_{d+n+1},,, . \eta_{2 d}\right)$. Here in the third line we first use Hölder's inequality in the variables $\bar{\eta}$ and then apply the Plancherel theorem in the variables $\tilde{\eta}$, in the fourth line we change variables back, and in the last line we apply the assumption (3.4). It follows that

$$
\left\|\left|E^{\mathbf{Q}} f_{1} E^{\mathbf{Q}} f_{2}\right|^{\frac{1}{2}}\right\|_{L^{4}\left(\mathbb{R}^{d+n}\right)} \lesssim \mu_{1}^{\frac{w_{1}}{4}} \cdots \mu_{t}^{\frac{w_{t}}{4}}\left\|f_{1}\right\|_{L^{2}}^{\frac{1}{2}}\left\|f_{2}\right\|_{L^{2}}^{\frac{1}{2}} .
$$

Through Hölder's inequality, we can conclude that for $4 \leq p \leq \infty$,

$$
\begin{aligned}
\left\|\left|E^{\mathbf{Q}} f_{1} E^{\mathbf{Q}} f_{2}\right|^{\frac{1}{2}}\right\|_{L^{p}\left(\mathbb{R}^{d+n}\right)} & \lesssim \mu_{1}^{\frac{w_{1}+2}{p}-\frac{1}{2}} \cdots \mu_{t}^{\frac{w_{t}+2}{p}-\frac{1}{2}}\left\|f_{1}\right\|_{L^{2}}^{\frac{1}{2}}\left\|f_{2}\right\|_{L^{2}}^{\frac{1}{2}} \\
& \lesssim \mu_{1}^{\frac{w_{1}+3}{p}-1} \cdots \mu_{t}^{\frac{w_{t}+3}{p}-1}\left\|f_{1}\right\|_{L^{p}}^{\frac{1}{2}}\left\|f_{2}\right\|_{L^{p}}^{\frac{1}{2}} .
\end{aligned}
$$

As long as we take $p \geq \max _{j} w_{j}+3$, by noting that $\mu_{j}>1$ for all $1 \leq j \leq t$, we have

$$
\left\|\left|E^{\mathbf{Q}} f_{1} E^{\mathbf{Q}} f_{2}\right|^{\frac{1}{2}}\right\|_{L^{p}\left(\mathbb{R}^{d+n}\right)} \lesssim\left\|f_{1}\right\|_{L^{p}}^{\frac{1}{2}}\left\|f_{2}\right\|_{L^{p}}^{\frac{1}{2}}
$$

as desired.
Note that the range of $p$ in Theorem 3.1 is determined by $J\left(\xi ; i_{1}, \ldots, i_{d-n}\right)$, which relies on the choices of $i_{1}, \ldots, i_{d-n}$. In particular, for $\mathbf{Q}=\left(\xi_{1}^{2}, \xi_{2}^{2}+\xi_{1} \xi_{3}\right)$, we have

$$
|J(\xi ; 2)| \sim\left|\xi_{1}\right|^{2}, \quad|J(\xi ; 3)| \sim\left|\xi_{1}\right|\left|\xi_{2}\right| .
$$

For the former, it gives the range $p \geq 5$ in (3.5); for the latter, it gives the range $p \geq 4$ in (3.5). Therefore, to obtain optimal bilinear estimates independent of the transversality parameters, we need to locate suitable positions $i_{1}, \ldots, i_{d-n}$ such that the maximal power of the factors in $J\left(\xi ; i_{1}, \ldots, i_{d-n}\right)$ is minimized. We will expand on this point in the next section.

Now we sketch the key steps of our approach. Given a tuple $\mathbf{Q}(\xi)=$ $\left(Q_{1}(\xi), \ldots, Q_{n}(\xi)\right)$ of quadratic forms with $\xi \in \mathbb{R}^{d}$ and $d \geq n$, our aim is to prove: For every $\epsilon>0$, we have

$$
D_{p}(R) \leq C_{p} R^{\epsilon}, \quad \forall R \geq 1,
$$

for a maximal range of $p$.
Firstly, we consider the bilinear estimate as in Theorem 3.1. By choosing appropriate positions $i_{1}, \ldots, i_{d-n}$ such that the maximal power of the factors in $J\left(\xi ; i_{1}, \ldots, i_{d-n}\right)$ is minimized, we can determine suitable transversality condition. Without loss of generality, assume that we have transversality when the first coordinate is separated. Then we can use the classical broadnarrow analysis to get

$$
\begin{equation*}
D_{p}(R) \lesssim K^{3 d} B D_{p}(K, 1, \ldots, 1 ; R)+D_{p}(K, 1, \ldots, 1 ; R) \tag{3.7}
\end{equation*}
$$

By iterating this formula, we obtain

$$
\begin{equation*}
D_{p}(R) \lesssim K^{3 d} \sup _{\mu_{1}>1} B D_{p}\left(\mu_{1}, 1, \ldots, 1 ; R\right)+D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1 ; R\right) \tag{3.8}
\end{equation*}
$$

Similar to (3.7) which is derived by the classical broad-narrow analysis, (3.8) also contains two terms. However, the first term in (3.8) includes more information than the broad part in (3.7), so we call it the more-broad part; while the second term in (3.8) includes less information than the narrow part in (3.7), so we call it the less-narrow part.

In applications, (3.7) and (3.8) each has its advantages and disadvantages. On the one hand, the broad part in (3.7) can be better controlled than the more-broad part in (3.8). On the other hand, for the narrow part in (3.7), due to $K \ll R$, rescaling and induction on scales seem to be the only way to utilize the lower dimensional information, while there are more freedom for the less-narrow part in (3.8) because we can apply many other tools to deal with it, such as the locally constant property and decoupling theory. Since adaptive decomposition is effective in the study of degenerate cases, considering (3.8) rather than (3.7) can offer great convenience. Nonetheless, we do not know beforehand which one is better for a specific situation. In fact, in the next section, we will use both types of the broad-narrow analysis to handle different cases in Theorem 1.1.

The idea of iteration has already appeared in many papers, such as 9, 19, 24, 36, 37]. In these works, the main advantage of iteration, compared with induction, is the potential for producing many different scales which can be combined to facilitate more delicate geometric analysis. However, the style and the effect of iteration in this paper are somewhat different, and now we take two examples to illustrate such difference.

The first example is decoupling for the parabola due to Bourgain-Demeter [6]. Via the classical broad-narrow analysis, they proved an estimate similar to (3.7) (in what follows we abuse $D_{p}(R)$ and $B D_{p}(K ; R)$ to denote the optimal constants of decoupling and bilinear decoupling). By parabolic rescaling, the narrow part in (3.7) can be reduced to $D_{p}\left(R / K^{2}\right)$. Then they view $R / K^{2}$ as a new scale and repeat the broad-narrow analysis. Finally,
they got

$$
\begin{equation*}
D_{p}(R) \lesssim K^{3 d} \sup _{1 \leq R^{\prime} \leq R} B D_{p}\left(K ; R^{\prime}\right)+D_{p}(1) \lesssim K^{3 d} \sup _{1 \leq R^{\prime} \leq R} B D_{p}\left(K ; R^{\prime}\right) . \tag{3.9}
\end{equation*}
$$

In contrast to [6], our setting is incompatible with rescaling, so we have to repeat the broad-narrow analysis to $D_{p}(K, 1, \ldots, 1 ; R)$ rather than just $D_{p}\left(1, \ldots, 1 ; R / K^{2}\right)$. This twist leads to two consequences: The first is that the transversality parameter becomes larger and larger in the bilinear term, which forces us into considering bilinear estimates independent of the transversality parameter; the second is that our iteration keeps going until we reach the scale $R^{1 / 2}$, instead of the scale 1 in (3.9).

The second example is Fourier restriction for the paraboloid in [36, 37], in which the polynomial partitioning is iterated at many smaller scales to derive estimates on $B_{R}$. These multiple scales are then effectively related through additional incidence geometry arguments, such as brooms and refined hairbrushs. Though we also use iteration, our aim is different from that in [36, 37. We actually further divide the narrow part at $K^{-1}$-scale in (3.7) into broad/narrow parts at smaller scales and continue in this way until we successfully reduce the original broad part and narrow part in (3.7) to the more-broad part and less-narrow part in (3.8). Compared with the narrow part, the less-narrow part seems to be "genuine" lower dimensional contribution, since we can simply drop the term $\xi_{1}^{2}$ in $\mathbf{Q}$ by the locally constant property when we study $D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1 ; R\right)$.

## 4. The proof of Theorem 1.1

In this section, we start to prove Theorem 1.1, By the trivial $L^{1} \rightarrow L^{\infty}$ estimate and interpolation, it suffices to prove the local version of (1.1) when $p=q$, i.e.,

$$
\left\|E^{\mathbf{Q}} f\right\|_{L^{p}\left(B_{R}^{d+n}\right)} \lesssim\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}
$$

Let $D_{p}(R)$ be the smallest constant for this estimate to hold. By the standard $\epsilon$-removal argument, it suffices to show that for every $\epsilon>0$, we have

$$
\begin{equation*}
D_{p}(R) \leq C_{p} R^{\epsilon} \tag{4.1}
\end{equation*}
$$

for each $R \geq 1$. From now on, we abbreviate $D_{p}\left(\mu_{1}, \ldots, \mu_{d} ; R\right)$ to $D_{p}\left(\mu_{1}, \ldots, \mu_{d}\right)$, and $B D_{p}\left(\mu_{1}, \ldots, \mu_{d} ; R\right)$ to $B D_{p}\left(\mu_{1}, \ldots, \mu_{d}\right)$, as we will always fix one large scale $R$. Let $K$ be a large dyadic integer satisfying $K \sim \log R$.

For our purposes, we introduce several classical decoupling results.
Lemma 4.1 ( $\ell^{p}$ decoupling for the paraboloid, [6]). Let $F: \mathbb{R}^{m} \rightarrow \mathbb{C}$ be such that supp $\widehat{F} \subset N_{R^{-1}}\left(\mathbb{P}^{m-1}\right)$. Divide this neighborhood into slabs $\theta$ with $m-1$ long directions of length $R^{-1 / 2}$ and one short direction of length $R^{-1}$. Write $F=\sum_{\theta} F_{\theta}$, where $\widehat{F}_{\theta}=\widehat{F} \chi_{\theta}$. Then

$$
\begin{equation*}
\|F\|_{L^{p}\left(\mathbb{R}^{m}\right)} \lesssim_{\epsilon} R^{\beta(p)+\epsilon}\left(\sum_{\theta}\left\|F_{\theta}\right\|_{L^{p}\left(\mathbb{R}^{m}\right)}^{p}\right)^{\frac{1}{p}} \tag{4.2}
\end{equation*}
$$

where $\beta(p)=\frac{m-1}{4}-\frac{m-1}{2 p}$ when $2 \leq p \leq \frac{2(m+1)}{m-1}$ and $\beta(p)=\frac{m-1}{2}-\frac{m}{p}$ when $\frac{2(m+1)}{m-1} \leq p \leq \infty$.

Lemma 4.2 (Flat decoupling, [8, 23]). Let $R$ be a rectangular box in $\mathbb{R}^{m}$, and $R_{1}, \ldots, R_{L}$ be a partition of $R$ into congruent boxes that are translates of each other. Write $F=\sum_{j} F_{j}$, where $\widehat{F}_{j}=\widehat{F} \chi_{B_{j}}$. Then for any $2 \leq p, q \leq \infty$, we have

$$
\begin{equation*}
\|F\|_{L^{p}\left(\mathbb{R}^{m}\right)} \lesssim L^{1-\frac{1}{p}-\frac{1}{q}}\left(\sum_{j}\left\|F_{j}\right\|_{L^{p}\left(\mathbb{R}^{m}\right)}^{q}\right)^{\frac{1}{q}} \tag{4.3}
\end{equation*}
$$

(1) Firstly, we compute

$$
|J(\xi)| \sim\left|\xi_{1}\right|^{w_{1}}\left|\xi_{2}\right|^{w_{2}} \cdots\left|\xi_{n}\right|^{w_{n}}
$$

Without loss of generality, we may assume that $w_{j}>0$ for every $1 \leq j \leq n$, since other cases can be proved via similar arguments. We use the broadnarrow analysis and iteration to obtain

$$
\begin{equation*}
D_{p}(R) \lesssim K^{3 n} \sup _{\mu_{1}, \ldots, \mu_{n}>1} B D_{p}\left(\mu_{1}, \ldots, \mu_{n}\right)+\sum_{j=1}^{n} D_{p}(\underbrace{1, \ldots, 1}_{j-1}, R^{\frac{1}{2}}, 1 \ldots, 1) . \tag{4.4}
\end{equation*}
$$

For the first bilinear term in (4.4), we use Theorem 3.1) to conclude that

$$
\sup _{\mu_{1}, \ldots, \mu_{n}>1} B D_{p}\left(\mu_{1}, \ldots, \mu_{n}\right) \lesssim 1, \quad p \geq \max _{j} w_{j}+3 .
$$

For the remaining linear terms in (4.4), we take the $j$-th term as an example. Since every $Q_{i}$ in $\mathbf{Q}$ is a monomial, the related surface $S_{\mathbf{Q}}$ always stays unchanged after any rescaling. By the rescaling

$$
\xi_{j} \rightarrow \frac{\xi_{j}}{R^{1 / 2}}
$$

we obtain

$$
D_{p}(\underbrace{1, \ldots, 1}_{j-1}, R^{\frac{1}{2}}, 1 \ldots, 1) \leq R^{\frac{w_{j}+3}{2 p}-\frac{1}{2}} D_{p}(R) .
$$

Covering $B_{R}$ with balls of scale $R / 2$, and using induction on $R$, one gets

$$
\begin{equation*}
D_{p}(\underbrace{1, \ldots, 1}_{j-1}, R^{\frac{1}{2}}, 1 \ldots, 1) \lesssim R^{\frac{w_{j}+3}{2 p}-\frac{1}{2}+\epsilon} . \tag{4.5}
\end{equation*}
$$

Therefore, we close the induction on this term for $p>w_{j}+3$. Combining the estimates for all terms, we validate (4.1) for $p>\max _{j} w_{j}+3$. And then the estimate (4.1) for $p=\max _{j} w_{j}+3$ is a direct corollary of Hölder's inequality.

Remark 4.3. We point out that the case (1) (also (3) and (4) as below) can also be proved by the classical broad-narrow analysis, since the methods we apply in the narrow case are rescaling and induction on scales. In fact, if we use the classical broad-narrow analysis, we have a better range $p \geq 4$
for the broad part. Nevertheless, our method seems to be more suitable for such degenerate cases. We will explain this point in Section 5 .
(2) We first assume that the case (2a) holds, i.e., each $P_{j}$ is a quadratic form that is independent of the variables $\xi_{1}, \xi_{j}, \ldots, \xi_{n} ; 2 \leq \lambda \leq w_{1}+1$, $w_{1} \geq w_{\lambda}+\theta$. Note that in this case

$$
|J(\xi)| \sim\left|\xi_{1}\right|^{w_{1}}\left|\xi_{\lambda}\right|^{w_{\lambda}} .
$$

We use the broad-narrow analysis and iteration to obtain

$$
\begin{align*}
D_{p}(R) & \lesssim K^{3 n} \sup _{\mu_{1}, \mu_{\lambda}>1} B D_{p}(\underbrace{\mu_{1}, 1, \ldots, 1}_{\lambda-1}, \mu_{\lambda}, 1, \ldots, 1)+D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1\right) \\
& +D_{p}(\underbrace{1, \ldots, 1}_{\lambda-1}, R^{\frac{1}{2}}, 1, \ldots, 1) . \tag{4.6}
\end{align*}
$$

For the first bilinear term in (4.6), we apply Theorem 3.1 to conclude that

$$
\sup _{\mu_{1}, \mu_{\lambda}>1} B D_{p}(\underbrace{\mu_{1}, 1, \ldots, 1}_{\lambda-1}, \mu_{\lambda}, 1, \ldots, 1) \lesssim 1, \quad p \geq w_{1}+3,
$$

due to $w_{1} \geq w_{\lambda}$. For the second term in (4.6), since $\lambda \neq 1$ and each $P_{j}$ is independent of the variable $\xi_{1}$, we can use rescaling in the variable $\xi_{1}$ as in (4), and get

$$
\begin{equation*}
D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1\right) \lesssim R^{\frac{w_{1}+3}{2 p}-\frac{1}{2}+\epsilon} \tag{4.7}
\end{equation*}
$$

For the last term in (4.6), recall that $P_{w_{1}+1}(\xi), \ldots, P_{n}(\xi)$ depend on $\theta$ many variables except the variables $\xi_{1}$ and $\xi_{\lambda}$. We apply flat decoupling (4.3) to these variables from 1 -scale to $R^{1 / 2}$-scale. Here by " $R^{\alpha}$-scale" $(\alpha>0)$ we mean that the frequency support in these variables is within $R^{-\alpha}$-scale, and we will adopt this convention from now on. After this, by the locally constant property, the original form $\mathbf{Q}$ can be reduced to

$$
\mathbf{Q}_{1}=\left(\xi_{1}^{2}, \xi_{1} \xi_{2}, \ldots, \xi_{1} \xi_{w_{1}}, \xi_{\lambda} \xi_{w_{1}+1}, \ldots, \xi_{\lambda} \xi_{n}\right)
$$

which has been investigated in the case (1). We use rescaling and the result of the case (1) to get

$$
\begin{equation*}
D_{p}(\underbrace{1, \ldots, 1}_{\lambda-1}, R^{\frac{1}{2}}, 1, \ldots, 1) \lesssim R^{\frac{\theta}{2}\left(1-\frac{2}{p}\right)+\frac{w_{\lambda}+3 \theta+3}{2 p}-\frac{1+\theta}{2}+\epsilon}=R^{\frac{w_{\lambda}+\theta+3}{2 p}-\frac{1}{2}+\epsilon} \lesssim 1, \tag{4.8}
\end{equation*}
$$

for $p>w_{1}+3$ due to $w_{1} \geq w_{\lambda}+\theta$. And the estimate (4.1) for $p=w_{1}+3$ is a direct corollary of Hölder's inequality.

Suppose that we are in the case (2b), i.e., each $P_{j}$ is a quadratic form without mixed terms that is independent of the variables $\xi_{j}, \ldots, \xi_{n} ; 2 \leq \lambda \leq$ $w_{1}+1, w_{1} \geq w_{\lambda}+\theta$. Compared with the case (2a), now each $P_{j}$ can depend on the variable $\xi_{1}$. The existence of the variable $\xi_{1}$ can make the induction argument for $D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1\right)$ fail. But we can easily remove the terms depending on the variable $\xi_{1}$ in $P_{j}$ by some calculations. Since each
$P_{j}$ is a quadratic form without mixed terms, if $P_{j}$ depends on the variable $\xi_{1}$, there must exist one monomial $c \xi_{1}^{2}$ in $P_{j}$ for some constant $c$. Adding a multiple of $\xi_{1}^{2}$ in $Q_{1}$ to $Q_{j}$, we can remove the term $c \xi_{1}^{2}$ in $P_{j}$. This helps us to reduce the case (2b) to the case (2a), and so we are done.

Suppose that we are in the case (2c), i.e., $P_{j}$ is a quadratic form without mixed terms that is independent of the variables $\xi_{j}, \ldots, \xi_{n}$ for some $w_{1}+1 \leq$ $j \leq n$ and $P_{j^{\prime}}=0$ for all $j^{\prime} \neq j ; 2 \leq \lambda \leq w_{1}+1, w_{1} \geq w_{\lambda}+\theta / 2$. Without loss of generality, we assume that $j=n$ and

$$
\mathbf{Q}=\left(\xi_{1}^{2}, \ldots, \xi_{1} \xi_{w_{1}}, \xi_{\lambda} \xi_{w_{1}+1}, \ldots, \xi_{\lambda} \xi_{n-1}, \xi_{\lambda} \xi_{n}+\xi_{\alpha}^{2}+\ldots+\xi_{\gamma}^{2}\right),
$$

with $1 \leq \alpha, \ldots, \gamma \leq n-1$. Through the same argument as in the case (2b), we can further assume that $2 \leq \alpha, \ldots, \gamma \leq n-1$. We use the broad-narrow analysis and iteration to obtain

$$
\begin{align*}
D_{p}(R) & \lesssim K^{3 n} \sup _{\mu_{1}, \mu_{\lambda}>1} B D_{p}(\underbrace{\mu_{1}, 1, \ldots, 1}_{\lambda-1}, \mu_{\lambda}, 1, \ldots, 1)+D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1\right) \\
& +D_{p}(\underbrace{1, \ldots, 1}_{\lambda-1}, R^{\frac{1}{2}}, 1, \ldots, 1) . \tag{4.9}
\end{align*}
$$

The first two terms of (4.9) can be shown via the same discussion as in the case (2a). Now we focus on the last term of (4.9). In this case, we can without loss of generality assume that $\xi_{\lambda}$ does not appear in $\xi_{\alpha}, \ldots, \xi_{\gamma}$, because otherwise we can safely remove $\xi_{\lambda}^{2}$ from $\xi_{\alpha}^{2}+\ldots+\xi_{\gamma}^{2}$ by the locally constant property. We apply flat decoupling (4.3) to the variables $\xi_{\alpha}, \ldots, \xi_{\gamma}$ from 1 -scale to $R^{1 / 4}$-scale, and then use the change of variables

$$
\xi_{\alpha} \rightarrow \frac{\xi_{\alpha}}{R^{1 / 4}}, \quad \ldots, \quad \xi_{\gamma} \rightarrow \frac{\xi_{\gamma}}{R^{1 / 4}}, \quad \xi_{\lambda} \rightarrow \frac{\xi_{\lambda}}{R^{1 / 2}}
$$

Notice that such rescaling keeps the surface $S_{\mathbf{Q}}$ invariant. Covering $B_{R}$ with balls of scale $R / 2$, and using induction on $R$, one concludes

$$
\begin{equation*}
D_{p}(\underbrace{1, \ldots, 1}_{\lambda-1}, R^{\frac{1}{2}}, 1 \ldots, 1) \lesssim R^{\frac{w_{\lambda}+\theta / 2+3}{2 p}-\frac{1}{2}+\epsilon} \lesssim 1, \tag{4.10}
\end{equation*}
$$

for $p>w_{1}+3$ due to $w_{1} \geq w_{\lambda}+\theta / 2$. And the estimate (4.1) for $p=w_{1}+3$ is a direct corollary of Hölder's inequality.
(3) Since each $Q_{j}$ in $\mathbf{Q}$ is a monomial, the narrow part can be easily proved via rescaling and induction on scales as in the case (1). The difference between the two cases (1) and (3) is that now we need to choose appropriate $i_{1}, \ldots, i_{k}$ such that the maximal power of the factors in $J\left(\xi ; i_{1}, \ldots, i_{k}\right)$ is minimized. There will be two cases.

Suppose that $q_{1}$ reaches the maximum when $j=1+k$ (this argument also works when $j=2+k, \ldots, n+k$ ). Take $i_{1}=1, \ldots, i_{k}=k$, then

$$
|J(\xi ; 1, \ldots, k)| \sim\left|\xi_{\lambda_{1+k}}\right|\left|\xi_{\lambda_{2+k}}\right| \ldots\left|\xi_{\lambda_{n+k}}\right|=\left|\xi_{1}\right|^{w_{1}}\left|\xi_{2}\right|^{w_{2}} \ldots\left|\xi_{n+k}\right|^{w_{n+k}}
$$

Using Theorem 3.1, we get (3.5) holds for $p \geq w_{1+k}+3=q_{1}$.

Suppose that $q_{1}$ reaches the maximum when $j=1$ (this argument also works when $j=2, \ldots, k)$. If $\lambda_{1+k}=1$, then by taking $i_{1}=2, i_{2}=3, \ldots, i_{k}=$ $1+k$, we have

$$
\begin{aligned}
|J(\xi ; 2, \ldots, 1+k)| & \sim\left|\xi_{1+k}\right|\left|\xi_{\lambda_{2+k}}\right| \ldots\left|\xi_{\lambda_{n+k}}\right| \\
& =\left|\xi_{1}\right|^{w_{1}-1}\left|\xi_{2}\right|^{w_{2}} \ldots\left|\xi_{1+k}\right|^{w_{1+k}+1} \ldots\left|\xi_{n+k}\right|^{w_{n+k}}
\end{aligned}
$$

Using Theorem (3.1, we get (3.5) holds for $p \geq w_{1}-1+3=w_{1}+2=q_{1}$. If $\lambda_{1+k} \neq 1$, then we can find a minimal $\eta$ such that $\lambda_{\eta+k}=1$ as we assume $w_{1} \geq 1$. Take $i_{1}=2, \ldots, i_{k-1}=k, i_{k}=\eta+k$, then

$$
\begin{aligned}
|J(\xi ; 2, \ldots, k, \eta+k)| & \sim\left|\xi_{\lambda_{1+k}}\right| \ldots\left|\xi_{\lambda_{\eta-1+k}}\right|\left|\xi_{\eta+k}\right|\left|\xi_{\lambda_{\eta+1+k}}\right| \ldots\left|\xi_{\lambda_{n+k}}\right| \\
& =\left|\xi_{1}\right|^{w_{1}-1}\left|\xi_{2}\right|^{w_{2}} \ldots\left|\xi_{\eta+k}\right|^{w_{\eta+k}+1} \ldots\left|\xi_{n+k}\right|^{w_{n+k}} .
\end{aligned}
$$

Using Theorem 3.1, we get (3.5) holds for $p \geq w_{1}-1+3=w_{1}+2=q_{1}$. In fact, when we argue that $p \geq w_{1}-1+3$, we need $w_{1} \geq w_{\eta+k}+2$, not just $w_{1} \geq w_{\eta+k}+1$. This minor gap can be easily filled: For the critical case $w_{1}=w_{\eta+k}+1, q_{1}$ actually also reaches the maximum when $j=\eta+k$, so it can be safely covered by the first case. This finishes the proof of the case (3).

The argument for the case (4) is essentially the same as that for the case (3), so we omit the details.
(5) Though the conditions for (2a)-(2c) and (5a)-(5c) are similar, the case (5) is more difficult due to the presence of $\xi_{n+1}^{2}+\ldots+\xi_{n+k}^{2}$.

Suppose that we are in the case (5a), i.e., each $P_{j}$ is a quadratic form that is independent of the variables $\xi_{1}, \xi_{j}, \ldots, \xi_{n+k} ; 2 \leq \lambda \leq w_{1}+1, w_{1} \geq w_{\lambda}+\theta$. Take $i_{1}=n, \ldots, i_{k}=n+k-1$, then

$$
|J(\xi ; n, n+1, \ldots, n+k-1)| \sim\left|\xi_{1}\right|^{w_{1}}\left|\xi_{\lambda}\right|^{w_{\lambda}-1}\left|\xi_{n+k}\right| .
$$

We use the broad-narrow analysis and iteration to obtain

$$
\begin{align*}
D_{p}(R) \lesssim & K^{3(n+k)} \sup _{\mu_{1}, \mu_{\lambda}, \mu_{n+k}>1} B D_{p}(\underbrace{\mu_{1}, 1, \ldots, 1}_{\lambda-1}, \mu_{\lambda}, 1, \ldots, 1, \mu_{n+k}) \\
& +D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1\right)+D_{p}(\underbrace{1, \ldots, 1}_{\lambda-1}, R^{\frac{1}{2}}, 1, \ldots, 1)+D_{p}\left(1, \ldots, 1, R^{\frac{1}{2}}\right) . \tag{4.11}
\end{align*}
$$

The first two terms in (4.11) can be proved via the same argument as in the case (2a). For the last term in (4.11), by the locally constant property, the original $\mathbf{Q}$ can be reduced to

$$
\begin{aligned}
\mathbf{Q}_{2}=\left(\xi_{1}^{2}, \ldots, \xi_{1} \xi_{w_{1}}, \xi_{\lambda} \xi_{w_{1}+1}+P_{w_{1}+1}(\xi)\right. & , \ldots, \xi_{\lambda} \xi_{n-1}+P_{n-1}(\xi) \\
& \left.\xi_{\lambda} \xi_{n}+P_{n}(\xi)+\xi_{n+1}^{2}+\ldots+\xi_{n+k-1}^{2}\right)
\end{aligned}
$$

If $d-n=1(k=1)$, then $\mathbf{Q}_{2}$ is just in the case (2a), which has been proved. If $d-n \geq 2(k \geq 2)$, then $\mathbf{Q}_{2}$ is in fact the original $\mathbf{Q}$ with dimension $d-1$ and co-dimension $n$. Thus we can use induction on $d-n$ to get the
result of this case. Finally, we still need to consider the third term of (4.11). Without loss of generality, we can assume $\lambda \neq n$, otherwise we can proceed in a similar way as for the last term. Recall that $P_{w_{1}+1}(\xi), \ldots, P_{n}(\xi)$ depend on $\theta$ many variables except the variables $\xi_{1}$ and $\xi_{\lambda}$. We apply flat decoupling (4.3) to these variables as well as the variable $\xi_{n}$ from 1 -scale to $R^{1 / 2}$-scale. After this, by the locally constant property, the original $\mathbf{Q}$ is reduced to

$$
\mathbf{Q}_{3}=\left(\xi_{1}^{2}, \ldots, \xi_{1} \xi_{w_{1}}, \xi_{\lambda} \xi_{w_{1}+1}, \ldots, \xi_{\lambda} \xi_{n-1}, \xi_{n+1}^{2}+\ldots+\xi_{n+k}^{2}\right) .
$$

Note that $\mathbf{Q}_{3}$ has a tensor product structure. Write $\mathbf{Q}_{3}=\left(\mathbf{Q}_{3}^{\prime}, \mathbf{Q}_{3}^{\prime \prime}\right)$ with

$$
\mathbf{Q}_{3}^{\prime}=\left(\xi_{1}^{2}, \ldots, \xi_{1} \xi_{w_{1}}, \xi_{\lambda} \xi_{w_{1}+1}, \ldots, \xi_{\lambda} \xi_{n-1}\right), \quad \mathbf{Q}_{3}^{\prime \prime}=\xi_{n+1}^{2}+\ldots+\xi_{n+k}^{2}
$$

Then we can express the associated extension operator as

$$
E^{\mathbf{Q}_{3}} f=E^{\mathbf{Q}_{3}^{\prime}}\left(E^{\mathbf{Q}_{3}^{\prime \prime}} g\right),
$$

where $g$ denotes the inverse Fourier transform of $f$ in the variable $\xi_{n}$. It follows that

$$
\begin{aligned}
\left\|E^{\mathbf{Q}_{3}}\right\|_{L^{p}\left(B_{R}\right)} & \lesssim R^{\frac{w_{\lambda}+3 \theta+2}{2 p}-\frac{1+\theta}{2}+\epsilon}\left\|E^{\mathbf{Q}_{3}^{\prime \prime}} g\right\|_{L^{p}} \\
& \lesssim R^{\frac{w_{\lambda}+3 \theta+2}{2 p}-\frac{1+\theta}{2}+\epsilon}\|g\|_{L^{p}} \\
& \lesssim R^{\frac{w_{\lambda}+3 \theta+2}{2 p}-\frac{1+\theta}{2}+\epsilon}\| \| f\left\|_{L_{\xi_{n}}^{p^{\prime}}}\right\|_{L_{\xi_{1}, \ldots, \xi_{n-1}, \xi_{n+1}, \ldots, \xi_{n+k}}} \\
& <R^{\frac{w_{\lambda}+3 \theta+2}{2 p}-\frac{1+\theta}{2}-\frac{1}{2}\left(\frac{1}{p^{\prime}}-\frac{1}{p}\right)+\epsilon}\|f\|_{L^{p}} .
\end{aligned}
$$

Here in the first line we used rescaling and the restriction estimate of $\mathbf{Q}_{3}^{\prime}$ for $p \geq w_{1}+3$, which has been proved in the case (1), in the second line we used the known restriction estimate for the paraboloid [9, Theorem 1], and in the third line we used the Hausdorff-Young inequality in the variable $\xi_{n}$. Therefore, we get

$$
\begin{align*}
D_{p}(\underbrace{1, \ldots, 1}_{\lambda-1}, R^{\frac{1}{2}}, 1, \ldots, 1) & \lesssim R^{\frac{\theta+1}{2}\left(1-\frac{2}{p}\right)+\frac{w_{\lambda}+3 \theta+2}{2 p}-\frac{1+\theta}{2}-\frac{1}{2}\left(\frac{1}{p^{\prime}}-\frac{1}{p}\right)+\epsilon} \\
& =R^{\frac{w_{\lambda}+\theta+2}{2 p}-\frac{1}{2}+\epsilon} \lesssim 1, \tag{4.12}
\end{align*}
$$

for $p>w_{1}+3$ due to $w_{1} \geq w_{\lambda}+\theta$. And the estimate (4.1) for $p=w_{1}+3$ is a direct corollary of Hölder's inequality. This finishes the proof of the case (5a).

The argument for the case (5b) is essentially the same as that for the case (2b), so we omit the details.
Suppose that we are in the case (5c), i.e., $P_{j}$ is a quadratic form without mixed terms that is independent of the variables $\xi_{j}, \ldots, \xi_{n+k}$ for some $w_{1}+1 \leq$ $j \leq n$ and $P_{j^{\prime}}=0$ for all $j^{\prime} \neq j ; 2 \leq \lambda \leq w_{1}+1, w_{1} \geq w_{\lambda}+\theta / 2$. We divide it into two subcases: $j<n$ and $j=n$.

We first consider the subcase $j<n$. Without loss of generality, let $j=$ $n-1$, then
$\mathbf{Q}=\left(\xi_{1}^{2}, \ldots, \xi_{1} \xi_{w_{1}}, \xi_{\lambda} \xi_{w_{1}+1}, \ldots, \xi_{\lambda} \xi_{n-1}+\xi_{\alpha}^{2}+\ldots+\xi_{\gamma}^{2}, \xi_{\lambda} \xi_{n}+\xi_{n+1}^{2}+\ldots+\xi_{n+k}^{2}\right)$.
We use the broad-narrow analysis and iteration to obtain

$$
\begin{align*}
D_{p}(R) \lesssim & K^{3(n+k)} \sup _{\mu_{1}, \mu_{\lambda}, \mu_{n+k}>1} B D_{p}(\underbrace{\mu_{1}, 1, \ldots, 1}_{\lambda-1}, \mu_{\lambda}, 1, \ldots, 1, \mu_{n+k}) \\
& +D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1\right)+D_{p}(\underbrace{1, \ldots, 1}_{\lambda-1}, R^{\frac{1}{2}}, 1, \ldots, 1)+D_{p}\left(1, \ldots, 1, R^{\frac{1}{2}}\right) \tag{4.13}
\end{align*}
$$

The first two terms in (4.13) can be controlled via the same argument as in the case (2a), while the third term in (4.13) can be controlled via the same argument as in the case (2c). The last term in (4.13) can be managed by an induction on $d-n$ which is the same as in the case (5a). So it remains to consider the subcase $j=n$, i.e.,
$\mathbf{Q}=\left(\xi_{1}^{2}, \ldots, \xi_{1} \xi_{w_{1}}, \xi_{\lambda} \xi_{w_{1}+1}, \ldots, \xi_{\lambda} \xi_{n-1}, \xi_{\lambda} \xi_{n}+\xi_{\alpha}^{2}+\ldots+\xi_{\gamma}^{2}+\xi_{n+1}^{2}+\ldots+\xi_{n+k}^{2}\right)$.
We use the broad-narrow analysis and iteration to obtain

$$
\begin{align*}
D_{p}(R) & \lesssim K^{3(n+k)} \sup _{\mu_{1}, \mu_{\lambda}, \mu_{n+k}>1} B D_{p}(\underbrace{\mu_{1}, 1, \ldots, 1}_{\lambda-1}, \mu_{\lambda}, 1, \ldots, 1, \mu_{n+k}) \\
& +D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1\right)+D_{p}(\underbrace{1, \ldots, 1}_{\lambda-1}, R^{\frac{1}{2}}, 1, \ldots, 1)+D_{p}\left(1, \ldots, 1, R^{\frac{1}{2}}\right) \tag{4.14}
\end{align*}
$$

The first two terms in (4.14) can be controlled via the same argument as in the case (5a). The last term in (4.14) can be controlled via an induction on $d-n$ as in the case (5a) with the constraint $w_{1} \geq w_{\lambda}+\theta / 2$. For the third term in (4.14), we can without loss of generality assume that $\xi_{\lambda}$ does not appear in $\xi_{\alpha}, \ldots, \xi_{\gamma}$ as in the case (2c). In this case, we use flat decoupling (4.3) in the variables $\xi_{\alpha}, \ldots, \xi_{\gamma}$ and decoupling for the paraboloid (4.2) in the variables $\xi_{n+1}, \ldots, \xi_{n+k}$ from 1-scale to $R^{1 / 4}$-scale, and then apply the change of variables

$$
\begin{aligned}
& \xi_{\alpha} \rightarrow \frac{\xi_{\alpha}}{R^{1 / 4}}, \quad \ldots, \quad \xi_{\gamma} \rightarrow \frac{\xi_{\gamma}}{R^{1 / 4}}, \quad \xi_{\lambda} \rightarrow \frac{\xi_{\lambda}}{R^{1 / 2}} \\
& \xi_{n+1} \rightarrow \frac{\xi_{n+1}}{R^{1 / 4}}, \quad \ldots, \quad \xi_{n+k} \rightarrow \frac{\xi_{n+k}}{R^{1 / 4}}
\end{aligned}
$$

Notice that such rescaling keeps the surface $S_{\mathbf{Q}}$ invariant. Covering $B_{R}$ with balls of scale $R / 2$, and using induction on $R$, one concludes

$$
\begin{align*}
D_{p}(\underbrace{1, \ldots, 1}_{\lambda-1}, R^{\frac{1}{2}}, 1, \ldots, 1) & \lesssim R^{\frac{\theta}{4}\left(1-\frac{2}{p}\right)+\frac{k}{4}-\frac{k+1}{2 p}+\frac{2 w_{\lambda}+3 \theta+2 k+4}{4 p}-\frac{\theta+k+2}{4}+\epsilon} \\
& =R^{\frac{w_{\lambda}+\theta / 2+1}{2 p}-\frac{1}{2}+\epsilon} \lesssim 1 \tag{4.15}
\end{align*}
$$

for $p>w_{1}+3$ due to $w_{1} \geq w_{\lambda}+\theta / 2$. And the estimate (4.1) for $p=w_{1}+3$ is a direct corollary of Hölder's inequality.

Suppose that we are in the case (5d), i.e., $P_{j}=0$ for every $w_{1}+1 \leq j \leq n$; $1 \leq \lambda \leq w_{1}+1, w_{1} \geq w_{\lambda}$. Then

$$
\mathbf{Q}=\left(\xi_{1}^{2}, \ldots, \xi_{1} \xi_{w_{1}}, \xi_{\lambda} \xi_{w_{1}+1}, \ldots, \xi_{\lambda} \xi_{n-1}, \xi_{\lambda} \xi_{n}+\xi_{n+1}^{2}+\ldots+\xi_{n+k}^{2}\right)
$$

We divide it into two subcases: $\lambda \neq 1$ and $\lambda=1$.
We first assume that $\lambda \neq 1$. Take $i_{1}=n, \ldots, i_{k}=n+k-1$, then

$$
|J(\xi ; n, n+1, \ldots, n+k-1)| \sim\left|\xi_{1}\right|^{w_{1}}\left|\xi_{\lambda}\right|^{w_{\lambda}-1}\left|\xi_{n+k}\right|
$$

We use the broad-narrow analysis and iteration to obtain

$$
\begin{align*}
D_{p}(R) \lesssim & K^{3(n+k)} \sup _{\mu_{1}, \mu_{\lambda}, \mu_{n+k}>1} B D_{p}(\underbrace{\mu_{1}, 1, \ldots, 1}_{\lambda-1}, \mu_{\lambda}, 1, \ldots, 1, \mu_{n+k}) \\
& +D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1\right)+D_{p}(\underbrace{1, \ldots, 1}_{\lambda-1}, R^{\frac{1}{2}}, 1, \ldots, 1)+D_{p}\left(1, \ldots, 1, R^{\frac{1}{2}}\right) \tag{4.16}
\end{align*}
$$

The first two terms in (4.16) can be controlled via the same argument as in the case (2a). For the last term in (4.16), by the locally constant property, the original $\mathbf{Q}$ can be reduced to

$$
\mathbf{Q}_{4}=\left(\xi_{1}^{2}, \ldots, \xi_{1} \xi_{w_{1}}, \xi_{\lambda} \xi_{w_{1}+1}, \ldots, \xi_{\lambda} \xi_{n-1}, \xi_{\lambda} \xi_{n}+\xi_{n+1}^{2}+\ldots+\xi_{n+k-1}^{2}\right)
$$

If $d-n=1(k=1), \mathbf{Q}_{4}$ is just included in the case (1), which has been proved. If $d-n \geq 2(k \geq 2), \mathbf{Q}_{4}$ is in fact the original $\mathbf{Q}$ with dimension $d-1$ and co-dimension $n$. Then we can use induction on $d-n$ to get the result of this case. Finally, we still need to deal with the third term in (4.16). We use flat decoupling (4.3) in the variable $\xi_{n}$ from 1 -scale to $R^{1 / 2}$-scale, then

$$
D_{p}(\underbrace{1, \ldots, 1}_{\lambda-1}, R^{\frac{1}{2}}, 1, \ldots, 1) \lesssim R^{\frac{1}{2}\left(1-\frac{2}{p}\right)} D_{p}(\underbrace{1, \ldots, 1}_{\lambda-1}, R^{\frac{1}{2}}, 1, \ldots, 1, R^{\frac{1}{2}})
$$

By the locally constant property, $\mathbf{Q}_{4}$ is further reduced to

$$
\mathbf{Q}_{5}=\left(\xi_{1}^{2}, \ldots, \xi_{1} \xi_{w_{1}}, \xi_{\lambda} \xi_{w_{1}+1}, \ldots, \xi_{\lambda} \xi_{n-1}, \xi_{n+1}^{2}+\ldots+\xi_{n+k}^{2}\right)
$$

Note that $\mathbf{Q}_{5}$ has a tensor product structure. Write $\mathbf{Q}_{5}=\left(\mathbf{Q}_{5}^{\prime}, \mathbf{Q}_{5}^{\prime \prime}\right)$ with

$$
\mathbf{Q}_{5}^{\prime}=\left(\xi_{1}^{2}, \ldots, \xi_{1} \xi_{w_{1}}, \xi_{\lambda} \xi_{w_{1}+1}, \ldots, \xi_{\lambda} \xi_{n-1}\right), \quad \mathbf{Q}_{5}^{\prime \prime}=\xi_{n+1}^{2}+\ldots+\xi_{n+k}^{2}
$$

Then we express the associated extension operator as

$$
E^{\mathbf{Q}_{5}} f=E^{\mathbf{Q}_{5}^{\prime}}\left(E^{\mathbf{Q}_{5}^{\prime \prime}} g\right)
$$

where $g$ denotes the inverse Fourier transform of $f$ in the variable $\xi_{n}$. It follows that

$$
\begin{aligned}
\left\|E^{\mathbf{Q}_{5}} f\right\|_{L^{p}\left(B_{R}\right)} & \lesssim\left\|E^{\mathbf{Q}_{5}^{\prime \prime}} g\right\|_{L^{p}} \\
& \lesssim\|g\|_{L^{p}} \\
& \leq\| \| f\left\|_{L_{\xi_{n}}^{p^{\prime}}}\right\|_{L_{\xi_{1}, \ldots, \xi_{n-1}, \xi_{n+1}, \ldots, \xi_{n+k}}} \\
& \leq R^{-\frac{1}{2}\left(\frac{1}{p^{\prime}}-\frac{1}{p}\right)}\|f\|_{L^{p}} .
\end{aligned}
$$

Here in the first line we used the restriction estimate on $\mathbf{Q}_{5}^{\prime}$ for $p \geq w_{1}+3$, which has been proved in the case (1), in the second line we used the known restriction estimate for the paraboloid [9, Theorem 1], and in the third line we used the Hausdorff-Young inequality in the variable $\xi_{n}$. Therefore, we get

$$
\begin{equation*}
D_{p}(\underbrace{1, \ldots, 1}_{\lambda-1}, R^{\frac{1}{2}}, 1, \ldots, 1) \lesssim R^{\frac{1}{2}\left(1-\frac{2}{p}\right)} R^{-\frac{1}{2}\left(\frac{1}{\left.p^{\prime}-\frac{1}{p}\right)}\right.}=1 \tag{4.17}
\end{equation*}
$$

for $p \geq w_{1}+3$. This closes the proof for the subcase $\lambda \neq 1$.
Now we assume that $\lambda=1$, then

$$
\mathbf{Q}=\left(\xi_{1}^{2}, \ldots, \xi_{1} \xi_{n-1}, \xi_{1} \xi_{n}+\xi_{n+1}^{2}+\ldots+\xi_{n+k}^{2}\right)
$$

Our goal is to show that the estimate (4.1) holds for $p \geq n+2$. Take $i_{1}=n, \ldots, i_{k}=n+k-1$, then

$$
|J(\xi ; n, n+1, \ldots, n+k-1)| \sim\left|\xi_{1}\right|^{n-1}\left|\xi_{n+k}\right|
$$

We use the broad-narrow analysis and iteration to obtain

$$
\begin{gather*}
D_{p}(R) \lesssim K^{3(n+k)} \sup _{\mu_{1}, \mu_{n+k}>1} B D_{p}\left(\mu_{1}, 1, \ldots, 1, \mu_{n+k}\right) \\
\quad+D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1\right)+D_{p}\left(1, \ldots, 1, R^{\frac{1}{2}}\right) \tag{4.18}
\end{gather*}
$$

The first bilinear term in (4.18) can be controlled via the same argument as in the case (2a). For the last term of (4.18), we can no longer use induction on $d-n$ as before, since the restriction estimate when $d-n=0$ holds only for $p \geq n+3$. We first consider the case $d-n=1$. Then the original $\mathbf{Q}$ is reduced to $\mathbf{Q}_{6}=\left(\xi_{1}^{2}, \ldots, \xi_{1} \xi_{n}\right)$. Let $g$ denote the inverse Fourier transform of $f$ in the variable $\xi_{n+1}$. By the result of the case (1), we know that

$$
\left\|E^{\mathbf{Q}_{6}} g\right\|_{L^{n+3}\left(B_{R}\right)} \lesssim R^{\epsilon}\|g\|_{L^{n+3}}
$$

On the other hand,

$$
\left\|E^{\mathbf{Q}_{6}} g\right\|_{L^{2}\left(B_{R}\right)} \lesssim R^{\frac{n}{2}}\|g\|_{L^{2}}
$$

By interpolation, we have

$$
\left\|E^{\mathbf{Q}_{6}} g\right\|_{L^{p}\left(B_{R}\right)} \lesssim R^{n \cdot \frac{n+3}{n+1}\left(\frac{1}{p}-\frac{1}{n+3}\right)+\epsilon}\|g\|_{L^{p}}, \quad 2 \leq p \leq n+3
$$

By the restriction estimate of $\mathbf{Q}_{6}$ and the Hausdorff-Young inequality in the variable $\xi_{n+1}$, we get

$$
\left\|E^{\mathbf{Q}} f\right\|_{L^{p}\left(B_{R}\right)} \lesssim R^{n \cdot \frac{n+3}{n+1}\left(\frac{1}{p}-\frac{1}{n+3}\right)-\frac{1}{2}\left(\frac{1}{p^{\prime}}-\frac{1}{p}\right)+\epsilon}\|f\|_{L^{p}}=R^{\frac{n^{2}+4 n+1}{(n+1) p}-\frac{3 n+1}{2(n+1)}+\epsilon}\|f\|_{L^{p}}
$$

which implies that

$$
\begin{equation*}
D_{p}\left(1, \ldots, 1, R^{\frac{1}{2}}\right) \lesssim R^{\frac{n^{2}+4 n+1}{(n+1) p}-\frac{3 n+1}{2(n+1)}+\epsilon}, \quad d=n+1 . \tag{4.19}
\end{equation*}
$$

Note that the critical exponent $p=2\left(n^{2}+4 n+1\right) /(3 n+1) \leq n+2$ for all $n \geq 1$. Having established the base case $d-n=1$, for general cases, we can now use induction on $d-n$ as before. In fact, via the same argument as when $d-n=1$, we can obtain the following better results:

$$
\begin{equation*}
D_{p}\left(1, \ldots, 1, R^{\frac{1}{2}}\right) \lesssim R^{\frac{n+3}{p}-\frac{3}{2}+\epsilon}, \quad d \geq n+2 \tag{4.20}
\end{equation*}
$$

Finally, we need to deal with the second term in (4.18). We will divide it into three subcases. Firstly, we assume that $n=2$ and $k=1$. By using flat decoupling (4.3) in the variable $\xi_{1}$ from $R^{1 / 2}$-scale to $R$-scale, we get

$$
D_{p}\left(R^{\frac{1}{2}}, 1,1\right) \lesssim R^{\frac{1}{2}\left(1-\frac{2}{p}\right)} D_{p}(R, 1,1)
$$

By the locally constant property, the original $\mathbf{Q}$ becomes $\mathbf{Q}_{7}=\left(0, \xi_{3}^{2}\right)$. By the restriction estimate of the parabola and the Hausdorff-Young inequality, we have

$$
\begin{aligned}
\left\|E^{\mathbf{Q}} f\right\|_{L^{p}\left(B_{R}^{5}\right)} & \sim\left\|E^{\mathbf{Q}_{7}} f\right\|_{L^{p}\left(B_{R}^{5}\right)} \\
& \sim R^{\frac{1}{p}}\left\|E^{\mathbf{Q}_{7}} f\right\|_{L^{p}\left(B_{R}^{4}\right)} \\
& \lesssim R^{\frac{1}{p}}\| \| f\left\|_{L_{\xi_{1}}^{p^{\prime}}}\right\|_{L_{\xi_{2}, \xi_{3}}^{p}} \\
& \lesssim R^{\frac{1}{p}-\left(\frac{1}{p^{p}}-\frac{1}{p}\right)}\|f\|_{L^{p}}
\end{aligned}
$$

and so

$$
D_{p}\left(R^{\frac{1}{2}}, 1,1\right) \lesssim R^{\frac{1}{2}\left(1-\frac{2}{p}\right)+\frac{1}{p}-\left(\frac{1}{p^{\prime}}-\frac{1}{p}\right)}=R^{\frac{2}{p}-\frac{1}{2}} \lesssim 1,
$$

for $p \geq n+2=4$. Next, we assume that $n=3,4$ and $k=1$. We use decoupling for the parabola (4.2) in the variable $\xi_{n+1}$ from 1-scale to $R^{1 / 2}$ scale, followed by (4.19), such that

$$
\begin{aligned}
D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1\right) & \lesssim R^{\frac{1}{2}\left(\frac{1}{2}-\frac{1}{p}\right)} D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1, R^{\frac{1}{2}}\right) \\
& \leq R^{\frac{1}{2}\left(\frac{1}{2}-\frac{1}{p}\right)} D_{p}\left(1, \ldots, 1, R^{\frac{1}{2}}\right) \\
& \lesssim R^{\frac{1}{2}\left(\frac{1}{2}-\frac{1}{p}\right)+\frac{n^{2}+4+1}{(n+1) p}-\frac{3 n+1}{2(n+1)}+\epsilon} \\
& =R^{\frac{2 n^{2}+7 n+1}{2(n+1) p}-\frac{5 n+1}{4(n+1)}+\epsilon}
\end{aligned}
$$

with the critical exponent $p=\frac{4 n^{2}+14 n+2}{5 n+1} \leq n+2$ for $n \geq 3$. For all other $n$ and $k$, we use decoupling for the paraboloid (4.2) in the variables
$\xi_{n+1}, \ldots, \xi_{n+k}$ from 1-scale to $R^{1 / 4}$-scale, followed by rescaling and induction on $R$, to obtain

$$
\begin{aligned}
D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1\right) & \lesssim R^{\frac{k}{4}-\frac{k+1}{2 p}} D_{p}\left(R^{\frac{1}{2}}, 1, \ldots, 1, R^{\frac{1}{4}}, \ldots, R^{\frac{1}{4}}\right) \\
& \leq R^{\frac{k}{4}-\frac{k+1}{2 p}+\frac{n+k+3}{2 p}-\frac{k+2}{4}} D_{p}(R) \\
& \lesssim R^{\frac{n+2}{2 p}-\frac{1}{2}+\epsilon}
\end{aligned}
$$

with the critical exponent $p=n+2$.
We have completed the proof of the estimates (1.2)-(1.7). Finally, we show that these estimates are all sharp up to the endpoints. This argument is essentially the same as that in [17, Section 3]. However, for later convenience we still sketch it here. We take the case (1) as an example, and the argument for other cases are similar. We first consider the characteristic function $\chi_{\left[0, R^{-t_{1}}\right] \times \ldots \times\left[0, R^{-t_{n}}\right]}$ with $0 \leq t_{1}, \ldots, t_{n} \leq 1$. By the locally constant property, we have

$$
\begin{equation*}
\left|E^{\mathbf{Q}}\left(\chi_{\left[0, R^{-t_{1}}\right] \times \ldots \times\left[0, R^{-t_{n}}\right]}\right)(x)\right| \sim R^{-t_{1}-\ldots-t_{n}}, \quad x \in T \tag{4.21}
\end{equation*}
$$

where

$$
\left.\begin{array}{rl}
T:=\left\{x:\left|x_{1}\right| \leq \frac{1}{100} R^{t_{1}}, \ldots,\left|x_{n}\right|\right. & \leq \frac{1}{100} R^{t_{n}} \\
& \left|x_{n+1}\right|
\end{array} \frac{1}{100} R^{t_{\lambda_{1}}+t_{1}}, \ldots,\left|x_{2 n}\right| \leq \frac{1}{100} R^{t_{\lambda_{n}}+t_{n}}\right\} .
$$

Divide $[0,1]^{n}$ to $\tau$, where each $\tau=I_{1} \times \ldots \times I_{n}$ is a rectangular box with $\left|I_{1}\right|=R^{-t_{1}}, \ldots,\left|I_{n}\right|=R^{-t_{n}}$. Let $\epsilon=\left(\epsilon_{\tau}\right)$ be a sequence of independent random variables where $\epsilon_{\tau}$ takes values $\pm 1$ with equal probability. Define

$$
f=\sum_{\tau} \epsilon_{\tau} \chi_{\tau}
$$

and then (1.1) becomes

$$
\left\|E^{\mathbf{Q}}\left(\sum_{\tau} \epsilon_{\tau} \chi_{\tau}\right)\right\|_{L^{q}} \lesssim 1
$$

Using Khintchine's inequality and Holder's inequality, we get

$$
1 \gtrsim \mathbb{E}\left\|E^{\mathbf{Q}}\left(\sum_{\tau} \epsilon_{\tau} \chi_{\tau}\right)\right\|_{L^{q}}^{q} \sim \int\left(\sum_{\tau}\left|E^{\mathbf{Q}} \chi_{\tau}\right|^{2}\right)^{\frac{q}{2}} \geq \int \sum_{\tau}\left|E^{\mathbf{Q}} \chi_{\tau}\right|^{q}
$$

It follows from (4.21) that

$$
1 \gtrsim R^{\sum_{j=1}^{n}\left(t_{\lambda_{j}}+3 t_{j}\right)} R^{-\left(\sum_{j=1}^{n} t_{j}\right) q}
$$

And so

$$
q \geq \frac{\sum_{j=1}^{n} t_{\lambda_{j}}}{\sum_{j=1}^{n} t_{j}}+3=\frac{\sum_{j=1}^{n} w_{j} t_{j}}{\sum_{j=1}^{n} t_{j}}+3
$$

To obtain optimal necessary condition, we take maximum over all $t_{j}$, i.e.,

$$
\begin{equation*}
q \geq \max _{t_{1}, \ldots, t_{n} \in\{0,1 / 2,1\}} \frac{\sum_{j=1}^{n} w_{j} t_{j}}{\sum_{j=1}^{n} t_{j}}+3 \tag{4.22}
\end{equation*}
$$

Here we restrict $t_{1}, \ldots, t_{n}$ to $\{0,1 / 2,1\}$, which is enough as $\mathbf{Q}$ is quadratic. Without loss of generality, we assume that $\max _{j} w_{j}=w_{1}$. If we take $t_{1}=1$ and $t_{j}=0$ for $j \geq 2$, we immediately obtain $q \geq w_{1}+3$. For the second constraint of (1.2), we can take $f=\chi_{\left[0, R^{-1}\right] \times[0,1] \times \ldots \times[0,1]}$ in (1.1) and do some elementary calculations.

## 5. Final remarks and more examples

In this final section, we give some additional remarks and examples regarding our method and Theorem 1.1.

Firstly, combining our method and Theorem 1.1, we can in fact obtain the essentially sharp restriction estimates for all quadratic forms with $d=n=2$.

Theorem 5.1. Let $\mathbf{Q}=\left(Q_{1}, Q_{2}\right)$ be an 2-tuple of real quadratic forms defined on $\mathbb{R}^{2}$. Suppose that $\mathfrak{d}_{2,2}(\mathbf{Q})=2$, then
(1) If $\mathbf{Q}$ satisfies $\mathfrak{d}_{2,1}(\mathbf{Q})=1$ and $\mathfrak{d}_{1,2}(\mathbf{Q})=0$, then $\mathbf{Q} \equiv\left(\xi_{1}^{2}, \xi_{1} \xi_{2}\right)$, and the estimate (1.1) holds for

$$
\begin{equation*}
q>5, \quad \frac{1}{p}+\frac{4}{q}<1 \tag{5.1}
\end{equation*}
$$

(2) If $\mathbf{Q}$ satisfies $\mathfrak{d}_{2,1}(\mathbf{Q})=1$ and $\mathfrak{d}_{1,2}(\mathbf{Q})=1$, then $\mathbf{Q} \equiv\left(\xi_{1}^{2}, \xi_{2}^{2}\right)$, and the estimate (1.1) holds for

$$
\begin{equation*}
q>4, \quad \frac{1}{p}+\frac{3}{q}<1 \tag{5.2}
\end{equation*}
$$

(3) If $\mathbf{Q}$ satisfies $\mathfrak{d}_{2,1}(\mathbf{Q})=2$, then $\mathbf{Q} \equiv\left(\xi_{1} \xi_{2}, \xi_{1}^{2}-\xi_{2}^{2}\right)$, and the estimate (1.1) holds for

$$
\begin{equation*}
q>4, \quad \frac{1}{p}+\frac{3}{q}<1 \tag{5.3}
\end{equation*}
$$

Moreover, the estimates all above are sharp up to the endpoints.
Proof. Suppose that $\mathbf{Q}$ satisfies $\mathfrak{d}_{2,1}(\mathbf{Q})=1$. By Lemma 2.2 in [18], we have

$$
\begin{equation*}
\mathfrak{d}_{2,1}(\mathbf{Q})=1 \Longleftrightarrow \mathbf{Q} \equiv\left(\xi_{1}^{2}, *\right) \tag{5.4}
\end{equation*}
$$

If $\mathfrak{d}_{1,2}(\mathbf{Q})=0$, by (1.14) in [19], this quality must take minimal restricting on $\xi_{1}=0$. We can assume that

$$
\mathbf{Q} \equiv\left(\xi_{1}^{2}, \xi_{1} L(\xi)\right)
$$

with a linear form $L$. Also note $\mathfrak{d}_{2,2}(\mathbf{Q})=2, L(\xi)$ must depend on the variable $\xi_{2}$. By a linear transformation, we get $\mathbf{Q} \equiv\left(\xi_{1}^{2}, \xi_{1} \xi_{2}\right)$. If $\mathfrak{d}_{1,2}(\mathbf{Q})=$ 1, we write

$$
\mathbf{Q} \equiv\left(\xi_{1}^{2}, a \xi_{2}^{2}+b \xi_{1} \xi_{2}\right)
$$

for some $a$ and $b$. We know $a \neq 0$, otherwise it just is the case (1). If $b=0$, we have proved the case (2). If not, we add a multiple of $\xi_{1}^{2}$ to $Q_{2}$ such that the second term can form a perfect square. Using a linear transformation, we get $\mathbf{Q} \equiv\left(\xi_{1}^{2}, \xi_{2}^{2}\right)$.
Suppose that $\mathbf{Q}$ satisfies $\mathfrak{D}_{2,1}(\mathbf{Q})=2$. We pick $M \in \mathbb{R}^{2 \times 2}$ and $M^{\prime} \in$ $\mathbb{R}^{2 \times 1}$ such that the equality in (2.19) is achieved with $d^{\prime}=2, n^{\prime}=1$. By linear transformations, we can assume that $M=I_{2 \times 2}$ and $M^{\prime}=(1,0)^{T}$. Then $\mathfrak{d}_{2,1}(\mathbf{Q})=2$ implies that $Q_{1}$ depends on 2 variables. We use linear transformations again to diagonalize $Q_{1}$, then

$$
\mathbf{Q} \equiv\left(\xi_{1}^{2} \pm \xi_{2}^{2}, *\right)
$$

We first assume that $Q_{1}=\xi_{1}^{2}+\xi_{2}^{2}$. Then we can reduce it to

$$
\mathbf{Q} \equiv\left(\xi_{1}^{2}+\xi_{2}^{2}, \lambda \xi_{1} \xi_{2}+\mu \xi_{2}^{2}\right)
$$

If $\lambda=0$, it can be further reduced to ( $\xi_{1}^{2}, \xi_{2}^{2}$ ), which is just the case (2). If $\mu=0$, by adding a multiple of $\xi_{1} \xi_{2}$ to $Q_{1}$ such that $Q_{1}$ forms a perfect square, which is contradiction with (5.4). Therefore, we can assume that $\lambda \neq 0$ and $\mu \neq 0$. In this case, we can add a multiple of $Q_{1}$ to $Q_{2}$ such that $Q_{2}$ forms a perfect square, which is contradiction with (5.4) again. Next we assume that $Q_{1}=\xi_{1}^{2}-\xi_{2}^{2}$. By a linear transformation, we can write

$$
\mathbf{Q} \equiv\left(\xi_{1} \xi_{2}, a \xi_{1}^{2}+b \xi_{2}^{2}\right)
$$

We can assume $a \neq 0$ and $b \neq 0$, otherwise it can be further reduced to the case (1). So

$$
\mathbf{Q} \equiv\left(\xi_{1} \xi_{2}, \xi_{1}^{2}+b \xi_{2}^{2}\right)
$$

If $b>0$, we add a multiple of $\xi_{1} \xi_{2}$ to $Q_{2}$ such that $Q_{2}$ can form a perfect square, which is a contradiction with (5.4). Therefore $b<0$, and $\mathbf{Q} \equiv$ $\left(\xi_{1} \xi_{2}, \xi_{1}^{2}-\xi_{2}^{2}\right)$.

Now we show (5.1)-(5.3). For (5.1) and (5.2), we have proved them in the case (1) in Theorem 1.1. For (5.3), though $\left(\xi_{1} \xi_{2}, \xi_{1}^{2}-\xi_{2}^{2}\right)$ is not included in Theorem 1.1, note

$$
|J(\xi)| \sim \xi_{1}^{2}+\xi_{2}^{2} \geq \xi_{1}^{2}
$$

we can still apply Theorem 3.1 and the argument of Section4. The sharpness of these estimates can be shown by testing on certain functions as in the final part of the previous section.
Remark 5.1. As a historical remark, Christ [12] showed that when $d=n=$ 2, the (CM) condition (Definition 2.3) is equivalent to cases (2) and (3) in Theorem 5.1, and he was able to obtain endpoint results $\left(q>4, \frac{1}{p}+\frac{3}{q}=1\right)$ via a different method.

We point out that (5.1)-(5.3) can also be proved via the classical broadnarrow analysis as in [17, Proposition 8.2]. However, our method seems more suitable. We take the case (1) in Theorem 1.1] as an example. From the
argument of the necessary condition, we see that the element determining the optimal necessary condition is $\max _{j} w_{j}$. This quality also dominates the range of $p$ in Theorem [3.1. On the other hand, 19 and [15] both studied the restriction estimates for general higher co-dimensional surfaces via multilinear method and $k$-linear method, respectively. Their arguments are much more complex than ours. Despite all these complications, their approaches seem to be only more powerful for non-degenerate quadratic surfaces. In fact, for all cases in Theorem [5.1, the results derived by their methods are not sharp.

We say a few words on the last case in Theorem 5.1. $\mathbf{Q}=\left(\xi_{1} \xi_{2}, \xi_{1}^{2}-\xi_{2}^{2}\right)$ is a very special example with the following property: $J(\xi)=0$ implies $\xi=0$. If we use the broad-narrow analysis to study it, the narrow part will just be 0 -dimensional. By rescaling and induction straightforwardly, we easily obtain sharp restriction estimate on it. Will such phenomenon occur in higher dimensions? More precisely, given a tuple $\mathbf{Q}(\xi)=\left(Q_{1}(\xi), \ldots, Q_{n}(\xi)\right)$ of quadratic forms with $\xi \in \mathbb{R}^{d}$, does there exist $\mathbf{Q}$ such that $\mathfrak{J}_{d, 1}(\mathbf{Q})=d$ ?

A deep algebraic result [1, Theorem 1] tells us that the maximal dimension of subspace of real invertible $d \times d$ matrices is given by the Hurwitz-Radon number $\rho(d)$, which is defined as follows: if $d=2^{4 a+b} c(0 \leq b \leq 3, c$ odd $)$, then $\rho(d)=8 a+2^{b}$. Therefore, if $\rho(d)<n$, then it's impossible to have $\mathfrak{o}_{d, 1}(\mathbf{Q})=d$. In particular, when $d$ is odd, we must have $\rho(d)=1$, so the only possible case is when $n=1$, i.e., $\mathbf{Q}$ is a hypersurface with non-zero Gaussian curvature. Also, we can see that $\rho(d) \leq d$, so it's impossible to have $\mathfrak{\partial}_{d, 1}(\mathbf{Q})=d$ when $d<n$.
In fact, a more detailed computation based on $\rho(d)$ shows that for any fixed ratio $\lambda$ of co-dimension $n$ and dimension $d$, there are at most finitely many pairs of $(d, n)$ such that there exist some $\mathbf{Q}$ satisfying $\mathfrak{o}_{d, 1}(\mathbf{Q})=d$. (We have seen that when $\lambda>1$ there is no such pair.) For example, when $\lambda=$ 1 (i.e., $d=n$ ), the only possible cases are $(d, n)=(1,1),(2,2),(4,4),(8,8)$. Here $(d, n)=(1,1)$ is achieved by the real parabola $\mathbf{Q} \equiv\left(\xi_{1}^{2}\right)$ in $\mathbb{R}^{2}$, while $(d, n)=(2,2)$ is achieved by the complex curve $\mathbf{Q} \equiv\left(\xi_{1} \xi_{2}, \xi_{1}^{2}-\xi_{2}^{2}\right)$ in $\mathbb{C}^{2}$ as in case (3) of Theorem 5.1. However, we do not know if $\mathbf{Q}$ can be constructed when $(d, n)=(4,4)$ or $(8,8)$. Similarly, when $\lambda=\frac{1}{2}$ (i.e., $d=2 n$ ), the only possible cases are $(d, n)=(2,1),(4,2),(8,4),(16,8)$. Here $(d, n)=(2,1)$ is achieved by the paraboloid/hyperboloid $\mathbf{Q}=\left(\xi_{1}^{2} \pm \xi_{2}^{2}\right)$ in $\mathbb{R}^{3}$, while $(d, n)=$ $(4,2)$ is achieved by the complex paraboloid $\mathbf{Q} \equiv\left(\xi_{1}^{2}-\xi_{2}^{2}+\xi_{3}^{2}-\xi_{4}^{2}, \xi_{1} \xi_{2}+\xi_{3} \xi_{4}\right)$ in $\mathbb{C}^{3}$. However, we do not know if $\mathbf{Q}$ can be constructed when $(d, n)=(8,4)$ or $(16,8)$.

Anyway, these facts in some sense indicate that $\mathfrak{d}_{d, 1}(\mathbf{Q})=d$ may not be the right way to describe "well-curvedness" (i.e., maximal nondegeneracy) in Fourier restriction theory. On the one hand, it will exclude a bunch of quadratic surfaces which are generally believed to be "well-curved", such as $\mathbf{Q} \equiv\left(\xi_{i} \xi_{j}\right)_{1 \leq i \leq j \leq d}$ with $n=\frac{d(d+1)}{2}$ resolved in [30] (its well-curvedness can
be tested using [16, Theorem 6]). On the other hand, the set of $\mathbf{Q}$ satisfying $\mathfrak{d}_{d, 1}(\mathbf{Q})=d$ can be very sparse, i.e., for "almost all" $(d, n), \mathfrak{o}_{d, 1}(\mathbf{Q})=d$ will never be satisfied.

In general, finding the right notion of well-curvedness is a subtle problem, especially in higher co-dimensional cases. One major breakthrough towards this direction is [16], which proposed a range of computable criteria for wellcurvedness and identified the deep connections to geometric invariant theory. Interestingly, when $n=2$, the criteria in [16] are shown to be equivalent to Definition [2.3, see [13, Theorem 2].

Though we mainly focus on Theorem 1.1 in this paper, our method can actually be used to study more quadratic surfaces than those in Theorem 1.1. For example, in the case (1) of Theorem 1.1, the constraint $\lambda_{j} \leq j$ for each $1 \leq j \leq n$ is convenient for us to directly apply Theorem 3.1. We can also consider other conditions: suppose that

$$
\mathbf{Q}=\left(\xi_{\lambda_{1}} \xi_{1}, \xi_{\lambda_{2}} \xi_{2}, \ldots, \xi_{\lambda_{n}} \xi_{n}\right)
$$

We assume that one of the following conditions holds:

- $\lambda_{1}=2, \lambda_{j} \leq j$ for each $2 \leq j \leq n$;
- $\lambda_{1}=3,2 \leq \lambda_{j} \leq j$ for each $2 \leq j \leq n-1$;
- $\lambda_{1}=3, \lambda_{3}=3, \lambda_{j} \leq j$ for each $j \neq 1,3$.

Then the estimate (1.1) holds for

$$
\begin{equation*}
q>\max _{j} w_{j}+3, \quad \frac{1}{p}+\frac{\max _{j} w_{j}+2}{q}<1 . \tag{5.5}
\end{equation*}
$$

Similarly, we can also consider other polynomial cases on (2) and (5) in Theorem 1.1.

From the above arguments, it's plausible that our method is more powerful in the study for degenerate higher co-dimensional surfaces. However, our method cannot cover all possible cases, even when the quadratic surface is monomial. For example, when

$$
\mathbf{Q}=\left(\xi_{1} \xi_{2}, \xi_{2} \xi_{3}, \xi_{3} \xi_{4}, \xi_{4} \xi_{1}\right)
$$

we can compute that $J(\xi) \equiv 0$, and then the condition in Theorem 3.1 is not met at all. What's more, even if Theorem 3.1 works, it may well be the case that the restriction estimate we obtain is not sharp. For the case

$$
\mathbf{Q}=\left(\xi_{1}^{2}, \ldots, \xi_{1} \xi_{n-1}, \xi_{1} \xi_{n}+\xi_{n+1}^{2}\right),
$$

we have proved sharp restriction estimate in the case ( 5 d ) of Theorem 1.1, However, for the case (2) of Theorem 1.1, we always require $\lambda \geq 2$. If $\lambda=1$, a typical example is

$$
\mathbf{Q}=\left(\xi_{1}^{2}, \ldots, \xi_{1} \xi_{n-1}, \xi_{1} \xi_{n}+\xi_{2}^{2}\right)
$$

Through the same argument as in the final part of the previous section, we expect that (1.1) may hold for $p>n+2$ if $p=q$. But the result in

Theorem 3.1 only covers $p>n+3$. Therefore, our method can not yield sharp bound in this case. If we consider the classical broad-narrow analysis, then the constraint from the broad part is $p>4$, while the narrow part requires $p>n+7 / 2$ due to the loss of decoupling.
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