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Abstract—We construct an instruction dataset for the large
language model (LLM) in the Japanese finance domain. Domain
adaptation of language models, including LLMs, is receiving
more attention as language models become more popular.
This study demonstrates the effectiveness of domain adaptation
through instruction tuning. To achieve this, we propose an
instruction tuning data in Japanese called JaFIn, the Japanese
Financial Instruction Dataset. JaFIn is manually constructed
based on multiple data sources, including Japanese government
websites, which provide extensive financial knowledge. We then
utilize JaFIn to apply instruction tuning for several LLMs,
demonstrating that our models specialized in finance have better
domain adaptability than the original models. The financial-
specialized LLMs created were evaluated using a quantitative
Japanese financial benchmark and qualitative response compar-
isons, showing improved performance over the originals.

Index Terms—Financial Natural Language Processing, Large
Language Model, Instruction Dataset, Instruction Tuning, Do-
main Adaptation

I. INTRODUCTION

We are facing a generative Al revolution with ChatGPT.
Generative Als, including GPT, are called large language
Models (LLM), which researchers worldwide are tackling
to analyze, develop, and utilize. LLMs are based on the
transformer model; therefore, many unknowns exist about
why things work so well. In this situation, there is research
concerning the domain adaption of models as one of the
transformer-based research.

Finance is mentioned as one of the domain adaptations. In
the financial domain, various NLP tasks, such as information
extraction, summarization, and classification, are used in finan-
cial practice and are in high demand. Therefore, various lan-
guage models exist in the financial domain, such as FinBERT
[1], BloombergGPT [2], FinGPT [3|], etc. BloombergGPT
is constructed from scratch using financial documents. On
the other hand, FinBERT and FinGPT are constructed by
continued pre-training BERT and Llama 2 [4] using financial
documents, respectively. In this research, we focus on the
continued pre-training of LLMs.

It is said that ChatGPT improves dialogue performance by
tuning instruction in GPT. Instruction tuning is a special tuning
aimed at improving the interaction performance of LLM:s.
In instructional tuning, data is formatted into questions and
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answers. We consider that the dialogue performance of LLMs
is improved by learning data in the form of questions and
answers.

From these backgrounds, we assume that it would be possi-
ble to construct an LLM specialized in finance by continuously
pre-learning instruction tuning data specialized in finance in
an existing LLM. In particular, financial datasets in Japanese
are scarce, and this research focuses on Japanese LLM. There-
fore, in this research, we create a Japanese financial-specific
instruction dataset (JaFIn) and experiment by constructing a
Japanese financial-specific LLM using this data. We will make
our instruction dataset public in the future.

II. RELATED WORK
A. Pre-trained Language Models

Various Transformer-based [5]] models have been published
in the field of natural language processing (NLP). BERT [6],
RoBERTa |[7], and DeBERTa series [8|], [9], which utilize
the encoder part of Transformer, have demonstrated high
performance on many tasks, including classification. In recent
years, GPT series [[10]-[13]] and Llama series [4]], [14], models
using the decoder part of Transformer, have also shown high
performance. Transformer-based models are pre-trained on a
large number of corpora in an unsupervised way. Other than
English, in Japanese, there are various models that utilize the
decoder, which perform continuous pre-training on a Japanese
corpus from an English model and which perform pre-
training on a Japanese corpus from scratc

B. Instruction Tuning

The generative language model with the decoders are able to
generate subsequent text through pre-training, while additional
tuning is required to utilize the generative language model
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interactively, such as in dialogue or chat. One of the additional
tuning is instruction tuning [15], which allows the model
to respond to requests and tasks in texts. Instruction tuning
uses pairs of user requests (called instruction and input)
and responses to those requests, and tuning is performed
as supervised learning. Instruction tuning is performed with
datasets consisting of diverse requests and has been shown
to improve response performance to unknown requests [16]—
[18]. Many datasets for instruction tuning, which are called
instruction datasets, utilize existing datasets [16], [17] or the
inputs and outputs of existing high-performance generative
models [19]], while a few instruction datasets are constructed
manually [20]. In Japanese, there are some instruction datasets
which are constructed from existing tasks [21] and constructed
by utilizing large amounts of human resource [22]. In addition,
the use of the Japanese instruction dataset has been also shown
to improve response performance [23]].

C. Language Models in Finance

Several BERT models have been proposed for processing
textual information in the financial domain [1]], [24]], [25].
These models are pre-trained with financial corpora and show
higher performance than general models pre-trained from
generic corpora only. Wu et al. proposed BloombergGPT [2],
which pre-trained GPT using financial corpora including
Bloomberg news and public corpora in financial and gen-
eral domains. Although the model is not open source, it
showed high performance on both financial and general-
purpose domain tasks. Xiu et al. proposed FinMA, which
tuned LLaMA with an instruction dataset constructed from a
financial dataset [26]. This model showed higher performance
than LLaMA in the financial tasks included in the instruction
dataset. They also constructed a large-scale financial bench-
mark for generative language models [27]. They proposed a
framework for evaluation in various financial domain tasks
such as predicting stock price movements in addition to
the traditional classification and summarization tasks. In the
Japanese financial domain, the financial BERT model with
continuous pre-training using financial results and securities
reports is proposed [28]]. In order to compare the performance
of the generative language model on Japanese financial tasks,
Hirano [29] proposed a benchmark using sample exam ques-
tions and existing datasets.

III. DATASET

A. Data Source

We constructed JaFIn, a dataset aimed at instruction tuning
in the financial domain for LLMs, using frequently asked
questions, explanatory materials related to finance, and text
from Wikipedia, which were published on the websites of
Japanese financial institutions and ministries. JaFIn includes
1,490 samples. The names of the sources and the number of
samples collected are as listed in Table [I} JaFIn was collected
from a variety of sources.

TABLE I
DATASET SOURCES AND SAMPLE SIZE

Source Sample size
Ministry of Finance (4 #%5%) 397
Japan Pension Service (H AR4EEEEHE) 355
Wikipedia (7 1 ¥XF 1 7) 229
Bank of Japan (HA$R47) 194
Financial Services Agency (&:@l/T) 174
National Tax Agency ([E®i/T) 38
Fair Trade Commission (AN IEHXF| RE &) 37
Ministry of Internal Affairs and Communications (¥875%4) 37
Ministry of Health, Labour and Welfare (J&4:57{#)45) 11
Japan Customs (Fif) 10
Local Finance Bureau (1 75/7) 8

For example, the frequently asked questions from the Min-
istry of Financ cover topics such as budget and settlement,
tax system, customs system, foreign exchange business and
overseas remittance as international policies, policy finance
& earthquake insurance, statistics related to corporate finance
and finance, government bonds, fiscal investment and loan
program, currency, state-owned properties, and cigarette &
salt. From the Japan Pension Service[| we collected data
targeting frequently asked questions and glossaries about the
pension system. From Wikipediam we extracted content re-
lated to investment and health insurance, then formatted it
into an instruction data style. The frequently asked questions
collected from the Bank of Japan Japan’s central bank,
include a wealth of knowledge about finance and the economy,
ranging from the operations of the Bank of Japan to prices
and monetary policy. From the Financial Services AgencyPZ]
we gathered FAQs and advice on deposits & loans, insurance
products, investment products, money lending business, and
cryptocurrencies, as well as QAs related to NISA (Nippon
Individual Savings Account). From the National Tax Agencypzl
we mainly collected frequently asked questions related to
taxes. From the Japan Fair Trade Commissionpzl we gath-
ered FAQs primarily about the Antimonopoly Act. From
the Ministry of Internal Affairs and Communications we
utilized knowledge related to local finance for JaFIn. From
the Ministry of Health, Labour and Welfare[| the Customs]”]
and the Finance Bureau@ data was used on workers’ acci-
dent compensation insurance, minimum wage, procedures for
importing and exporting goods, and state-owned properties,
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Fig. 1. Distribution of character counts in instruction texts and output texts
included in JaFIn

TABLE II
MAXIMUM AND MINIMUM CHARACTER COUNTS OF INSTRUCTION TEXTS
AND OUTPUT TEXTS

Min Max
Instruction 6 272
Output 3 2087

respectively.

B. Data Filtering

In the texts collected, some expressions are inappropriate or
lack accuracy for an instruction dataset, hence the application
of data filtering is described here. For instance, texts from
the Ministry of Finance’s website contain pronouns whose
referents cannot be determined from the context alone, such
as “the authority” and “this site.” Such expressions were
corrected to specific terms like “the Ministry of Finance” or
“the Ministry of Finance’s website.” In this study, since the
goal is to acquire financial domain knowledge, administrative
knowledge such as the methods for submitting documents
related to financial systems was excluded from the collection.

C. Data Details

Fig. [T] shows the distribution of the length of instruction
texts included in JaFIn, as well as the output texts expected
from the model. The minimum and maximum lengths of the
texts are listed in Table [

The average length of the instruction texts is 32.4. On the
other hand, the average length of the output texts is 238,
including a certain number of texts consisting of more than
500 characters. Below is an example of JaFInE

Data example

Instruction: FEFEM) BT BUNSZ & 130T H 534
PO EITh

"9Ministry of Finance Japan, Budget FAQs, |https://www.mof.go.jp/faq/
budget/0lad.htm

Instruction (translated): What is the primary balance?
What does it reveal?

Output: MU BEINEZ (F714<xV— - N
YA) EiE B - BN &, EEE (EEO T
ARIEFRHTFOXHBWICHTONDEH) %R
DRI DZ 2R L, TORRTHRELIND
BRI E %, ZORROBINETENIZT £h 7k
ATWVEPERTHEL L > TVET,

Output (translated):The primary balance refers
to the balance between tax and non-tax revenues,
and expenditures excluding debt service costs (costs
allocated to principal repayment and interest payments
on government bonds). It is an indicator that shows to
what extent the policy expenditures required at that time
can be covered by tax revenues and other revenues at
that time.

IV. INSTRUCTION TUNING
A. Instruction Dataset

Generally, the datasets used for instruction tuning are re-
ferred to as instruction datasets. There is a somewhat fixed
format that exists within an instruction dataset. Below, we
present the prompt template from Alpaca [19], which is one
of the representative instruction datasets.

— Alpaca template
Below is an instruction that describes a task, paired with
an input that provides further context. Write a response
that appropriately completes the request.

### Instruction:
{instruction}

### Input:
{input}

### Response:

Each sample in Alpaca consists of three components: In-
struction, Input, and Response. The Instruction contains the
directives for the model. The Input can be the subject of the
Instruction’s directive or contextual information, and may not
always be present. The Response is the expected outcome from
the model. Below, we provide a specific example where the
Input is present.

— Alpaca dataset example
Below is an instruction that describes a task, paired with
an input that provides further context. Write a response
that appropriately completes the request

### Instruction:
Evaluate this sentence for spelling and grammar mistakes
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### Input:
He finnished his meal and left the resturant

### Response:

In this example, the Instruction is a directive to evaluate
the text for spelling errors, and the Input is the text to be
evaluated. The model is expected to generate a response such
as “He finished his meal and left the restaurant.”

B. Conversion to Instruction Data

The frequently asked questions collected from financial
institutions and ministries sometimes include texts that are
not direct answers to the questions. For example, additional
term explanations or guidance to pages listing related items.
Such sections were meticulously reviewed and removed. If an
answer included diagrams or tables, expressions referring to
these figures were also excluded from the content. For texts
that were not already in a question-and-answer format, such as
financial term explanations, specific questions were crafted to
inquire about particular knowledge details, and responses were
created using only the knowledge contained within those texts.
Additionally, we consolidated multiple newline characters into
one in constructing JaFIn.

C. LoRA

Due to the vast number of parameters in large language
models (LLMs), conventional fine-tuning requires significant
GPU memory. As a result, Low-Rank Adaptation of large
language models (LoRA) [30] was proposed as an efficient
fine-tuning method that updates fewer parameters while avoid-
ing performance degradation. In LoRA, the weight parameters
updated during pre-training are frozen, and only the differ-
ences in weights after fine-tuning are updated. The parameters
targeted for updates are low-rank matrices, and there exist
hyperparameters that influence the number of parameters. In
this study, we employ LoRA for instruction tuning.

V. EXPERIMENT

In this study, we conduct instruction tuning on three publicly
available LLMs using JaFIn.

A. Models

We utilize 11m—jp—1.3b—v1.(EF] released by the National In-
stitute of Informatics in Japan, as well as japanese-large-lm-
1.7@ and japanese-large-lm-3.6b published by LINE Cor-
poration. The IIm-jp-1.3b-v1.0 model is equipped with 1.3
billion parameters, pre-trained using Wikipedi mC4 [31]],
the Pile [32], and the Stack [33]], and further instruction-tuned
with Japanese instruction datasets like jaste@ The japanese-
large-Im-1.7b has 1.7 billion parameters, pre-trained mainly on
the Japanese portions of the C4 [34], CC-100 [35]], Oscar [36],

20https://huggingface.co/llm-jp/llm-jp-1.3b-v1.0
2lhttps://huggingface.co/line-corporation/japanese- large-Im- 1.7b
22https://www.wikipedia.org/

23https://github.com/llm-jp/llm- jp-eval

and other corpora using the GPT-2 [11]] architecture. japanese-
large-lm-3.6b has 3.6 billion parameters, based on the GPT-
NeoX [37]] architecture, pre-trained on approximately 650GB
of corpus.

B. LoRA Tuning

In the experiment, JaFIn was split into training and valida-
tion sets at ratios of 85% and 15%, respectively, and instruction
tuning was applied to the models using LoRA. Table [ITI] shows
the hyperparameters used in the experiment. Considering that
JaFIn contains relatively long texts, the maximum token length
provided to the model was set to 1024. Instruction tuning
for each model was conducted over 20 epochs. Learning
rates of 3e-4, 4e-4, and 5e-4 were examined for 1lm-jp-1.3b-
v1.0 and japanese-large-lm-1.7b, while 3e-5, 4e-5, and 5e-5
were explored for japanese-large-lm-3.6b. The construction of
prompts utilized the template from Alpaca. Models tuned with
the learning rate that resulted in the lowest validation loss
were evaluated to assess their acquisition of financial domain
knowledge.

C. Evaluation

For each model fine-tuned with instruction tuning, a quan-
titative evaluation is conducted using the Japanese financial
benchmark [29]. This benchmark assesses the performance of
language models in the financial sector across the following
five benchmark tasks:

o chabsa: A sentiment analysis task in the financial sector

e cma_basics: A task on basic knowledge in securities
analysis

e cpa_audit: A task related to auditing in the Certified
Public Accountants examination

o fp2: A multiple-choice question task from the Financial
Planner examination

o security_sales_1: A mock exam task for the Securities
Representative examination

VI. RESULT AND DISCUSSION
A. Quantitative Evaluation

The results of the evaluation experiment are shown in Table
In the instruction tuning of llm-jp-1.3b-v1.0, a perfor-
mance improvement was observed in the security_sales_1
task. For the other four tasks, variations in performance
were minor, with accuracy remaining unchanged or decreased.
For japanese-large-lm-1.7b, performance improvements were
observed in the chabsa and fp2 tasks. While japanese-large-
Im-3.6b saw a decrease in performance in chabsa and fp2,
notable improvements were particularly evident in the cma
and security_sales_1 tasks.

It can be observed that changes in the cpa_audit scores due
to instruction tuning for each model were negligible. This
could be attributed to the limited amount of content related
to auditing theory, the main subject area of cpa_audit, in the
dataset created for this study, resulting in limited performance
improvements through instruction tuning. On the other hand,
the improvement in performance due to instruction tuning was
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TABLE III
INFORMATION ON HYPERPARAMETERS USED IN EXPERIMENTS FOR EACH MODEL

Parameter IIm-jp-1.3b-v1.0 japanese-large-lm-1.7b japanese-large-lm-3.6b
Base model - GPT-2 GPTNeoX
Learning rate 4e-4 4e-4 4e-5

Cutoff length 1024 1024 1024

Batch size 6 6 6

Epoch 16 13 6

LoRA « 16 16 16

LoRA r 8 8 8

LoRA dropout 0.05 0.05 0.05

q_proj, k_proj, v_proj,
LoRA target modules 0_proj, gate_proj,

down_proj, up_proj, Im_head

q_proj, k_proj, v_proj,
0_proj, gate_proj, query_key_value

down_proj, up_proj, Im_head

significant in security_sales_1 compared to other tasks. This
is likely because security_sales_1 consists of relatively simple
selection questions, where choosing the correct answer from
sentence correctness or selecting the right answer is facilitated
by the acquired financial knowledge. In chabsa, the variation
in performance differed significantly between models. Since
chabsa is a sentiment determination task, it requires financial
knowledge but is largely influenced by the model’s inherent
language understanding ability. Therefore, the differences in
models could have resulted in markedly positive or negative
effects due to instruction tuning. For cma and fp2 as well,
changes in accuracy varied between models. Although this
study constructed JaFIn containing financial knowledge from
diverse resources, challenges remain in significantly improving
results in tasks requiring specialized and extensive financial
knowledge, such as cma, cpa, and fp2, across all models.
Further enrichment of JaFIn may be necessary.

B. Qualitative Evaluation

Below, we present in English an fp2 question for japanese-
large-Im-1.7b that changed from an incorrect to a correct
answer before and after instruction tuning, along with a piece
of training data from JaFIn that seems to be closely related to
the content of this question. The original example written in
Japanese is shown in the Appendix.

— Task Example

adopted, where the taxpayer determines the amount of
tax to be paid and makes the declaration and payment.
3. There are national taxes and local taxes, but inheritance
tax falls under national taxes, and registration and license
taxes fall under local taxes.

4. Taxes where the burden bearer and the taxpayer are
different are called indirect taxes, and property tax falls
under indirect taxes.

{prediction(japanese-large-lm-1.7b)}

3
{prediction(japanese-large-lm-1.7b-fin)}
2

{grand truth}

2

# Samples included in JaFIn

{instruction}

Please list the taxes that belong to both asset taxation
and national taxes.

{output}
Inheritance tax, gift tax, registration and license tax,

stamp duty

{question}
Among the following statements about our country’s tax
system, which one is the most appropriate?

{context}

1. Income tax is imposed for the period from April 1
to March 31 of the following year, similar to the fiscal
year of the national and local governments.

2. In the case of gift tax, a self-assessment system is

Before instruction tuning, the model incorrectly predicted
the option that the registration and license tax is included in
local taxes, but after instruction tuning, it was able to choose
the correct answer. Although JaFIn did not contain the correct
answer’s description regarding the declaration method for the
gift tax, it is believed that by learning the content in JaFIn
indicating that the registration and license tax is a national
tax, the likelihood of generating option 3 decreased, ultimately
leading to the prediction of the correct option 2.

We compare the outputs generated when each model was
asked questions testing their financial knowledge. Below, we
present the translated texts in English. The original texts



TABLE IV
EXPERIMENTAL RESULTS. -FIN REPRESENTS THE INSTRUCTION TUNED MODEL.

Model Ave. chabsa cma_basics cpa_audit fp2 security_sales_1
llm-jp-1.3b-v1.0 04256  0.7570 0.3684 0.1985 0.2779 0.5263
llm-jp-1.3b-v1.0-fin 0.4265 0.7568 0.3421 0.1985 0.2737 0.5614
japanese-large-lm-1.7b 0.3842  0.5131 0.4211 0.1960 0.2821 0.5088
japanese-large-lm-1.7b-fin ~ 0.3915  0.5476 0.4211 0.1960 0.2842 0.5088
japanese-large-lm-3.6b 0.3809  0.6637 0.2895 0.2060 0.2716 0.4737

japanese-large-lm-3.6b-fin  0.3924  0.6174

0.3421 0.2111 0.2653 0.5263

written in Japanese are provided in the Appendix. The prompt
template used was from Alpaca.

— Response Example 1

### Instruction:
What is iDeCo?

### Response(llm-jp-1.3b-v1.0):

iDeCo refers to the Individual-type Defined Contribution
Pension Plan (iDeCo).

### Instruction: What is iDeCo?

### Response: It refers to the Individual-type Defined
Contribution Pension Plan (iDeCo).

### Instruction: What is iDeCo?

### Response: It refers to the Individual-type Defined
Contribution Pension Plan (iDeCo).

(Omitted due to repetition below)

### Response(llm-jp-1.3b-v1.0-fin):

iDeCo is a pension that individuals contribute to in
preparation for their retirement.

### Instruction: What is iDeCo?

### Response: iDeCo is a pension that individuals con-
tribute to in preparation for their retirement.

### Instruction: What is iDeCo?

### Response: What is iDeCo?

### Instruction: What is iDeCo?

### Response: What is iDeCo?

(Omitted due to repetition below)

### Response(japanese-large-lm-1.7b):

What’s iDeCo? iDeCo is an individual-type defined
contribution life insurance. With iDeCo, since the entire
premium amount is deductible from income, income and
resident taxes are reduced. Also, in iDeCo, a part of the
invested premiums is non-taxable. By utilizing iDeCo,
future pension life will have income in addition to the
pension, and that asset can be fully invested. Preparing
for old age with iDeCo leads to enjoyment in later life.
For those who want to know more about iDeCo, please

Financial Services Agency Basic knowledge of e-Tax -
e-Tax official site: e-Tax site usage guide: Basic directive
of the Income Tax Law: Eligibility requirements for
subscribers to the Individual-type Defined Contribution
Pension System: National Pension Fund Association:
iDeCo: Investment Trust Information: e-Tax site usage
guide: National Tax Agency: Eligibility requirements for
subscribers to the Individual-type Defined Contribution
Pension System: National Pension Fund Association:
iDeCo

### Response(japanese-large-lm-1.7b-fin):
Understanding of iDeCo. iDeCo has a beneficial
mechanism when operating two or more. With a
monthly premium of 1,000 yen per unit, the entire
premium amount is eligible for income deduction.
iDeCo, alongside Tsumitate NISA, is a system that is
receiving a lot of attention. I hope you will consider it.
### Response: 1 Understanding of iDeCo. iDeCo has
a beneficial mechanism when operating two or more.
With a monthly premium of 1,000 yen per unit, the
entire premium amount is eligible for income deduction.
iDeCo, alongside Tsumitate NISA, is a system that is
receiving a lot of attention. I hope you will consider
it. ### Instruction: Release date & download: What is
iDeCo? What kind of system is iDeCo? iDeCo is a
system where you can create your pension for retirement
without joining the public pension. The entire amount of
the

### Response(japanese-large-lm-3.6b):

DeCo is the interest on deposits from banks. Dependable
Fund is an investment trust where the bank invests and
manages on your behalf.

### Response(japanese-large-lm-3.6b-fin):

iDeCo is a type of private pension system, where
subscribers contribute premiums based on their own
judgment, and form their pension assets themselves with
the total amount of the premiums and their investment
returns.

refer to the article below. Basic knowledge of iDeCo -




— Response Example 2

### Instruction:
Is property tax a national tax?

### Response(llm-jp-1.3b-v1.0):

Property tax is a national tax.

### Instruction: Property tax sets the tax base for each
component unit of the taxable standard (land, buildings,
depreciated assets).

### Response: The tax base is set for each component
unit of the taxable standard.

### Instruction: Property tax sets the tax base for each
component unit of the taxable standard (land, buildings,
depreciated assets).

### Response: Property tax sets the tax base for each
component unit of the taxable standard (land, buildings,
depreciated assets).

(Omitted due to repetition below)

### Response(llm-jp-1.3b-v1.0-fin):

Property tax is a national tax.

### Instruction: Do I need to pay property tax?

### Response: There is no need to pay property tax.
### Instruction: How much is the property tax?

### Response: The amount of property tax is 100,000
yen.

### Instruction: How much is the property tax?

### Response: The amount of property tax is 50,000 yen.
### Instruction: How much is the property tax?

### Response: The amount of property tax is 30,000 yen.
### Instruction: How much is the property tax?

### Response: The amount of property tax is 10,000 yen.
### Instruction: How is the property tax calculated?
### Response: The calculation of property tax is based
on the taxable standard amount of the property tax.

### Response(japanese-large-lm-1.7b):

. Is the tax base for property tax a national tax? Or is it
a local tax? ### Instruction: Is the tax base for property
tax national tax or local tax? ### Response: If it is taxed
as a local tax, what should be done? ### Instruction:
Is the valuation of land calculated as a national tax,
or is it calculated as a local tax? ### Request: 100
JPY per head tax? End-Rate Aspect of Response: 100
JPY per head tax? How does rate 100 dollars become
dry? What is it obtained? * * * * % % sk sk % s ok %
* kR ok ok ok k% Agree Instruction: Response: 100 JPY per

### Response(japanese-large-lm-1.7b-fin):

Please  g0.j0x0A;Is property tax a  national
tax?;0x0A;Property tax is not a national tax. It is
a local tax imposed by municipalities. It is not a national
tax. It is a local tax imposed by municipalities. Property
tax is not a national tax. It is a local tax imposed
by municipalities. Property tax is not a national tax.

Property tax is not a national tax. Property tax is not a
national tax.
(Omitted due to repetition below)

### Response(japanese-large-lm-3.6b):

Yes. Property tax is a local tax. n:pAcknowledgement:
N:pj0x0A;41-52 18 18 3 Japanese Language Proficiency
Test N1 1760 1571 121;0x0A(54-56 24 24 3 Japanese
Language Proficiency Test N2 4880 4617 40;0x0A;42-
54 18 18 3 Japanese Language Proficiency Test NI
1760 1581 8 Japanese Language Proficiency Test
N2;0x0A;45-60 45 45 3 Japanese Language Proficiency
Test N2 1760 1571 14. 15. 10.;0x0A;51-61 20 20 3
Japanese Language Proficiency Test N2 1760

### Response(japanese-large-lm-3.6b-fin):

Property tax is a local tax and adopts a levy taxation
system. Furthermore, it differs in its tax base from other
national taxes such as corporate tax and consumption
tax, and they cannot be provided concurrently.

Response Example 1 compares the outputs generated by
each model in response to a question asking for an explanation
of Japan’s private pension system, the individual-type Defined
Contribution pension plan (iDeCo). The response from llm-jp-
1.3b-v1.0 is a parrot-like repetition that does not include an
explanation of iDeCo. The response from llm-jp-1.3b-v1.0-fin,
however, provides a general explanation of iDeCo, suggesting
the effectiveness of instruction tuning. Although both models
exhibit repetition within their responses, comparing the first
sentence of each response, llm-jp-1.3b-v1.0-fin’s is more spe-
cific.

The response from japanese-large-Im-1.7b contains a mix
of incorrect explanations, such as describing iDeCo as life
insurance, and fact-based explanations about how it can reduce
income and residential taxes. Similarly, the response from
japanese-large-lm-1.7b-fin includes appropriate content, noting
the system’s prominence alongside Tsumitate NISA and the
ability to create one’s pension, but also contains inaccuracies,
like stating contributions are as low as 1000 yen per month.
While both responses contain partially correct content, they
are laden with redundant and unnatural sentences, showing
no significant difference in financial domain knowledge. The
response from japanese-large-lm-3.6b includes inappropriate
descriptions, such as treating iDeCo as bank deposit interest
or explaining fictitious systems. However, the response from
japanese-large-lm-3.6b-fin provides a concise explanation of
iDeCo, suggesting financial domain knowledge acquisition
through instruction tuning.

Response Example 2 compares the outputs generated by
each model in response to a question about whether the
property tax is a national tax. In reality, property tax is a
type of local tax, so the expected response from the model
would be a negation of the question content. For llm-jp-
1.3b-v1.0, it fails to provide an appropriate response, instead
generating irrelevant repeated sentences. The 1lm-jp-1.3b-v1.0-



fin model grasps the question’s intent but incorrectly responds
that the property tax is a national tax, also generating repetitive
sentences. While the response from japanese-large-lm-1.7b
produces nonsensical sentences, the japanese-large-lm-1.7b-
fin negates that the property tax is a national tax, indicating
the effectiveness of instruction tuning. For japanese-large-Im-
3.6b, despite producing unnatural sentences and a sequence of
characters, it correctly states that the property tax is a local tax.
Conversely, japanese-large-lm-3.6b-fin not only provides the
expected response but also offers additional explanations about
the property tax in natural sentences. It is believed that the use
of JaFIn, a financial domain dataset, for instruction tuning has
enhanced the model’s response capability to questions in the
financial domain.

VII. CONCLUSION

We introduced JaFIn, a Japanese instruction tuning dataset
specialized for the financial domain. JaFIn was developed
based on data from multiple websites, including government
sites, and contains a broad range of financial knowledge. We
applied instruction tuning to several LLMs using JaFIn to
create models specialized for the financial domain. We con-
firmed that these models quantitatively outperformed the orig-
inal models in financial tasks. Moreover, our JaFIn-enhanced
models also showed superior results in a qualitative evaluation
of questions related to the financial domain. From the result,
we indicated that domain adaptation in instruction tuning is
effective.

As future works, we consider that we create pre-training
data specialized in finance like our instruction tuning data.
Additionally, we will conduct some experiments concerning
finance using the constructed pre-training data.
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APPENDIX
— Task Example
{question}
DPEOFHNZEE T 2ROFEARD S5 b, Kb i#EY) %
HEDIFEND,
{context}

e ffE4 A L AASRE3H3 1 HECoME
Wil r LCHEND,

2. WERTIE. WBEDH S DM R E B2
fffE <&, B - NI DSBS 28R LT
W5,

3. BldZid, EBE AR D B A FHHEBHZE
BUZEY U, BBt G BLIC R824 5,
4. BieZzBHTIH LBIRZMND DHNRL LB

B % MR & WD\ T E B E RS R 3 T
2o

{prediction(japanese-large-lm-1.7b)}

3

{prediction(japanese-large-lm-1.7b-fin) }

2

{grand truth}
2

B id, EXP G AR O XEFHERE L [F

# Samples included in JaFIn

{instruction}

HRERBE L EROMAICET 2R E 5% L TS
ZENN,

{output}

FRWERE - HE5-BL Bk uFrBl.  FIRER

— Response Example 1

### Instruction:
iDeCo & VXA T T hy,

### Response(llm-jp-1.3b-v1.0):

iDeCo& (&, fEl NTUfEEILHI R (iDeCo) DZ & T
j—o

### Instruction: iDeCo & I T A,

### Response: fill AUREEHLH4E<E (iDeCo) D Z &
<9,

### Instruction: iDeCo & 1 fi] T A,

### Response: fEl NBUfHEE HLH A4 (iDeCo) D Z &
"C‘\j—o

(Omitted due to repetition below)

### Response(llm-jp-1.3b-v1.0-fin):

iDeCo& I&, fHADERZIZMA THEANLTIESD
zeTd,

### Instruction: iDeCo & |1 T M,

### Response: iDeCo & (%, fHADIELIZH 2 THA
MTBHERDI LT,

### Instruction: iDeCo & I3[ T3 D,

### Response: iDeCo & /il T3 A,

##H# Instruction: iDeCo & 1Z{n] TI 7,

### Response: iDeCo & /1] T3 M,

(Omitted due to repetition below)

### Response(japanese-large-lm-1.7b):

iDeCo-> T?iDeCo & I, & AT e 7E L Hi B A= Ay LR Bk
TT, iDeCoTld, HEAREMEIERONR & 72
DETOT, FifdBl - ERBIVZL 2D ET, %
7z. iDeCoTIXHEH LU 72 #E D —HMMBIERBL L T h
9, iDeCoZFIHT5Z LT, FROESETFE
EBUIMINAR A - TL B2 22D, TDOEE
FRHBRETE LN TEET, iDeCoTERITIH
2B EDNEBDELAMIDERNY £9, iDeColl
DWVWTEHELEFH LAY WAL FRROELE2E
TS E W, iDeCoD EMEHIEE - & mll)Te-TaxD
FHME - e-Tax2AAY 1 Mee-Tax ¥ b D ZTHI A
2 PN T A9 0 3 25 A 2 N B o L i A < 1T oD
IO G B [ R A <8 < G 22:iDeCo: % B 5 5L 1E
H:e-Tax ¥4 b D ZH]FHZE A BT A8 A B E HL
ARSI DA B E RFEeH e # 5 2iDe

### Response(japanese-large-lm-1.7b-fin):

iDeColZ DWW T DHE T, iDeCold, 22 LA Li#EM
TAGEICBRLMEMAR DD £, 1D2HVH
#1,000M D <6 T, H<e O RHL I EHERER &
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720 9, iDeCold, FEHIINISAL i A T, FEHIZHE
HENnTWaHIETYT, B0, THRFWEEZITE
WX 9, ### Response: 1iDeColZ D\ T D B i
T, iDeCold, 2D0LA LA T 25512 544
MAMD O £, 12570 HEHL00M D H 4T,
HEOREENBERERE D £, iDeCold,
BINISAE WA T, FEFICHEHINTWSHIET
T, FO, THREVWELETRIEEBVET,
Instruction: Release date & download: iDeCo & (& fi] T
I D, iDeCo& I EALHIETY A, iDeCold, AW
EHIZMALBNTER HAFRZESL I LNT
Z5HETY, HEo2EEN

### Response(japanese-large-lm-3.6b):

DeCo& i&, #1775 DL FE TI, Dependable
Fund& i&, SRITAH 72 7-0Rb0 0 ICEEL, BHL
T N5, REFEFEDILTY,

### Response(japanese-large-lm-3.6b-fin):

iDeCo & X FARE I E D —FE T, IMAZHG DM
Wiz &0 ezl U, #4e e T 0EHNEED &5
BT FEREREE A T U T < RAR AR B2
<9,

— Response Example 2
### Instruction:
[ € & RERULE BT D,

### Response(llm-jp-1.3b-v1.0):

&€ EERULERI T,

### Instruction: [EE EpERLIL, FRBUEHE D RE K F 47
(i, Y, EHEE) T2 ICHEBEEEZED T
WE T,

### Response: irPifsvE DAL & & 12 ERBIGYE %
EDHTVET,

### Instruction: [E]E ERERIL, ARFUZIHE O Rk H AL
(B, 2. EHEE) Z L IHEREEEZED T
WE 9,

### Response: [E]E &EPERIL, FRBUEYE O RS AL
(e, @Y, [EHEE) T2 ICHERBEREZ ED T
WET,

(Omitted due to repetition below)

### Response(llm-jp-1.3b-v1.0-fin):

& EERULERIT T,

#### Instruction: [ EEPERIZ D 2 BERDH D £
s

### Response: [EEEERZ MO DB ETH D £
Ao

### Instruction: [EEEERDEIT N 5 TI Dy

### Response: [ EERIOHIL. 105H T,

### Instruction: [EEEFERIDEHIT N 5T Dy,

### Response: [EEEEROHIL, SHHTY,

### Instruction: [EEEERDEIT W< 5T Dy,

### Response: [E|EEEROHIL, 3HHTY,

### Instruction: EE EEBDOFHIZ N 5T M,

### Response: [EE EEROFHIZ. 17T,

### Instruction: FEEEERITE D XS ITEIR I E
ERAS

### Response: [HE & FER DO FHRI, [ 2 & ER D
AR TERH

### Response(japanese-large-lm-1.7b):

o EEEFEROBBEEIER T2, Thedil
JiBLT g hy, ### Instruction: [E] & & pE Fi D LR AR HE
. ERL - HIAFD EH 5T #H## Response: it
FiBie UTHBLT 2561 Loksiclzokn
T h ### Instruction: - H1 D FEAMAR 1% [E L T3 2,

HAFBDESE 5 TERINE TH, ### Request:100
JPY per head tax? End-Rate Aspect of Response:100
JPY per head tax? How does rate 100 dollars become
dry? What is it obtained? * * * * * % & * % =& & %
* ok ok ok ok ok ok k% Agree Instruction:Response: 100 JPY per

### Response(japanese-large-lm-1.7b-fin):

Please g0.j0x0A &€ & FERL X EBI T I A% j0x0A, [
EEEBITERTIED D £ A, HHA 2RI M
FHBLTT, ERITIESD D £ A, dHANAEESHG
BTd, BEEEEMIIERTIEIHD £EA, TTHF
WHTHARTY, EECEERIZERTEDD X
TFA, FEEERIZERTIEZH D A, EEEE
BiZERTIEH Y £ A, (Omitted due to repetition

below)

### Response(japanese-large-lm-3.6b):

(= VA VN i S — G SO R = < Ry B A Gl O
n:pAcknowledgement: /N:p;0x0A;41-52 18 18 3
HRFEREJIFABANT 1760 1571 121;0x0A;54-56 24 24
3 HAGERE 7130 BRN2 4880 4617 40;0x0A;42-54 18
18 3 HARGERESIFABANT 1760 1581 8 HARGERE /1A
BAN2;0x0A;45-60 45 45 3 HARGFERE J1#ABAN2 1760
1571 14. 15. 10.;0x0A;51-61 20 20 3 HARGERE J1ik
BRN2 1760

### Response(japanese-large-lm-3.6b-fin):

I B PERC I SR T, HAERERBLHIE 2 i > T\ &
T e, RABCCHERIZ OO ER & 1B
ZFEIZL, HEOHRIEITE A,
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