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We propose a formalism that captures the algebraic structure of many-body two-level quantum
systems, and directly motivates an efficient numerical method. This formalism is based on the bi-
nary representation of the enumeration-indices of the elements of the corresponding Lie algebra. The
action of arbitrarily large elements of that algebra reduces to a few bit-wise exclusive-or operations.
This formalism naturally produces sparse representations of many-body density operators, the size
of which we control through a dynamic truncation method. We demonstrate how this formalism
applies to real-time evolution, dissipative Lindblad action, imaginary-time evolution, and projec-
tive measurement processes. We find that this approach to calculating quantum dynamics scales
close to linearly with the number of non-zero components in the density operator. We refer to this
exclusive-or represented quantum algebra as ORQA. As a proof of concept, we provide a numeri-
cal demonstration of this formalism by simulating quantum annealing processes for the maximum
independent set problem for up to 22 two-level systems.

I. INTRODUCTION

It is difficult to overstate the relevance of compos-
ite two-level systems, and the dynamics thereof, for a
vast number of quantum many-body physics. A prime
example is quantum information theory [1] and quan-
tum computing [2] in particular, where information is
encoded in sets of interacting two-level systems. Simi-
larly, quantum optics [3-6] and various spin systems [7—
9], are fields of study that heavily rely on the structure of
composite two-level systems. Analytical transformations
like those put forth and named after Jordan-Wigner [10],
Schwinger [11], and Holstein-Primakoff [12] are kept in
high regard as they map second quantization operators
onto spin-structures. In the field of quantum simula-
tion [13, 14], the particular method of quantum anneal-
ing [15, 16] fundamentally relies on mapping classically
hard problems onto Ising-like [17, 18] spin models [19],
through methods like quadratic unconstrained binary op-
timization (QUBO) [20]. Variational closed-loop opti-
mization on quantum devices has similarly been used to
treat combinatorics problems [21]. As such, the recent
exploration of quantum machine learning [22-24] heuris-
tics deepens the connection between quantum physics
and computer science methodologies.

Efficient computational methods are invaluable in
many branches of research of modern physics, and other
natural sciences alike. Many-body quantum systems,
composed of two-level systems or not, are notorious due
to their exponential complexity, which at the same time
is the potential that quantum computers promise to har-
ness [25]. Many numerical methods have been established
to approximate and accelerate calculations of this highly
complex class of quantum systems. Approaches such as
the density-matrix renormalization group [26-28], ten-
sor networks [29-31], and quantum Monte-Carlo meth-
ods [32, 33] are staples of the contemporary quantum
physicist’s toolbox and make it possible to study these
challenging systems through reduced representations and

adaptive means [34-36].

In this work, we present an efficient description of the
action of elements of the Lie algebra su(2™), which cap-
tures the structure of m-body composites of two-level
systems. This method avoids an explicit representation
and infers all calculations from bit-wise operations on
binary-indices that enumerate the elements of su(2").
This approach reduces the overhead of exponentially
large matrix products to a few binary operations con-
sisting primarily of the exclusive-or (V). We refer to this
formalism as the exclusive-or represented quantum al-
gebra (ORQA). From this formalism we directly infer
an efficient and natural numerical approach for calcu-
lating the real-time evolution, dissipative Lindblad ac-
tion, imaginary-time evolution, and projective measure-
ments in n-body composites of two-level quantum sys-
tems. While the exponential scaling of quantum com-
plexity generally applies, ORQA uses a sparse represen-
tation of density operators, in which the numerical effort
scales linearly with the number of non-zero components
in the density operator rather than with the naive size
of the Hilbert-space. Therefore, we introduce a dynamic
truncation method that drastically reduces the effective
size of the density operator, while approximating the
exact solutions well. We numerically demonstrate the
ORQA formalism in the example of quantum annealing
for the maximum independent set (MIS) problem for up
to 22 spins. We propose ORQA as a general and well-
performing framework for quantum dynamics, and as an
addition to the numerical toolbox of quantum many-body
physics. This formalism can be used in conjunction with
established numerical many-body methods and is highly
parallelizable, such that we expect the performance to
drastically improve further in the future.

This work is structured as follows. In Section II, we
introduce the ORQA formalism analytically, highlighting
its binary nature and how this motivates our computa-
tional method. In Section III, we present a numerical
demonstration on examples of quantum annealing. In
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FIG. 1. Illustrative example of the exclusive-or (Y) structure of su(2"). The indices of tensor-products (in this example
n = 4) of Pauli matrices when encoded as binary strings I and J, reproduce the group structure through the exclusive-or (V)
operation without the need for an explicit exponentially large matrix-representation. The structure factor is encoded in the

function b(j, k) as in Eq. 4 and Thl. L.

Section IV, we conclude our results and present possible
future directions for the ORQA formalism.

II. METHODOLOGY

The dynamics of two-level quantum systems are canon-
ically represented using the Pauli matrices

(0 n(3) () o

These matrices are a specific choice of a representation of
the Lie algebra su(2). We introduce a particular notation
of the Pauli matrices using the binary representation of
the subscripts. We define

0'00:1 0p1 = Oy O'loidy 011 — 0. (2)
This notation allows us to simplify the representation-
independent extended (including the identity) algebraic

structure as

00 = 5]‘700]@ + 5k,00j + (Jj,k - 25j,06k,0)00 + iejklUl
3)
— ib(j’k)djyk. (4)
Here VY is the bit-wise exclusive-or operation and the func-
tion b(j, k) generalizes the possible prefactors in Eq. 3.

; #1110 01 00
11 [00 11 01 00
10 (01 00 11 00
01 [11 01 00 00
00 |00 00 00 00

TABLE I. The binary table of the exponent b(j, k) of the
structure factor *'®) of su(2). Concatenating the rows of
this table provides the binary representation of M in Eq. 7.

e/l is the Levi-Cevita symbol. We continue to write the

commutator of such elements as
[0;,0%] = ((P0F) — 7P 05y = 2iyTF gy, (5)

where y7F = Im[i*@F)] € {1,0,—1}. Analogously, the
anti-commutator reads

{oj,o1} = (ib(j’k) + i_b(j’k))ajgk = ij’kajyk (6)

with 7% = Re[iU-F)].

These factors 27** and 37 can in principle be com-
puted in many different ways. We emphasize one method
that is numerically efficient and consists of encoding
b(j,k) in a look-up table to minimize overhead. For that
purpose, we collect all the possible values of b(j, k) in a
4 x 4 table that we show in Tbl. I. We concatenate the
rows of values of this table into a single 32-bit-string.
This bit-string provides the number

M = 001101000100110011010000000000005
= 877449216, (7)

which hence encodes the structure factor of su(2). Read-
ing the (j + 4k)th two-bit string of M gives b(j, k).

This representation of the algebraic structure and us-
ing M to calculate the structure factor is advantageous,
because this replaces products of explicit representations
of the Lie group elements with simple and fast bit-wise
operations that avoid an explicit representation. This
is particularly advantageous moving forward, as this ap-
proach generalizes in a straight-forward manner to arbi-
trarily large Pauli-strings.

Consider an arbitrary tensor product of Pauli matri-
ces o, with 2-bit-strings I;, for which we introduce the
notation

n—1 _ —
Qi 01, = 01, _\|In_o|...\Io = OI- (8)

Here I;|I; denotes the direct concatenation of bit-strings
such that I is a 2n-bit string. I is therefore a binary
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FIG. 2. Illustration of the numerical ORQA structure for quantum dynamics.

The density operator p, its derivative

p, and the Hamiltonian H are numerically expressed as dynamically sized maps of multi-indices I and the corresponding
components pr. Panel (a) shows an example of the memory access of an update operation. Calculating a component pr
involves accessing the components prvy and H;, for all J for which H; # 0. Panel (b) shows the one-to-one update of p given
by p. In the case that |p| > |p|, the size of p is dynamically increased to include the new components. Panel (c) shows the
truncation of p using a threshold € > 0. In the case that |pr| < ¢, the corresponding component of p is removed, dynamically

reducing the size of p.

representation of a non-negative integer up to the value
4™ — 1, which allows us to enumerate all 4™ elements of
s5u(2"), in addition to the identity. We call I a multi-
index. The algebraic structure of su(2™) emerges in this
formalism analogously to Eq. 4. We write

010y = @iy 01,0y, ®)
= i Xio b @rol gy (10)
= iB(I’J)UzzL (11)

where we have used that the exclusive or is a bit-wise
operation, i.e. I; ¥ J; = (IYJ),, and we have intro-
duced B(I,J) = Z?:_Ol b(1;,J;). Further, the commuta-
tor and anti-commutator of arbitrary Pauli-strings are,
analogously to the above, written as

[O’[,UJ] = (iB(I’J) — i_B(I"]))JIXJ (12)
=2V oy (13)
and
{or,05} = (BT 4 i=BUINg 1y, (14)
= QXI’JJ[!J, (15)

where X1/ = Re[i®U))] and Y1/ = Im[i®7)]. Note
that in the calculation of these factors, only the two least
significant bits of B(I,J) are relevant, as any higher bit

represents a multiple of four which leaves (/%) invari-

ant. We show the evaluation table of X7 and Y/¥ in
Thbl. II.

This structure provides a formalism in which the group
action of elements of su(2") is inferred directly from
the multi-indices alone, which enumerate the group ele-
ments. This fully reduces calculating the commutator of
2"-dimensional representations of n-fold tensor products
of Pauli matrices to a few simple bit-wise operations. We
illustrate this structure in Fig. 1. We propose to use this
to implement efficient numerical simulations of various
quantum systems, with two examples discussed below.
We refer to this formalism as the exclusive-or represented
quantum algebra (ORQA).

In the following sections, we show how this formal-
ism extends efficiently to multiplications of large lin-
ear combinations of Pauli-strings, such as arbitrary 2"-
dimensional hermitian operators. From this we iden-
tify efficient representations of quantum dynamics de-
scribed by the von Neumann equation, the Lindblad mas-
ter equation, imaginary-time evolution, and projective
measurement processes. In this manner, ORQA can be
utilized to efficiently, and with minimal overhead, sim-
ulate quantum physical systems that display the su(2")
structure, i.e. composite two-level quantum systems.

For this purpose, we write density operators p and



B(J,K) mod 4‘XJ»K‘YJ,K

00 1 0
01 0 1
10 -1 0
11 0 -1

TABLE II. The binary table of the su(2") structure fac-
tor components X7 and Y7 for commutators and anti-
commutators of Pauli-strings, respectively.

Hamiltonians H as linear combinations such as

4™ —1

p= Z pIOI (16)
I=0
4™ —1

H= Y Hoy, (17)
I=0

with p;, Hr € R. We note that this is a type of superoper-
ator formalism that linearizes the density matrix formal-
ism. However, the exclusive-or based algebraic structure
as a way to manipulate such objects has to our knowl-
edge not been explored before. We outline the algorith-
mic implementation of ORQA in App. A. Note that this
formalism can also be applied to unitary transformations
U in order to study for instance the full unitary time
evolution or products of unitaries, e.g. for the purpose of
calculating the action of quantum circuits.

A. Real-Time Evolution

In the density operator formalism, the unitary time
evolution of closed quantum systems is governed by the
von Neumann equation

which in the ORQA formalism we write as

4" —1 4" —1 4" —1
Z pror = i[z pIoT, Z Hjoy] (19)
I=0 I=0 J=0
4" —1
=2 Z p]HJYI’JO'[yJ. (20)
1,0=0

Note at this point, that the set of all 2n-bit strings
{0,1}*" transforms into itself under applying the
exclusive-or operation Y to all elements of that set with
any one element of that set. That means it is

{zVy,ze{0,1}°"} ={0,1}"", vy € {0,1}°". (21)

Therefore, in the sum over all 4™ multi-indices in Eq. 20,
we replace the multi-index J with J Y I, which is simply
a useful reordering of the summation. We further invoke

that IY JY J = I and arrive at the component p; of
the von Neumann equation
!/
pr = QZ prv Hy Y1577 (22)
J
!/
=2Y psHy Y (23)
J

The prime denotes that a sum only needs to be performed
over multi-indices for which H; in Eq. 22, or p; in Eq. 23,
are zero, which may be known a priori. These repre-
sentations are both correct, but they differ in whether
the sum is performed over the multi-indices that capture
H or those that capture p. Usually the Hamiltonian H
is sparse in this representation, while p is generally not,
such that Eq. 22 may in general be numerically favorable.
We illustrate the dynamical data structure of calculating
pr in Fig. 2 (a), and updating p with p in Fig. 2 (b).

Solving for p requires iterating over all p;y and Hy,
calculating Y7/ and accessing prvy. This procedure
approximately scales as O(|p||H]|), where |p| and |H| are
the numbers of non-zero components in p and H, respec-
tively. We omit the scaling of identifying the components
prv.j, which is potentially constant in time, depending on
the exact numerical implementation, e.g. using a hash
map to encode p and H. Note that it is also possible
to directly encode p; at a physical memory-address [
which removes any overhead from identifying pyvy, as
one can immediately access the memory-address IV J.
This fully reduces the calculation of p to systematically
accessing pointers in memory and guarantees the scal-
ing of O(|p||H]), however only at the expense of expo-
nentially large memory, as all 4™ addresses need to be
readily available, which is not tractable for large calcula-
tions. Regardless, in the worst case it is |p| = 4™, which
reproduces the exponential scaling that is expected from
quantum dynamics. We emphasize that Eq. 23 for differ-
ent I can be parallelized well, as all p; can be evaluated
independently of each other which provides the potential
for drastically increased performance.

Note that besides the von Neumann equation, the
derivation in this section equally applies to the Heisen-
berg equation which describes the time evolution of her-
mitian operators

0= Z O[O’]. (24)

In some instances, the dynamic size |O| might lead to
favorable performance.

B. Lindblad Dissipation

In every quantum system it is useful to consider the
presence of dissipative processes, which lead to modified
dynamics that do not preserve the unitarity or informa-
tion of a system. Omne very common method to intro-
duce dissipation into the real-time dynamics of quantum



systems is to employ the Lindblad master equation [37]
that extends the von Neumann equation by the addi-
tional term

Ll = Yo wlLaoL] - {LiLsp), (29

where 7; are real-valued coefficients and L; are called
Lindblad operators that capture the dissipative pro-
cesses. While in principle the operators L; can be cho-
sen freely, in quantum computing, quantum optical sys-
tems, spin-lattice dynamics, and other two-level ensem-
bles, most commonly, local dissipative processes are con-
sidered and captured using the operators o, and o4 =
(o £i0y)/2. For simplicity, we consider these processes
to occur in every two-level system identically, i.e. with
the same coefficients «, 1. For the operator o, in the
ORQA formalism, the Lindblad action of the component
corresponding to a multi-index I is

n—1

Lalpl; = =2v2pr Y Ijn VI, (26)

=0

where I;; and I;» are the first and second bits of I,
which is the jth two-bit string of I. For o4 it is

- %Ipl)a (27)

where & denotes the binary digit sum, e.g. 10115 = 3.
Note that the actions of these Lindblad terms require
very little access to other components of p, which makes
it a very efficient subroutine. We derive Eqs. 26 and 27
in App. D.

Lilpl; =v+(£ Z;:ol 01, 3P1v3x 43

C. Imaginary-Time Evolution

The imaginary-time evolution is a theoretical dynam-
ical description that produces thermal states of systems
in the density operator representation. The general idea

relies on performing the transformation % — [ with

B = (kgT)™ ", sometimes referred to as “rotating time in
the complex plane”, which intuitively transforms cycli-
cal unitary dynamics to thermodynamic decay, with an
exponential mapping on complex-valued objects. The
imaginary-time evolution therefore produces the normal-
ized states

op = —SPL=BHY (28)

Tr(exp{—-fSH})

The von Neumann equation transforms in this case into
the trace-preserving equation of motion

p=—{p,H} + 2Tx(Hp)p. (29)

In the ORQA formalism, the expectation value of H is

Te(Hp) =S Hipt (30)
I

and the anti-commutator is calculated analogously to
Eq. 22 utilizing Eq. 15, such that

!/
pr =23 (pres X" + py)H; (31)
J
I
= 22 (Hpvs X™H + Hy)py. (32)
J

Note that there are again two valid ways of writing this
expression, depending on whether the sum is performed
over the components of p or those of H. For long enough
times, the relaxation dynamics provided by these equa-
tions approach the ground state of the Hamiltonian H,
as the temperature approaches zero.

D. Projective Measurements

A central part of quantum mechanics is the destructive
measurement process which is captured with projections
onto eigenstates. A physical measurement [38] with re-
spect to some observable

0= Z O, P; (33)

produces one of the possible eigenvalues O; and projects
the state into the corresponding eigenstate. P; are the
projection operators of these corresponding eigenstates.
The measurement process is described as transforming
the density operator as given by

,_ PipP;
P = By (34)
with probability Tr(P;p).

It is also possible to consider performing such a mea-
surement, but discarding the observed value, i.e. not
“rolling the dice“. This provides a classically mixed state
with the probabilities of observing each eigenvalue in the
projected amplitudes. In that case the density operator
is transformed as

p—p = ZPZ-pPi. (35)

3

In the particular case of the local observable oy, of the
Jth two-level system, the projectors onto the eigenstates
of this operator are P* = (0 + 01)/2 and produce the
projected states

1 /
PipPy = 52 (61,0 +01,.6)(p1 £ prer)or, — (36)
I

where we have used that

k= k=1;
o= {17 SIS



A discarded measurement with respect to this operator
therefore acts on the density operator as

p— PTpPt 4+ P pP~ (38)
= Z/PIO'I((sIJ,O + 61, k) (39)
I
The measurement probability of either state is given by
H=%ﬁ@imm=li%- (40)

Further, it is possible to consider the process of mea-
suring parts of a quantum system, but discarding not
only the information about the outcome, but also the
information about the measurement operator. This then
puts the measured subsystem into a classical maximal en-
tropy state which is mathematically captured by taking
the partial trace over the measured subsystem. We dis-
cuss the partial trace in the ORQA formalism in App. B.

E. Dynamic Truncation

In order to dynamically reduce the number |p| of com-
ponents of the density operator, we introduce a straight-
forward truncation method that limits the number of
non-zero components of p. Since the number of compo-
nents in p determines the scaling of the implementation,
we aim to discard components in p which are close to zero,
as they do not affect the dynamics significantly, but are
numerically expensive. We do this by employing a trun-
cation criterion. After each iteration of updating p, e.g.
via the Lindblad master equation, we remove all compo-
nents of p with absolute values smaller than a threshold
€ >0, ie.

s > €
m%%={m o (41)

07 |P1|§€

Here setting p; to zero implies discarding the correspond-
ing components from memory in the numerical imple-
mentation. The result is an approximation of p that is
increasingly sparse with e. We illustrate this truncation
step in Fig. 2 (¢). Note, that this method of trunca-
tion is very straight-forward compared to other potential
approaches. In this method, the creation of new compo-
nents py relies on the details of the numerical integration
and in particular the time-discretization At, as updates
|pr|At < e may effectively be rejected. This leads to a
non-trivial interplay between At and e. However, this
does not significantly affect the results in Section 3. We
consider the method by which the dynamic size of p is
controlled to be an important aspect of future extensions
and utilization of the ORQA formalism.

III. NUMERICAL DEMONSTRATION

In this section we present a numerical demonstration
of the ORQA formalism applied to the examples of simu-

lated and adiabatic quantum annealing for the maximum
independent set (MIS) problem. Throughout this numer-
ical demonstration, we work in a unit-less description as
the energy- and time-scales are secondary to the perfor-
mance of our method.

The MIS problem is an NP-hard combinatorics prob-
lem on undirected graphs. An undirected graph G =
(V, E) is defined as a set of vertices V connected via edges
E. Here we consider edges that connect all pairs of ver-
tices V; and Vj for which |V; — Vj| < 1. A sub-graph
S C @G is called an independent set, if no two vertices in
S are connected. A MIS of GG is an independent set with
the largest amount |S| of vertices of all possible indepen-
dent sets of G. The MIS problem consists of identifying
a MIS of a given graph G.

Like many problems in combinatorics, this can be
mapped onto quadratic unconstrained binary optimiza-
tion (QUBO) [20] and in particular onto Ising-type mod-
els [19] in a way that the ground state of the resulting
Hamiltonian encodes the solution to the problem, in this
case the MIS. This is a central use-case of quantum an-
nealing and has been demonstrated in physical realiza-
tions of quantum annealing machines [21, 39]. We con-
sider the mapping of the MIS problem onto the Hamil-
tonian

|G| el
. ; 1 )
Hyirs = E P{® PTJ@”- —3 E Py, (42)
=1

i=1,j>i

where ©,; = ©(|V;—V;|—1) is the Heaviside step-function
and Py = 1(09+0.). The degenerate ground state of this
Hamiltonian is guaranteed to represent exactly all MISs
of G, when the set of spins in the up-state in a given state
represents the elements of a potentially independent set,
see App. E. We show an example of an undirected graph
and a MIS for twenty vertices in Fig. 3 (a).

We prepare the ground state of this Hamiltonian
via two different quantum annealing approaches imple-
mented numerically in the ORQA formalism. We choose
this particular example as a proof of concept demonstra-
tion, because it is numerically hard and exact solutions
scale exponentially with system size, while it also allows
us to apply the imaginary-time evolution as well as the
real-time evolution to the exact same problem. Note that
the ORQA formalism is general and can very well be ap-
plied to systems with less connectivity and a smaller ef-
fective Hilbert-space, in which case the dynamics directly
benefit from the scaling behavior of ORQA.

First, we demonstrate simulated quantum annealing
through the imaginary-time evolution to infer the ground
state as described in Section II C. We illustrate the pro-
cess of imaginary-time evolution into the ground state in
Fig. 3 (c). Second, we demonstrate adiabatic quantum
annealing through the real-time evolution in the presence
of dissipation as described in Sections IT A and IIB. We
illustrate the process of adiabatically transforming the
ground state in Fig. 3 (b).

After approaching the approximate ground state via
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FIG. 3. Visualization of quantum annealing for the
MIS problem. Panel (a) shows an example of an undi-
rected graph with a MIS highlighted in red. The set of all
possible MISs is the space of degenerate ground states of the
corresponding Hamiltonian Hyirs that encodes the given undi-
rected graph. Panel (b) illustrates the eigenvalues of the time-
dependent Hamiltonian in Eq. 45 in adiabatic quantum an-
nealing, where the slow interpolation in time t from an initial
Hamiltonian to the target Hamiltonian connects the ground
states as indicated by the red arrow. Panel (c) illustrates the
thermal states of Hyis as a function of temperature 7' in the
imaginary-time evolution utilized in simulated quantum an-
nealing. For vanishing temperatures the system approaches a
classical mixture of the degenerate ground states as indicated
by the blue arrow.

each method, we proceed to systematically project the
system in a measurement process as we described in Sec-
tion IID. We project the spin with the largest expecta-
tion value onto the up-state, and all n; connected spins
into the down-state. We repeat this process for the re-
duced density operator of the subset of G/R; containing
the remaining n — n; — 1 spins. Here

Ry=V,U{VieG: |V, Vi|<1}  (43)

is the set of V; and its neighbors. After less than n/2
iterations of this projection process, all spins have been

evaluated, and the system has been fully projected into
a state composed of up- and down-spins that encode an
independent set. This state is guaranteed to be an MIS
if we perform this projection procedure onto a mixture
of the degenerate ground states. However, even in the
case of an arbitrary state, this procedure produces an in-
dependent set, which may be an MIS by chance. This
method of identifying a MIS could therefore be modified
to yield increased success rates by introducing means to
redo the projection heuristically. However, the focus of
this section is not to introduce effective greedy heuris-
tics, but to demonstrate the numerical performance of
the ORQA formalism. Note that the results we present
here are performed without any parallelization of the nu-
merical method, which would improve performance fur-
ther. We leave this to future work. Here, we choose to
implement the integration steps of ORQA in a 4th-order
Runke-Kutta method.

A. Simulated Quantum Annealing

As our first example, we consider simulated quan-
tum annealing where we infer the ground state of
Hypis from vanishing-temperature states that we obtain
through imaginary-time evolution. We consider the ini-
tial infinite-temperature state

e~ BHws
= lgn =0y (44)

with 8 = (kgT)~!, and perform the imaginary-time evo-
lution in the ORQA formalism for system sizes up to
n = 22 on randomly generated undirected graphs for
varying values of e. We analyze the success rate of iden-
tifying the MIS, and the effective system size |p| under
consideration of dynamic truncation as described in Sec-
tion ITE, and present the results in Fig. 4. We also show
an example of the imaginary-time dynamics of p with
and without truncation.

Fig. 4 (a) shows all components p; during the
imaginary-time evolution for an example undirected
graph in the absence of truncation, i.e. ¢ = 0. During
the transient, the p; spread out before they approach a
discrete set of asymptotic values. The color of each tra-
jectory is given by the asymptotic value it approaches.
Note that these discrete values reflect the number of MIS
solutions, as these expectation values are the ratio of MIS
solutions that include the corresponding spins. In prin-
ciple, the ground state can be inferred as soon as the in-
dividual p; can be accurately assigned into clusters that
approach the same value, which may happen early on in
the time-evolution. Fig. 4 (b) displays the same dynam-
ics, but shows only the subset of the p; that belong to
local o, expectation values, i.e. I = 3x47. The dark lines
show the same trajectories in the presence of a non-zero
truncation threshold ¢ = 0.0005. We note that the ap-
proximate solutions agree well with the exact solutions.
With increasing e this accuracy is subsequently lost.
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FIG. 4. Performance and scaling of simulated quantum annealing. Panel (a) shows the components p; of the thermal
states for an example graph as a function of 8 for n = 12 and without dynamic truncation, i.e. ¢ = 0. The color of each
line is given by its asymptotic value for large 8 (low temperatures), i.e. towards the ground state. Panel (b) shows the same
dynamics, but only for the p; corresponding to local single-body o, terms. Additionally, the thin dark lines show the same p;
in the presence of dynamic truncation with e = 0.0005. Panel (c) shows the success rate of identifying MISs, averaged over 200
randomly generated graphs, in relation to the size of p. The individual lines correspond to system sizes up to n = 22, indicated
by colors, and individual dots correspond to different values of the truncation threshold up to e = 0.003. Note that we do not
show the case of € = 0 for n = 22. Panel (d) shows the computational time tcpy that is required to perform a single integration
step as a function of the effective complexity |p||Hws| for € = 0.0015. The lines correspond to individual trajectories with

colors that correspond to the same system sizes as Panel (c).

The black line acts as a visual guide. The dependence of the

computational time tcpu is approximately linear in the complexity |p||Hwrs].

The truncation leads to a significant reduction in the
number of components in p, which directly translates into
a speed-up of the numerics. This demonstrates how the
scaling behavior of the ORQA formalism in combination
with the dynamic truncation can provide accurate results
at significantly increased efficiency. We quantify this in
Fig. 4 (c), where we show the success rate of identify-
ing MISs with respect to the size of p for varying system
sizes n and truncation thresholds up to ¢ = 0.003. A
larger value of € leads to less accuracy and a smaller size
of p. However, we demonstrate that the truncation can
be used to considerably reduce the complexity of p with-
out significantly compromising the success rate of solving
the MIS problem. As it is expected at some point, for
increasing values of € the solutions decrease in accuracy
leading to errors in capturing the ground state and there-
fore failing to infer the MIS. The asymptotic values of
the success rate for very small sizes |p| shows the accu-
racy of identifying MISs from first-order approximations
of thermal states.

In Fig. 4 (d), we show the computational time tcpy
that is required to calculate single integration steps as a
function of the effective system complexity quantified as
|ol| Hvis|- Note that the value of |Hys| depends on the
given undirected graph. The individual lines correspond
to integration trajectories for system sizes up to n = 22.
The corresponding colors are the same as in Fig. 4 (c).
Note that the exact system sizes and truncation thresh-

olds are not crucial here. More important is the effective
size |p| that emerges due to the dynamic truncation. We
find on this log-log scale that the functional dependency
of tcpy appears to be very close to linear, which is in good
agreement with our general estimate of the complexity as
O(|p||H]). These results correspond to calculation times
of about 50ns per component in p and Hyyg, which is
indicated by the black line.

B. Adiabatic Quantum Annealing

As our second example, we consider adiabatic quantum
annealing, where we approach the ground state of the
problem Hamiltonian Hys through dissipative real-time
evolution. We initialize the system in the ground state
of a simple Hamiltonian and then slowly transform this
Hamiltonian into the problem Hamiltonian that encodes
the MIS problem. For this we write the time-dependent
Hamiltonian

H(t) = HaisT(0) + (1 -T(0) S od,  (45)

with the initial ground state

p(t=0) = 2%(00 —0,)%". (46)
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FIG. 5. Performance and scaling of dissipative adiabatic quantum annealing. Panel (a) shows the components p;

corresponding to local o, expectation values for a system of size n = 8 for exact (e = 0, colors) and truncated (e = 0.003, thin
dark) real-time evolution with v = 0.257~*. Panel (b) shows the dynamically truncated size of p during the real-time evolution
for ¢ = 0.003 and dissipation with values from v = 0.257"* to v = 7~'. Panel (c) shows the success rate of identifying MISs
in relation to the size of p, averaged over 100 to 200 random graphs, depending on the system size which is indicated by color.
The individual lines correspond to different system sizes up to n = 12 and truncation thresholds from ¢ = 0.001 up to 0.005 for
dissipation of v = 0.57 . Panel (d) shows the computational time tcpy that is required to perform a single integration step
as a function of the effective complexity |p||H| for ¢ = 0.003 and v = 0.57~*. The lines correspond to trajectories with colors

that correspond to the same system sizes as Panel (c).
increases approximately linearly with |p||H]|.

I'(t) is a function that slowly varies from 0 to 1. For
simplicity, we choose I'(t) = f, where 7 is some final
time. In the case that at each point in time the gap to the
first excited state does not close, then by the adiabatic
theorem the final state p(t = 7) of the system will be the

ground state of the problem Hamiltonian.

In terms of numerical resources, the real-time evolu-
tion of this Hamiltonian is more demanding than the
imaginary-time evolution of Hyg, as it approaches the
full complexity of |p| = 4™ and requires adiabatic dy-
namics. Therefore, we consider this system for up to the
size n = 12 in the presence of dissipation by fully simu-
lating the Lindblad master equation. For simplicity, we
consider a single dissipation coefficient v =+, = v_ and
v+ = 0. Analogously to Fig. 4 and the analysis of the
previous subsection, in Fig. 5 we show the performance
of adiabatic quantum annealing in the presence of dissi-
pation.

In Fig. 5 (a), we show the local expectation values
p3xai = (02) as functions of time for an example graph
of size n = 8. We show these expectation values in the
presence of dissipation with v = 0.257~!. The colors cor-
respond to the values of the expectation values for ¢t = 7
in the equivalent dynamics in the absence of dissipation.
Analogously to the results of simulated quantum anneal-
ing in Section IIT A, the components p; in the final state
approach a set of discrete values. However, the values
of the final state in the presence of dissipation are sup-
pressed by exponential decay, which obscures valuable

The black line acts as a visual guide. The computational time tcpu

information about the ground state of Hyys. Note, that
the expectation values of the ground state can still be in-
ferred in the presence of dissipation to a certain extent.
The dark lines show the same dynamics but in the pres-
ence of dynamic truncation with the threshold ¢ = 0.003.
While the truncated dynamics approximate the exact re-
sults fairly well for this particular set of parameters, we
note that the adiabatic dynamics are susceptible to the
truncation as can be seen in the minor oscillations emerg-
ing in the approximate solutions.

In Fig. 5 (b), we show the dynamic size of p, relative
to the maximal value 4", during the adiabatic quantum
annealing process in the presence of truncation with the
same value of € = 0.003 as above. We show |p| for vary-
ing values of v and find that it reduces drastically due
to the dissipation, as the components p; that are small
and decay below the threshold e are truncated. Conse-
quently, there is a general trend of increased complexity
in p emerging in the initial transient which then decays
over time, as seen in the rise and fall of |p| during the
time-evolution. We find that moderate dissipation leads
to orders of magnitudes of reduced complexity in p, which
directly leads to a speed-up of the approximate numerics
with non-zero truncation thresholds.

In Fig. 5 (c), we show the success rate of identifying
MISs after truncated dissipative adiabatic quantum an-
nealing in relation to the number of components in p for
system sizes up to n = 12. Each line corresponds to a
given system size, where each point corresponds to a dif-



ferent value of the truncation threshold from e = 0.001 to
€ = 0.005. Here the dissipation coefficient is v = 0.57 1.
With increasing e, the size |p| reduces quickly, which af-
fects the accuracy of the calculation and at some point
reduces the success rate. In this sense, the dissipative
real-time evolution is more sensitive to truncation, as the
effective size is reduced by orders of magnitude. Despite
this drastic reduction, we find that the success rate re-
mains high. Note that randomly generated graphs dis-
play varying energy scales, such that for larger system
sizes, some trajectories are potentially not fully adia-
batic. Further, the success rates corresponding to small
values of € are limited due to dissipation.

In Fig. 5 (d), we show the computational time tcpy
of single integration steps for dissipative adiabatic quan-
tum annealing. We show tcpy as a function of the ef-
fective problem size |p||H| on a log-log scale, and again
find a close-to-linear dependence. This is largely con-
sistent with the results we show in Fig. 4 (d). Here
|H| = |Hwmis| + n, as given by Eq. 45. These results
correspond to a computational time of about 100ns per
component in p and H, which is depicted by the black
line. Here, there appears a weak dependence on the sys-
tem size n. This largely depends on the exact numerical
implementation of the objects p and H, which contains
overhead in obtaining the components p; and H; from
memory. We consider the optimization of this aspect of
our implementation to be a major opportunity for further
optimization.

IV. CONCLUSION

We have put forth a representation-free formalism
of the algebraic structure of the Lie algebra su(2m).
We refer to this formalism as the exclusive-or repre-
sented quantum algebra (ORQA), as it reduces the alge-
braic structure to bit-wise exclusive-or operations on the
enumeration-indices of elements of su(2"). This method
is general and has particular merit in utilization in the
context of quantum many-body systems that are de-
scribed as composites of two-level systems, used in quan-
tum computation, quantum information theory at large,
quantum optics, and spin-lattice models, to name a few.
While the analytical structure provided by ORQA is in-
triguing and at times surprisingly rich by itself, the ben-
efits are particularly striking in numerical implementa-
tions of quantum dynamics, e.g. with the Lindblad-von
Neumann master equation. We have provided a proof of
concept numerical demonstration of simulating up to 22
two-level systems in the example of quantum annealing
in the combinatorics problem of identifying maximum in-
dependent sets in undirected graphs.

We find that the numerical implementation approxi-
mately scales as O(|p||H|), where |p| and [H| are the
numbers of components used to represent the density op-
erator and the Hamiltonian, respectively. In most phys-
ical systems the Hamiltonian only contains a number of
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terms that is polynomial in the system size, such that
the complexity is dominated by the linear dependence on
the number of components in the density operator. Nat-
urally, in sufficiently complicated problems, this number
will approach its upper bound of 4", recovering the ex-
ponential complexity of quantum systems. We find that
a straight-forward truncation method that discards com-
ponents of the density operator that are below a certain
threshold in magnitude, already provides considerable
speed-up while producing very good approximations of
the exact solutions. This advantage is particularly appar-
ent in the Lindblad master equation, where dissipation
can increase the performance by orders of magnitude.

The bottleneck of our implementation is the particu-
lar map that encodes the density operator and is read
and written very frequently. While numerical hash maps
have a potentially constant-time access operation, this
effectively increases in very large maps depending on the
details of the implementation. We believe that a des-
ignated or problem-specific map can considerably boost
the performance of our implementation further. Addi-
tionally, the numerical implementation of the equations
of motion such as the Lindblad master equation display a
very large degree of parallelizability in the ORQA formal-
ism. We have not made use of that here, but paralleliza-
tion promises to drastically increase the performance in
future work. Unsurprisingly, memory requirements are a
dominant obstacle, which is why we consider extensions
of our dynamic truncation method to be an equally rele-
vant aspect of future endeavors.

In summary, ORQA presents a completely general
framework in the context of composites of two-level quan-
tum systems, which are found all throughout quantum
many-body physics. Hence, it can readily be utilized
in connection with well-established methods of numer-
ical quantum many-body physics, such as density ma-
trix renormalization group techniques, tensor network
approaches, or quantum Monte-Carlo methods. Further,
selected mean-field or truncated Wigner approaches may
benefit from ORQA as well. As such, it can be ap-
plied to a very large class of timely relevant problems.
The binary nature of ORQA displays a conceptual con-
nection to quadratic unconstrained binary optimization
(QUBO) which is intimately linked to Ising models and
quantum annealing. We propose the ORQA formalism as
a powerful addition to the tool-set of numerical quantum
simulations. Extending this formalism to efficiently har-
ness parallelization and optimized data-structures pro-
vides many opportunities for future work.
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CODE AVAILABILITY

Our numerical implementation of the ORQA formal-
ism will be made available as a light-weight C++ library
in the weeks following the publication of this pre-print.
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Appendix A: The Algorithm

Here we present two variants of the algorithmic struc-
ture of implementing the Lindblad master equation in
the ORQA formalism. These algorithms assume a data
structure of p that is dynamically sized and are shown
as Algorithm 1 and Algorithm 2. As discussed in the
main-text, it is also possible to consider a trivial map,
i.e. directly associating the multi-indices I with physical
memory addresses. That method is faster but requires
exponentially large memory. While these two variants
outline a straight-forward approach to perform an inte-
gration step in the ORQA formalism, we emphasize that
they can be utilized in various integrators, and do not
imply an Euler-method. For instance for the results in
the main-text, we have implemented these update rules
in a 4th-order Runge-Kutta method.

In order to understand the instantiation of the numer-
ical implementation of p and H, consider how to obtain
multi-indices. Consider the multi-index of a local Pauli
matrix, e.g. oy = oy, which is the kth Pauli matrix at the
jth position. k has a two-bit representation, such that

I =k < (29), (A1)
where < denotes the bit-shift operation. For instance in
the case of o2 it is j = 4 and k = 3 = 115. Therefore

00000000115 < (2 x 4) — 11000000002 = 3072. (A2)
Hence, the mutli-index for o2 = o; is I = 3072. Note
that counting two-level systems starts at 0. From this
we construct many-body multi-indices using the bit-wise
or operation IV J. Consider the operator o = 0, ® gy,
where we want to identify K. From the construction
above we obtain or = 0, ® 09 and 05 = 0¢ ® 0y, and
then K =1V J.
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Algorithm 1: Variant 1 of the Lindblad master
equation in ORQA

Initialize map for initial state p;
Initialize map for Hamiltonian H;
Initialize empty map for p;
Initialize truncation threshold € > 0;
Initialize coefficients v— > 0,7, > 0;
Initialize time discretization At > 0;
for time-steps t do
Clear p;
for {I,pr} in p do
for {J,H;} in H do
| prvs +=2Y"7prHy;
end
pr —=7:2p1 32 ; Ij1 ¥ 125
pr —="7-(3; 01;3p1vaxas + Sp1);
nd
for {I,p:} in p do
pr += Atpr;
if |pr| < e then
| Delete {I,pr} from p;
end

]

end
end

As a minimal example, the Hamiltonian H = ac? +
bol + col ® 02 is represented as a map of the form

H = {{00013, a}, {01002, b}, {11112, c}}
= {{1,a}, {4,b},{15,¢}}.

In the case of a dynamically sized map, it is necessary
to identify which new elements of p might occur during
time-evolution. In Algorithm 1, we circumvent this by
looping over p and H and accessing the elements 1V J.
In Algorithm 2, we include a preliminary loop that pre-
pares all possible I VY J in p. In practice, it is beneficial
to introduce extra intermediate steps, such as compar-
ing the magnitude of components p; with the truncation
threshold as well in order to avoid inserting components
into p just to immediately delete them again, due to the
dynamical truncation.

Appendix B: Partial trace

A useful operation in the context of numerical quantum
dynamics is the partial trace. In the ORQA formalism,
this is very straight-forward. Tracing out the jth two-
level system is given by

p—p =Tr;> pror) = prTrj(or)
I

I

= sz%,o Rij 01,
7

which amounts to dropping all terms of multi-indices 1
of which the jth two-bit string I; is not zero. In principle
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Algorithm 2: Variant 2 of the Lindblad master
equation in ORQA

Initialize map for initial state p;

Initialize map for Hamiltonian H;

Initialize empty map for p;

Initialize truncation threshold € > 0;

Initialize coefficients v— > 0,7y, > 0;

Initialize time discretization At > 0;

forall time-steps t do

Clear p;

forall {J,H;} in H do

forall {I,pr} in p do

| insert {1V J,0} in p;

end

end

orall {I,pr} in p do

forall {J,H;} in H do
pr+=2Y" prv s Hys
pr —=":2p1 Zj Iy Y I;
pr ===, 01;,3Prvsxai + Spr1);

-

end

end

forall {I,pr} in p do
pr += Atpr;
if |pr| < € then

| Delete {I, pr} from p;

end

end

end

the n-body multi-indices could be recast into n — 1-bit
ones, which amounts to the reduction of the Hilbert space
that accompanies the partial trace. However, this oper-
ation is not necessary in general and in the ORQA for-
malism the data-structure is not affected by this, which
is very convenient for dynamics with intermediate partial
trace operations.

Appendix C: Symmetrization

Reconsider the von Neumann equation as written in
the main-text
!/
pr=2)  presHyY™ 7. (C1)
J

In systems that display symmetries, the Hamiltonian and
the density operator may be invariant under a set of
transformations S, e.g. permutations of spins. This in
particular means in the ORQA formalism, that p; = ps(1)
and Hy = Hyyy, Vs € S. This implies an equivalence
class on the space of multi-indices with I ~ J, iff ds € S
such that I = s(J). It is therefore sufficient to only keep
track of a unique representative of each equivalence class
under S, which has the potential to significantly increase
the efficiency of the numerics. Since in the ORQA formal-
ism we are dealing with multi-indices, a natural choice
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for such representatives is the smallest number within an
equivalence class. We write

Is = min s(). 2
s = min s(I) (C2)
Therefore, the von Neumann equation becomes
!/
pre =2 pavnys HiY ™, (C3)

J

where we used that Hyj = Hy, Vs € S. Note that
this calculation only necessitates the representative (I ¥
J)g, but not any corresponding element of the symmetry
group. The efficiency of this relies on how difficult it is
to identify (I Y J)g from I, which depends on the nature
of S itself.

Consider the group of arbitrary permutations of spins
which we denote as Sp. Sp is a large symmetry group,
in which it is easy to identify minimal elements. One
simply reorders all 2-bit strings to be sorted, e.g.

Is, = 00]00| ... [01] ... |10] ...|11[11,
— ~ =~ =

1,009

(C4)

M1,01q9 n71,109 nI,114

where n; ; is the amount of two-bit strings with value j
in I. This group of permutations separates the 4™ multi-
indices into np equivalence classes of varying sizes. These
equivalence classes are characterized by how many of each
local index appear. This means they are characterized
by all possible combinations of {ng, ni,na,n3} such that
ng+ni+ns+ng = n. This amounts tonp = (n+1)(n+
2)(n + 3)/6 combinations, i.e. O(n3) many. This is a
severe reduction in complexity of systems that display
this type of symmetry.

Appendix D: Derivation of Lindblad Terms

The Lindblad action in Eq. 25 of a single local o, term,
i.e. z =3 x 47, evaluates to

4™ —1
Lol =" piloz010. — o) (D1)
I=1
a1
_ Z p[(iB(I’z)+B(Z’I!z)0'1 _ UI) (DQ)
I=1
4™ —1
= -2 Z p101(51j7x + 5Ij,y) (DS)
I=1
such that
0, I, =0,z
Ez,][p] - ! ’ (D4)
—2p[7 Ij =,y

Therefore, in the case that all n local o, terms act as
dissipative Lindblad operators, the full action becomes

n—1 n—1
O Lolp)r=—201> L V1. (D5)
§=0 j=0



Here we have used that for the two-bit string I; = alb,
with a,b € {0,1}, it is (a]b = 103 Va|b = 013) <= aVb.
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The Lindblad action for single local o4 = (0, +i0y)/2
terms evaluates to

4n—1
j 1 ) . 1 . .
L [p] = 1 Z p1((ox Lioy)or(os Fioy) — 5{(‘796 Fioy)(ox £ioy),01}) (D6)
1=0
4n—1
1 _ .
=1 Z pr(og010, £ioyo10, Fiozor0y + oyoroy — 201 £ {0,,01}) (D7)
1=0
=
=1 Z pr(2(d1;,0 — 01, 3)01 £ 2(31, .0 — 01, 3)01v2 — 207 £ 207v2 (6150 +01,,3)) (D8)
1=0
=
::ZEjpﬂaﬁmga&ﬁgapji&%p@h) (D9)
1=0
) 1 1
Lhlply = =500 40152+ 201,3)pr £ 01, 3prv2 = =5 (La + L2)pr £ 01, 3p1v (D10)
Here we again used the notation of single-body multi- change in energy equal to
indices x = 1 x4/, y = 2x 47, and z = 3 x 47. The
presence of this type of dissipation in all the two-level AE = +(ny — 1) (E1)
2 b

systems amounts to the total Lindblad action

n—1 n—1

i el
(E L p))r ==+ E 01, 3PIxor3x4i — pry (D11)
j=0 7=0

Here @ denotes the binary digit sum, which is a notewor-
thy analytical curiosity.

Appendix E: MIS Ground States

To confirm that the degenerate ground state of Hyig in
Eq. 42 contains all and only MISs, consider the change
in energy due to spin-flips. Flipping a spin provides a

where the positive sign is associated with flipping a down-
spin up and the negative sign with flipping an up-spin
down. n4 is the number of neighbors of the flipped spin
that are in the up-state. Therefore, energy can be re-
duced through a spin-flip unless for all down-spins it is
ny > 0 and for all up-spins it is n4 = 0. This means in-
dependent sets always gain energy from single spin-flips,
and for every non-independent set state there is at least
one spin-flip available that reduces the energy. Strictly,
this only shows that the ground state consists of inde-
pendent sets. However, any independent set of size m
has energy

p=-"
2

(E2)

Therefore, the degenerate ground state of Hypg always
consists of exactly all MISs of G.
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