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Fig. 1. Oblique-MERF enables real-time synthesis of novel views for oblique photography on diverse commodity devices, including tests on an NVIDIA
GTX 1650 and an iPhone 14 Pro Max (left). We introduce a novel compact sampling representation that markedly reduces sampling points and emphasizes
significant regions, enhancing rendering quality and increasing frame rates. We present the rendering output and the visualization of the number of samples

(right).

Neural implicit fields have established a new paradigm for scene representa-
tion, with subsequent work achieving high-quality real-time rendering. How-
ever, reconstructing 3D scenes from oblique aerial photography presents
unique challenges, such as varying spatial scale distributions and a con-
strained range of tilt angles, often resulting in high memory consumption
and reduced rendering quality at extrapolated viewpoints. In this paper, we
enhance MERF to accommodate these data characteristics by introducing an
innovative adaptive occupancy plane optimized during the volume render-
ing process and a smoothness regularization term for view-dependent color
to address these issues. Our approach, termed Oblique-MERF, surpasses
state-of-the-art real-time methods by approximately 0.7 dB, reduces VRAM
usage by about 40%, and achieves higher rendering frame rates with more
realistic rendering outcomes across most viewpoints.

CCS Concepts: « Computing methodologies — Neural networks; Volumet-
ric models; Reconstruction.

Additional Key Words and Phrases: Memory Efficient, Oblique Photograph,
Neural Radiance Fields, Volumetric Representation, Real-Time Rendering.

1 INTRODUCTION

Reconstructing a 3D scene for high-fidelity rendering from freely
chosen viewpoints has been a longstanding challenge in computer
graphics. Neural Radiance Field (NeRF) [Mildenhall et al. 2020] ac-
complishes this via a novel implicit representation parameterized by
multi-layer perceptrons (MLP). In the realm of large-scale scene re-
construction for oblique aerial photography datasets, various works
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have sought to improve upon NeRF by employing strategies such
as spatial partitioning [Mi and Xu 2023; Reiser et al. 2021; Tancik
et al. 2022], advanced sampling methods [Turki et al. 2023; Wang
et al. 2023], and efficient data structures [Miiller et al. 2022; Sara
Fridovich-Keil and Alex Yu et al. 2022; Sun et al. 2022; Yu et al. 2021].
Furthermore, recent works bake models into meshes with optimized
textures [Chen et al. 2023; Tang et al. 2022; Yariv et al. 2023] or
feature grids and planes [Hedman et al. 2021; Reiser et al. 2023], to
enable interactive rendering frame rates on commercial devices.
However, these advancements have not been specifically tailored
to the unique characteristics of oblique aerial photography data.
When applied to such large-scale scenes, they incur high memory
footprints and fail to deliver high-fidelity rendering from all perspec-
tives. Specifically, oblique aerial photography datasets often cover
vast areas, spanning hundreds of thousands of square meters yet
only extending to a few hundred meters of vertical height. The com-
monly used cubic grid [Miiller et al. 2022] has a high complexity of
storage and struggles to adapt to such data, leading to inefficient use
of storage and computational resources. Additionally, such datasets
might lead to artifacts such as floaters due to inadequate constraints
on the sampling space. Moreover, instead of a complete 360-degree
view, these scenes are often captured from a constrained range of
pitch angles relative to the ground and may exhibit abnormal high-
lights and shadows in viewpoints not covered during training. In
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Table 1. Difference among sampling representations.

Memory Query Loss
efficient speed aware

Occupancy Grid [Miiller et al. 2022] X v X
Proposal MLP [Barron et al. 2022] v X N
Occupancy Plane (Ours) v v v

this work, we enhance the performance and quality of current NeRF-
based real-time rendering methods on oblique aerial photography
datasets, focusing on two key aspects: the representation of the
sampling space and the issue of color extrapolation.

Current prevalent methods, such as 3D grids or implicit proposal
sampling networks [Barron et al. 2022; Miller et al. 2022], may
face significant limitations when dealing with such vast scenes as
shown in Tab. 1. On the one hand, the cubic storage complexity of
grid-based representations limits their ability to represent sampling
spaces at high resolutions; moreover, they often rely on optimization
methods that are not inherently tied to rendering quality. These limi-
tations can hinder the precise conveyance of occupancy information
and lead to redundant sample points that slow down the render-
ing pipeline and affect the rendering quality. On the other hand,
network-based representations are computationally expensive, as
they require evaluating numerous candidate points to determine
the final sample points. To overcome these drawbacks, we propose
a novel sampling strategy that models the occupancy space as a
sandwiched region between two height field surfaces conforming to
the ground. Furthermore, we integrate this adaptive representation
with volume rendering to ensure awareness of the photometric loss.
Thanks to our explicit representation of the sampling space, fea-
tures of the occupied region can be directly extracted for real-time
rendering. This eliminates the need for tens of hours of baking.

In addition, we address the extrapolation issue arising from the
limited range of view directions in the captured training set. In
the setting of extrapolation novel view, the rendering results of-
ten exhibit aberrant colors due to the lack of supervision. As such
anomalies primarily result from the non-smooth behavior of specu-
lar color with respect to varying viewpoints, we introduce a novel
smoothing term suitable for oblique photography to regularize color
dependence on observation directions. Compared to directly con-
straining the Lipschitz continuity in neural networks [Liu et al. 2022],
our approach focuses on the change of the specular component with
the viewing directions and exhibits stronger generalizability and
robustness, offering a more natural handling of color variations
related to viewpoints during rendering from most perspectives.

In summary, our primary contributions are:

e We propose a novel sampling strategy that seamlessly integrates
training and baking processes by optimizing an explicit occu-
pancy representation. The adaptive structure is aware of the pho-
tometric loss and the regularization term to convey occupancy
information at the least memory cost accurately.

o Utilizing the smooth nature of specular reflections, we present
a new regularization approach that significantly enhances the
rendering quality of novel extrapolated viewpoints, providing
smoother and more realistic visual outcomes.

e Extensive experiments confirm that our method enhances the
PSNR by 0.7 dB, decreases VRAM usage by 40%, and boosts the
frame rate by 35% and 300% for low-altitude and high-altitude
viewpoints, respectively, compared to the baseline. Additionally,
our technique for smoothing view-dependent color significantly
improves PSNR by 0.52 dB in extrapolation scenarios.

2 RELATED WORK

Our work primarily focuses on large-scale scene reconstruction and
real-time rendering. Below, we review domains related to our work,
including large-scale scene representation, real-time rendering, sam-
pling strategy, and regularization of the radiance field.

3D Reconstruction for Oblique Photography. To reconstruct large-
scale scenes, a common approach involves using drones equipped
with one or more cameras to capture high-altitude flight data across
the scene, known as oblique photography. Traditional 3D mod-
eling techniques include the use of Structure-from-Motion(SfM)
pipelines [Agarwal et al. 2009; Frahm et al. 2010; Schénberger and
Frahm 2016; Wu 2013] to estimate camera poses and obtain sparse
point clouds, followed by surface reconstruction through dense
multi-view stereo [Furukawa et al. 2010; Furukawa and Ponce 2010;
Jin et al. 2005]. These methods rely on manual operations to ac-
quire fine textures and geometry, and struggle to reconstruct view-
dependent colors. With the advent of Neural Radiance Fields, neural
rendering for novel view synthesis has been increasingly applied
to large-scale scene reconstruction. The original NeRF [Mildenhall
et al. 2020] represents the scene as an MLP, which maps positional
encodings of spatial locations and directions to attributes such as
color and volumetric density, and utilizes volume rendering prin-
ciples for realistic rendering outcomes. Recently, there has been a
notable increase in research efforts to adapt NeRF for large-scale
scenes such as oblique Photography datasets. Some approaches [Mi
and Xu 2023; Song and Zhang 2023; Tancik et al. 2022; Turki et al.
2022] adopt a divide-and-conquer strategy, segmenting the scene
into chunks to perform parallel reconstruction, and then merging
them to represent the entire scene holistically. GridNeRF [Xu et al.
2023] combines a multi-resolution ground feature plane represen-
tation with vanilla NeRF incorporating position-encoded inputs,
enabling a collaborative learning process for rendering. Moreover,
BungeNeRF [Xiangli et al. 2022] employs residual networks to learn
multi-scale features, fitting scenes with dramatic changes in altitude.

Real-Time Rendering. Many methods accelerate rendering by re-
ducing the volume of network queries [Kurz et al. 2022; Neff et al.
2021; Song et al. 2019] or by decomposing larger MLPs to facilitate
parallel processing [Reiser et al. 2021]. Some works [Chen et al. 2022;
Miiller et al. 2022; Sara Fridovich-Keil and Alex Yu et al. 2022; Sun
et al. 2022; Yu et al. 2021] reach it by introducing explicit structures,
such as regular 3D voxel grids or octrees, storing features to replace
partial or complete network. Other approaches seek to circumvent
extensive network queries by baking models into explicit structures.
For example, SNeRG [Hedman et al. 2021] extracts a sparse 3D voxel
grid that stores density, diffuse color, and specular color. During
rendering, each ray only needs to traverse a small MLP once. On the
contrary, certain works [Bozi¢ et al. 2022; Chen et al. 2023; Guo et al.



2023; Liu et al. 2023; Tang et al. 2022; Wan et al. 2023; Yariv et al.
2023] utilize optimized surfaces with textures to represent scenes,
integrating into modern computer graphics rendering pipelines.
While achieving interactive frame rates on commercial devices, they
fall short in rendering quality and memory efficiency for large-scale
scenes. MERF [Reiser et al. 2023] employs a memory-efficient tri-
plane combined with a sparse grid to represent the features of spatial
points, achieving a significant reduction in memory consumption
without compromising quality.

Sampling in Rendering. Various methods enhance rendering ef-
ficiency by refining the sampling strategy. NeRF [Mildenhall et al.
2020] and Mip-NeRF 360 [Barron et al. 2022] employ a coarse-to-
fine strategy to concentrate on significant regions. DDNeRF [Dadon
et al. 2023] adopts the Gaussian function instead of a piecewise-
constant probability density function, achieving accurate density
representation. DONeRF [Neff et al. 2021] and ENeRF [Lin et al.
2022] use depth information to reduce the number of sampling
points. NeuSample [Fang et al. 2021] directly maps rays to sampling
points through a single inference. In contrast to the network-based
sampling method, Instant-NGP [Miller et al. 2022] skips empty
space by explicit multi-resolution occupancy grids. While Adaptive
Shells [Wang et al. 2023] and HybridNeRF [Turki et al. 2023] refine
the sampling interval size across different spatial locations by opti-
mizing the spatially-varying parameter, compressing the sampling
area.

Regularizations of Neural Fields. In addition to these advance-
ments, subsequent work on NeRF has introduced various regular-
ization terms to enhance its performance. Indeed, in the realm of
neural fields, numerous studies have incorporated regularization
terms to encourage the smoothness of networks, such as penalties
on the norms of Jacobians and Hessians [Drucker and Le Cun 1991;
Moosavi-Dezfooli et al. 2019] or encouragement of smaller Lips-
chitz constants for weights [Liu et al. 2022]. In NeRF-related works,
Plenoxels [Sara Fridovich-Keil and Alex Yu et al. 2022] proposes a
total variation loss to minimize differences in features among adja-
cent voxels, and RegNeRF [Niemeyer et al. 2022] aims to encourage
the continuity of volumetric density changes. Additionally, sparse
regularization [Reiser et al. 2023; Yu et al. 2021] is employed in many
real-time rendering schemes to eliminate irrelevant features.

3 BACKGROUND

NeRF [Mildenhall et al. 2020] employs an MLP to represent a scene
as a continuous volumetric function ¥ : (p,d) — (o, ¢), mapping
positional encodings of 3D points p € R? and normalized directions
d € S? to volumetric density 7(p) and color c(p, d).

To render the corresponding color of a pixel, aray r = o + td
is first emitted from the origin o along view directions d, where
dozens of points {p; = o+ t;d |i=1,...,nt; < tj41} are sampled
to estimate their volumetric density and features. These estimates
are integrated through the numerical integral form of volumetric
rendering to synthesize the final color [Max 1995]:

N n
C(r) = Zi:l wici, ;i = Ty, (1)
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where a; = (1 — e~ 7%) is the opacity of the sample p;, with §; =
ti+1 —t; being the distance between adjacent samples. T; = ]—Ij.;i (1-
aj) is the accumulated transmittance from p; to p;—1. Subsequently,
the MLP is optimized by minimizing the mean squared error between
the predicted colors {C(r)} along rays emitted from the camera and
the groud-truth colors from the input images.

MEREF [Reiser et al. 2023] employs a low-resolution voxel grid V €
REXLXIX8 and a high-resolution triplane {P; € REXRX8 | j = x, y, 7}
to represent the scene. For each sample p, the features are obtained
by adding the results of trilinear interpolation on the sparse grid
and bilinear interpolation on the three planes, respectively:

t(p) = V(p) + Px(p) + Py(p) + Pz(p). (2)

Similar to SNeRG [Hedman et al. 2021], to disentangle diffuse
color and specular color, the feature is split into three components
tip) = [7, ¢, i?] And exponential exp(-) and sigmoid activation
function o(+) are applied to obtain separately volumetric density
7 € R, diffuse color e R3, and specular features f € R%:

=0, f=o). 3)

After alpha composition as in Eq. (1), the diffuse color and specular
features are concatenated with the direction and fed into a deferred
MLP G to obtain the final color:

C(r) = Z?:l wic?"‘g(F’ d, F= [Z?:l wic?, Z?:l wifi] - @)

After the training, MERF performs a full-resolution rendering on
all images to determine the areas where the opacity and weights
exceed a predefined threshold. These areas are then stored as the
occupied space, preserving corresponding volumetric density, dif-
fuse colors, and specular colors. The information is utilized for
subsequent real-time rendering on the web.

T = exp(7),

4 METHOD

Based on the model combining sparse grids and triplanes, we pro-
pose a method for high-quality, real-time rendering suitable for
oblique photography. Section 4.1 introduces a novel explicit two-
dimensional occupancy plane and its optimization to obtain a com-
pact and detailed representation for efficient sampling. Section 4.2
proposes a novel regularization term to address the view extrapo-
lation issue for oblique photography with limited tilt angles. The
entire optimization process is presented in Section 4.3. Section 4.4
explains the rapid baking of scene features for real-time rendering
from arbitrary viewpoints based on the proposed model.

4.1  Occupancy Plane

For reconstruction from aerially captured data, it is beneficial to
align the xy-plane of the world coordinate system with the ground,
so that the z-axis is perpendicular to the ground and points upward.
With this configuration, we make two primary assumptions:

(1) For any point on the xy-plane, elements in the scene are con-
tained within a single continuous interval along the z-axis, i.e.,
no object exists isolated in mid-air;

(2) As the z-value increases, the occupancy within the scene grad-
ually becomes sparser, signifying a decrease in elements or
structures at higher elevations.
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Fig. 2. Overview of our Oblique-MERF pipeline. During training, we introduce a 2D plane to represent the occupied space as a sandwiched region between
two height field surfaces. For sampling points on rays, occupancy masks retrieved from the occupancy plane, are used as multipliers in the volume rendering
process(section 4.1). Additionally, we incorporate a smoothness regularization for view-dependent color to minimize variations in specular color with viewing
direction(section 4.2). Post-training, spatial occupancy information is directly extracted from the occupancy plane, and corresponding features are stored for

real-time rendering(section 4.4).

Zinax (X, Y)

Based on these assump-
tions, we represent the occu-
pied space as a sandwiched re-
gion between two height field
surfaces over the ground, cor-
responding to the lower and
upper bounds of the z coordinates, respectively (see the inset
figure). To parameterize the occupied space, we sample the xy-
plane with a high-resolution MXxM grid, and store the heights
Zmin (%, y) and zmax(x,y) of the two surfaces at each sample grid
point (x,y), resulting in a representation P, € RMXMX2 We re-
fer to this as the occupancy plane in the following. The heights
Zmin (%, y) and zmax(x,y) define a continuous occupied internal
Z(x,y) = [Zmin (%, Y), Zmax (x, y)] for the z coordinates correspond-
ing to each grid point (x,y). We set the probability of occupancy
outside this interval to be zero, so that we can exclude the points
outside this interval when computing the color for a ray. To max-
imize memory efficiency, we would like to compress the interval
as much as possible. Thus, we introduce a loss function term to
penalize the span of the interval:

Loce = Z(x,y) S (Zmax (X, ) = Zmin (%, y))z’ (5

where S denotes the set of grid points for the occupancy plane.
However, simply compressing the occupancy intervals using Locc
can affect the reconstruction quality if significant elements in the
scene are left outside the sandwiched region. To avoid this issue, we
integrate the occupancy plane into the volume rendering process, to
ensure the final occupancy intervals are sufficient to represent the
scene. Specifically, for the vertical line over a sample grid point (x, y)

Occupied
Region

in the occupancy plane, we derive a differentiable occupancy func-
tion for the points along the line based on their z coordinates and
the occupancy interval [zmin (x, ¥), Zmax (X, y)] (below we ignore the
arguments (x, y) for zyiy and zmax to simplify the presentation):

1 if z € [Zmin + €, Zmax — €],

0 if z € (=00, Zpin) U (Zmax, ©0),
M(x,y) (z;P) = .
(z = 2zmin)?/€?  if z € [zmin, Zmin + €],
(zmax —2)9/€?  if z € [zmax — €, Zmax]-

(6)

Here we use a threshold € to introduce two buffer zones [ Zmin, Zmin+
€] and [zmax — €, Zmax] near the endpoints of [zyin, Zmax], where
the occupancy function transitions smoothly and monotonically
from 0 to 1 using power functions. We set the exponent parameter
q = 2 in this paper. During volume rendering, for a sample point
pi = (xi,yi, zi) on aray r, we project it onto the XY plane and find
the nearest sample grid point (x;,7;) to the projection (x;, y;), and
obtain a value for p; using the occupancy function at (x;, y;):

Mx, ;) (2:P0) = Mz, ;) (2i5Po)- )

The value is then combined with the weight from volume rendering,
to determine the contribution of the feature at p; to the final color

Cr) = Y7 My, g (205 Po)vici. ®)

This is used to define a photometric loss Ly, that penalizes the
deviation between the predicted color and the ground truth (see
Eq. (12)). The occupancy value in (7) correlates the predicted color
with the occupancy interval, such that the photometric loss sup-
presses further compression of the occupancy interval when its



(a) surround-style photography

(b) grid-style photography

Fig. 3. Camera trajectories from two oblique photography methods.

endpoints with high weights, helping to achieve both rendering
quality and memory efficiency. In addition, the occupancy value
improves the efficiency of computation, as it can be utilized to filter
out sampling points outside the occupied region. This significantly
reduces the number of sampling points that need to be evaluated.

4.2 Smoothness Regularization for View-dependent Color

Another challenge in large-scale scene reconstruction is the extrap-
olation issue of view-dependent colors. As shown in Fig. 3, when
a drone flies through the entire scene, the conventional approach
involves capturing images with limited pitch angles, either by or-
bital capture at a consistent angle relative to the ground plane or
by employing a multi-camera system to photograph the scene in
a grid pattern. The limited range of pitch angles in these photog-
raphy methods often results in abnormal specular colors in the
reconstructed scene, particularly when the scene is observed from
a horizontal or upward perspective that is outside the range of view
angles in the captured images (see Fig. 4b).

In our context, the deferred MLP G that generates the color (see
Eq. (4)) is supervised from a sparse set of input viewpoints. When
rendering under extrapolated viewpoints, it tends to shift towards
high-frequency components, leading to extreme highlights in the im-
ages. Our key observation is that adjacent viewpoints in real-world
scenes often exhibit similar specular reflection colors, aligning with
the local consistency seen in BRDF on smooth surfaces. We in-
corporate this prior into our model to encourage smoothness in
view-dependent colors in unseen viewpoints. A typical approach
is to impose constraints on the network parameters to achieve this
continuity [Drucker and Le Cun 1991; Hoffman et al. 2019; Liu et al.
2022; Moosavi-Dezfooli et al. 2019]. For example, LipschitzMLP [Liu
et al. 2022] achieves smoothness of the output by constraining the
Lipschitz constant of the network. However, it enforces smoothness
with respect to all inputs of the MLP (i.e., the viewing direction, the
diffuse color, and the specular feature), whereas we only require
smoothness with respect to the viewing direction; this could lead to
over-constraints of the MLP parameters and may hinder the opti-
mization process. To address this issue, we propose a regularization
that enforces the smoothness of network output concerning the
viewing direction only. Specifically, for a known viewing direction
d € O in the training set, we apply a small Gaussian perturbation
to define a sampling space for the viewing direction.

S;={d+8|deD,8~N(3)} )

where X is a hyperparameter that determines the sampling range.
Then, we introduce a loss to penalize large changes between the
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(b) no Lsmooth

(a) Train views (c) with Lgmooth

Fig. 4. In (a), we present training views captured around a building at
limited tilt angles. (b) and (c) illustrate the real-time rendering results from
a novel extrapolation viewpoint without and with Lgnooth, respectively. The
introduction of the smoothness regularization yields renderings that are
smoother and more consistent.

deferred MLP’s outputs for d and the perturbed directions
Lomooth = D e Duses, SEINGES) ~GEDIE (10

where S(-, -) denotes cosine similarity. In our experiments, this regu-
larization term significantly enhances the robustness of the deferred
MLP across interpolated and extrapolated viewpoints. It effectively
mitigates the instability of view-dependent colors under new view-
points while ensuring rendering quality and 3D consistency.

4.3 Optimization

Our model is trained using a loss function written as a weighted
sum:

L=X ~Crgb + A2 Ls3m + A3 Lgistortion + A4-£interval
+ A5 Lsparsity + A6 Lentropy + 47 Loce + A8 Lsmooth-

(11)

Here Locc and Lgpooth are defined in Eq. (5) and Eq. (10), respec-
tively. Ly}, is a photometric loss that penalizes the disparity be-
tween the rendered images and the ground truth images, using the
Charbonnier loss [Charbonnier et al. 1997] as a robust norm:

Ligp =D o AICE) = COIE+ec, (12)

where R is the set of training rays, and e, = 107 is a parameter to
ensure smoothness. Lgspv is the S3IM loss from [Xie et al. 2023] to
enforce structural similarity between the rendered and input images.
The interval loss Ljterval and the distortion loss Lgjstortion are both
adopted from [Barron et al. 2022]; the former aligns the weight
distribution predictions of the proposal MLP and the NeRF MLP
to rationalize the sample point distribution, and the latter reduces
floater artifacts. Lgparsity is a sparsity loss defined using randomly
sampled points in the occupied space to encourage lower opacity:

1
Lsparsity = W ZpiGP ai. (13)

This helps to address the issue of near-camera foggy artifacts result-
ing from inaccurate volume density estimation that often occurs
in large scenes. Additionally, following [Kim et al. 2022], we ran-
domly sample a number of rays R from high altitude to the ground,
calculate the opacity «; of sample points p; along each ray r, and
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combine it with the previous occupancy value to derive an entropy
loss for the discrete density variable in the occupied space:

1
Lentsopy = =11 D sge Dupyex PPV EG@D). (19

where p(pi) = Miai/(Xp,er Miai). This encourages the occupancy
probability of spatial points to approach either 0 or 1, which ensures
consistency between training and real-time rendering.

During training, we initialize the weight for Lo to a small value
and gradually increase it. In this way, the training first focuses on
reconstruction of the scene, and then incrementally compresses
the occupied space while maintaining the reconstruction quality.
Further details can be found in the supplementary materials.

4.4 Real-time Rendering

After training, we store the features identified as occupied by the oc-
cupancy plane for subsequent rendering. Existing approaches [Hed-
man et al. 2021; Reiser et al. 2023] construct a 3D voxel grid us-
ing the NeRF model for volume density evaluation or perform a
full-resolution rendering of the training set for weight evaluation.
This often requires dozens of hours for large-scale, high-resolution
scenes. In contrast, we efficiently determine whether a voxel grid
should store features based on the high-resolution occupancy plane
obtained during training, which is completed in just a few minutes.
Similar to SNeRG [Hedman et al. 2021] and MERF [Reiser et al.
2023], we store voxel grids as sparse blocks and the deferred MLP as
floating-point arrays. For the 2D triplane, we employ a texture map
with high resolution in the xy direction and low resolution in the z
direction, according to the upper and lower bounds of the occupancy
plane. This approach saves a significant amount of video memory
during real-time rendering. To skip empty space efficiently, we em-
ploy 2D max pooling to obtain multiple low-resolution occupancy
planes. All these features are encoded in PNG format.

After the baking process, we follow MERF [Reiser et al. 2023]
for real-time rendering but diverge in ray marching. Unlike the
multi-resolution binary grid used to determine the current point’s
occupancy status, the occupancy plane directly stores the start and
end positions of the point’s sampling interval in the z direction. As
the ray traverses the blank area, it can efficiently reach the next
grid point or the starting sampling position of the current grid point
through bounding box intersection detection. Experimental results
indicate that this sampling strategy is notably faster than previous
approaches, especially when overlooking the entire scene.

5 EXPERIMENTS

We evaluate our method in terms of rendering quality, memory
consumption, and real-time rendering performance. In Section 5.1,
we compare our method with a series of offline novel view synthesis
methods and some real-time rendering methods. In Section 5.2, we
validate the effectiveness of our smoothness regularization. In Sec-
tion 5.3, we compare the rendering quality, memory, and occupancy
ratio under different resolutions of sparse feature grids.

5.1 Real-time rendering on oblique photography dataset

Dataset and Experiment Settings. We employ two distinct datasets
for evaluation: the Matrix City [Li et al. 2023] and Campus-Oblique

Table 2. Quantitative results on Matrix City and Campus-Oblique datasets.

Campus-Oblique Matrix City
PSNRT SSIMT LPIPS| |PSNRT SSIM?T LPIPS|

InstantNGP | 22.49 0.583 0.540 | 23.09 0.612 0.707
Nerfacto 22.07 0599 0361 | 2340 0.674 0.443
MobileNeRF | 20.49 0.409 0.529 | 2148 0.526 0.544
BakedSDF 21.86  0.537 0.498 | 22.09 0.582 0.652
MERF 2344 0.667 0.299 | 2450 0.679 0.454
Ours 24.14 0.694 0.270 | 25.18 0.714 0.406

datasets. Matrix City is a synthetic dataset, captured in a grid-style
format typical of classic oblique photography. Campus-Oblique is
a real-world dataset captured by ourselves using a surround-style
approach. It encompasses three distinct scenes on a university cam-
pus. Two of them cover an area of about 120,000 square meters and
comprise over 1,000 images each. The third one is even more exten-
sive, covering approximately 300,000 square meters and containing
over 3,000 images. For each scene, we use 99% of the images for
training, and the remaining ones for testing. Our training code and
baseline MERF [Reiser et al. 2023] is built upon the nerfstudio frame-
work [Tancik et al. 2023], augmented with the tiny-cuda-nn [Miiller
2021] extension. Our real-time viewer is implemented as a JavaScript
web application, utilizing GLSL for rendering. We conduct compre-
hensive comparisons with several offline and real-time methods
to evaluate the performance of our method. For offline models, we
compare with established methods like NeRFacto [Tancik et al. 2023]
and Instant-NGP [Miiller et al. 2022]. For real-time models, we com-
pare with MobileNeRF [Chen et al. 2023] and BakedSDF [Yariv et al.
2023]. We use MERF as the baseline for the proposed method and
set the triplane resolution R to 2048, the sparse grid resolution L to
512 and the occupancy plane resolution M to 512. We evaluate the
rendering quality using a set of established metrics: peak signal-to-
noise ratio PSNR, SSIM [Wang et al. 2004], and LPIPS [Zhang et al.
2018]. Additionally, we use GPU memory usage (VRAM), frames
per second (FPS), and on-disk storage (DISK) as metrics for the
efficiency of real-time rendering methods.

Results. In Tab. 2, we conduct a quantitative comparison of ren-
dering quality between our method and both offline and real-time
rendering methods. Our approach not only matches offline methods
in all metrics but also outperforms competing real-time rendering
solutions. For real-world scenes, our method demonstrates superior
rendering quality, thanks to the color network’s robustness en-
hanced by the proposed smoothness regularization term. As shown
in Fig. 5, unlike other models that blur natural scene details, our
method preserves clear and high-frequency details. Our sampling
space regularization, which specifically addresses scene geometry
orthogonal to the ground, allows for the depiction of crisp surface
details, resulting in sharper geometry compared to the baseline.

We evaluate the real-time rendering performance of our method
and compare it with MobileNeRF [Chen et al. 2023], BakedSDF [Yariv
et al. 2023], and MERF [Reiser et al. 2023] in Tab. 3. The evaluation
is carried out at 1920x1080 resolution on an NVIDIA RTX 1650.
Despite the inherently lower frame rates of volumetric rendering
against mesh rasterization, our method excels in DISK and VRAM
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Matrix City - 2

Ground Truth BakedSDF Instant-NGP

Fig. 5. Comparison on rendering quality for novel view between Oblique-MERF and other methods on the Campus-Oblique and Matrix City [Li et al. 2023]
dataset.

efﬁciency, while delivering exceptional real-time rendering quality Table 3. The performance for our model and other real-time methods.
as shown in Tab. 2. Our compact occupancy space design yields
requires less storage and improves frame rates. Remarkably, our | DISK] FPST
samph%ng approach maintains consistent rendf:rlng speeds across I(MJ UB)I (MB) high-altitude low-altitude
scales, in contrast to MERF’s performance drop in large-scale scenes.
MobileNeRF | 1117.0  399.1 63 43
BakedSDF 595.0  509.0 58 61
5.2 Color for extrapolation novel viewpoints MERF 1859 977 8 31
Ours 108.7 75.1 32 42

To validate the effectiveness of our smoothness regularization term
for specular color introduced in Section 4.2, we employ a novel
real-world dataset named Campus-extra. For the training set, we
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Ground Truth

Ours MERF

MERF
+ Gradient

MERF
+ LipMLP

Fig. 6. Rendering quality comparison between Oblique-MERF and other MERF variants for test views on the Campus-extra dataset.

Table 4. Effectiveness of the Smoothness Regularization.

Training views Test views
PSNRT SSIMT LPIPS| |PSNRT SSIMT LPIPS|

MERF 2593 0770 0.189 | 22.14 0.710 0.213
+LipMLP | 25.86 0.768 0.188 | 2242 0.729 0.201
+Gradient | 2597 0.772  0.187 | 22.66 0.732  0.199

Ours | 26.00 0776 0.183 | 22.66 0.744 0.196

follow the same technique as Campus-Oblique to capture 1486 im-
ages around a building, with a fixed tilt angle to the ground at
approximately 60 degrees. For the test set, we simulate extrapolated
viewpoints by capturing 140 images with tilt angles at around 25
degrees. To minimize the impact of unseen scenes, we adopt the
NerfBusters [Warburg” et al. 2023] protocol to mask test images to
include only regions observed during training.

Tab. 4 showcases our method’s rendering performance, alongside
a series of MERF variants under both interpolated and extrapolated
viewpoints. In MERF+LipMLP, we replace the deferred MLP with a
Lipschitz MLP and corresponding regularization [Liu et al. 2022].
In MERF+Gradient, we penalize the f,-norm of the specular color’s
gradient with respect to the viewing direction. Fig. 6 qualitatively
demonstrates the results of these methods at test views. We find

that merely ensuring the network’s Lipschitz continuity slightly
enhances the test view performance but can negatively impact the
training views. This is potentially because it enforces smoothness
on all network inputs including diffuse and specular features, which
is redundant and hinders the optimization. Furthermore, applying
regularization on the specular color’s gradient markedly improves
test set performance but can disrupt some views’ optimization, oc-
casionally resulting in undesirable artifacts. Compared to these
approaches, our method consistently excels on both the training
and test sets, achieving an approximate improvement of 0.5dB PSNR
over the baseline and producing visually superior results.

5.3 Abalation Study on Occupancy Space

Tab. 5 compares our method with the baseline MERF in rendering
quality, memory usage, and occupancy ratio (OR) on one scene of
the Campus-Oblique dataset. To more clearly illustrate the compact-
ness of the occupied space optimized by our sampling strategy, we
exclusively employed sparse feature grids at resolutions from 512
to 2048, omitting the use of triplane. During the training process,
occupancy planes matching the sparse feature grids’ resolution are
utilized. After training, we extract a 3D occupancy grid (requiring
roughly 2 to 10 minutes), contrasting it with the one obtained from
MEREF’s baking process (about 2 to 7 hours). Our approach consis-
tently yields a lower OR (approximately 60% of MERF’s), enhancing



Table 5. Comparison of rendering quality and memory usage. VRAM ca-
pacity is denoted in megabytes (MB).

Spatial 5123 10243 20483
Res. |PSNRT VRAM| OR| |[PSNRT VRAM| OR|

PSNRT VRAM| OR|

MERF | 21.83 94.8 2.54%| 2335 441.0 197%
Ours |22.84 613 1.49%|24.54 3225 1.27%

24.18 2478.0 1.34%
25.24 1605.0 0.89%

memory efficiency and rendering quality across all tested resolu-
tions. This demonstrates that the regularization term introduced in
Section 4.1 effectively eliminates redundant sampling areas within
objects or in the air, aligning closely with scene geometry.

6 CONCLUSION

We introduced Oblique-MERF, a compact and robust model opti-
mized for real-time NeRFs in large-scale scenes, specially designed
for oblique photography. Our key contribution is an innovative
adaptive two-dimensional occupancy plane that is integrated with
volume rendering and optimized during training. This approach
ensures a balance between memory efficiency and rendering quality,
while avoiding prolonged baking after training. We also introduced
a smoothness regularization term for specular color relative to view-
ing directions, producing more natural rendering results for novel
extrapolated viewpoints. Compared to existing real-time rendering
techniques, Oblique-MERF delivers superior rendering quality and
lower memory usage, achieving higher real-time frame rates.

Although our method improves upon the baseline in terms of
sampling space and real-time rendering rates, it still performs vol-
ume rendering similar to MERF [Reiser et al. 2023]. Compared to
methods based on mesh rasterization, it performs slightly worse in
real-time frame rates and faces challenges on devices with weaker
GPUs. Furthermore, scalability remains an issue to be addressed.
Oblique photography often requires reconstructing larger scenes.
While our proposed occupancy plane offers a more efficient repre-
sentation than 3D grids, resolution limitations still exist. Adopting
divide-and-conquer strategies, similar to Block-NeRF [Tancik et al.
2022] and Mega-NeRF [Turki et al. 2022], could be a viable solu-
tion for enhancing representation ability of our model. Additionally,
our smoothness prior mitigates artifacts in extrapolated viewpoints
to some extent but does not faithfully reproduce view-dependent
colors in the scene. Integrating our method with physically-based
rendering to accurately simulate the changes in specular color with
viewing direction represents a future research direction.
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