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ABSTRACT 

In this publication we introduce MAM-STM, a software to autonomously manipulate arbitrary 

moieties towards specific positions on a metal surface utilizing the tip of a scanning tunneling 

microscope (STM). Finding the optimal manipulation parameters for a specific moiety is 

challenging and time consuming, even for human experts. MAM-STM combines autonomous 

data acquisition with a sophisticated Q-learning implementation to determine the optimal 

bias voltage, the z-approach distance, and the tip position relative to the moiety. This then 

allows to arrange single molecules and atoms at will. In this work, we provide a tutorial based 

on a simulated response to offer a comprehensive explanation on how to use and customize 

MAM-STM. Additionally, we assess the performance of the machine learning algorithm by 

benchmarking it within a simulated stochastic environment. 

 

PROGRAM SUMMARY 

Program title: MAM-STM 

CPC Library link to program files: (to be added by Technical Editor) 

Developer's repository link: https://gitlab.tugraz.at/software_public/mam_stm.git 

Code Ocean capsule: (to be added by Technical Editor) 
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Licensing provisions: GNU General Public License 3 (GPL) 

Programming language: Python 3 

Nature of problem: Achieving precise control over the arrangement of individual molecules 

on surfaces is essential for advancing nanofabrication and understanding molecular 

interaction processes. While self-assembly offers a method for forming nanostructures, 

achieving arbitrary arrangements of moieties remains difficult. Current approaches, such as 

scanning probe microscopy (SPM), require extensive manual intervention and precise control 

is difficult to achieve consistently due to the stochastic nature of quantum mechanical systems 

at the nanoscale. Thus, learning to manipulate several moieties in order to build even 

relatively small structures is challenging and time-consuming and the automation through 

conventional expert systems is hindered by the lack of prior knowledge about the surface-

moiety interaction processes. 

Solution method: This scenario is ideal for machine learning algorithms, like reinforcement 

learning (RL), which do not require an underlying model but are able to autonomously learn 

the optimal manipulation parameters by performing manipulations directly at the machine. 

Introducing MAM-STM, which stands for Molecular and Atomic Manipulation via Scanning 

Tunneling Microscopy. MAM-STM allows to control molecules and atoms by learning the 

manipulation parameters for either vertical or lateral manipulations. However, the vast 

number of manipulation parameter combinations and the inefficient learning procedure of RL 

agents exhibit several challenges. MAM-STM overcomes these challenges with an 

autonomous masking routine that eliminates manipulation parameters that induce structural 

changes to the moiety or lift it off the surface. Additionally, a sophisticated Q-learning 

approach is developed that speeds up the learning procedure, enabling molecular 

manipulations within one day of training. 

 

INTRODUCTION 

Achieving atomically precise control over the position and orientation of individual molecules 

is key for advancing the understanding of crystal growth, assembly processes, and the 

operation of molecular machines.1 Such control unleashes the potential for nanofabrication 

of innovative materials with properties that would be inaccessible through conventional 
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fabrication techniques.2–6 Self-assembly, driven by lateral intermolecular interactions, 

represents an established method for forming nanostructures on surfaces.7,8 Although these 

structures can be tailored within certain limits through careful selection of functional groups, 

achieving arbitrary arrangements remains a formidable challenge.9,10 An alternative, more 

versatile approach is to form structures building-block by building-block through atomically 

precise manipulations.11–13 Currently, this is best achieved using scanning probe microscopy 

(SPM). 

Using this method, it is possible to build artificial structures,8,14–18 such as quantum corrals,19–

21 or 2D materials.22,23 Even nano-electronic computational devices, like logic gates,24–26 can 

be constructed. However, assembling even moderately sized nanostructures requires 

hundreds or thousands of manipulation steps with different manipulation parameters for 

every new type of building block. An additional complication arises from the fact that the 

interaction processes at the nanoscale are stochastic, i.e. the same manipulation attempt may 

not always yield the same outcome. This makes finding optimal manipulation parameters 

repetitive, time consuming, and unintuitive even for experts in the field. Thus, ideally, the 

process of manipulating surface moieties should be fully automated.  

However, conventional expert systems, i.e. algorithms relying on fixed decision processes, 

require prior knowledge about outcomes — an information which is not available when 

dealing with moieties on surfaces that are investigated for the first time. Conversely, this is an 

ideal application for machine-learning algorithms. Beyond mastering highly complex 

computer games with super-human performance,27–31 even in the absence of a priori 

knowledge of game rules, machine learning has found relevance in scientific endeavors. 

Notably, it has been instrumental in simulating diverse physics experiments,32–35 enabling 

autonomous data acquisition in scanning probe microscopy (SPM) experiments,36,37 and 

facilitating the detection and movement of nanowires using atomic force microscopy.38 The 

ability of scanning tunneling microscopes (STMs) in assembling atoms into atomically perfect 

nanostructures has been previously demonstrated by using a path planning algorithm and pre-

defined manipulation parameters.14 Furthermore, reinforcement learning (RL) approaches in 

scanning tunneling microscopy have been employed to remove individual molecules from 

closed molecular layers,39 and precisely manipulate single silver atoms to predefined positions 

on a Ag(111) surface.40 These advancements collectively underscore the potential of machine 



 
 

3 
 
 

learning in enhancing precision and autonomy in the manipulation of atomic and molecular 

structures. However, a method that learns the manipulation parameters of both atoms as well 

as molecules in an autonomous fashion does not exist. 

In this publication we introduce MAM-STM, a software to control both atoms and molecules 

towards specific positions on a metal surface by finding the optimal manipulation parameters 

in an autonomous fashion. MAM-STM stands for Molecular and Atomic Manipulation via 

Scanning Tunneling Microscopy. Fig. 1 exemplifies a typical situation where building blocks on 

the surface should be arranged into a desired structure, here in the form of an infinity symbol. 

Fig 1a shows silver adatoms (circled in green) and organic molecules (here: phtalocyanine, 

H2Pc., circled in red) adsorbed and initially randomly distributed on a silver (111) surface. 

Furthermore, the blue crosses indicate the planned final location. To apply our method, the 

first step then is to select a building block and its target location. MAM-STM then 

automatically moves the moiety to this location by imaging the region around the moiety, 

applying a vertical or lateral manipulation (see below), and re-imaging a region around the 

moiety again to evaluate the results. The procedure is repeated until the building block 

reaches its target location within a pre-defined threshold distance.  Figure 1b then shows the 

state of the surface after manipulating the building blocks using MAM-STM.  Our approach 

requires no prior knowledge of the interaction processes at play i.e., the behavior of the 

moiety with the tip or the surface, nor the atomistic structure. 

 

Fig 1a) STM image (U = 0.250 V, I = 100 pA) of the initial state of the surface, containing adatoms (circled in green) and 
molecules (circled in red). The target position for a functional structure is indicated as blue crosses. b) STM image of the 
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surface (U = 0.250 V, I = 100 pA) where the adsorbates are assembled in the desired structure. The reference atom is indicated 
by the white arrow. 

To obtain the ideal manipulation parameters, the MAM-STM software employs a 

reinforcement learning approach that adeptly maneuvers individual molecules towards 

specific positions on a surface using a tip-induced electric field of a scanning tunneling 

microscope. However, in order to build artificial nanostructure building-block by building-

block several challenges have to be addressed. The main challenge is the a priori infinite 

number of possible manipulations parameter combinations (i.e., the applied bias voltage v, 

the approach distance z, and the tip position in x and y relative to the moiety), which, in 

reinforcement learning, is commonly referred to as action space explosion.41 To overcome this 

action space explosion, MAM-STM employs an autonomous masking routine that sweeps 

through the bias voltage and z approach distance to determine an Action Space Mask (ASM) 

which limits the manipulation parameters to those that are able to induce movements but do 

not induce any structural changes to the moieties or lift it off the surface. Another challenge 

is that training conventional reinforcement learning agents is not particularly data efficient. 

Thus, numerous manipulations have to be carried out necessitating in a substantial amount of 

measurement time, which is usually limited. MAM-STM employs a distinctive Q-learning 

approach to enhance the data efficiency of the training process. In this approach, MAM-STM 

learns from the impact of a single manipulation on all potential surface positions the moiety 

could attain. This accelerates the learning progress, enabling the precise positioning of 

moieties after learning a few thousand manipulation parameters. 

Following about half a day of training, the algorithm efficiently manipulates initially unknown 

moieties towards specific positions on the surface.  The code of MAM-STM is freely available 

and can be downloaded from our GitLab repository: 

https://gitlab.tugraz.at/software_public/mam_stm.git 

This paper is organized as follows: Firstly, we discuss the general working principle of 

reinforcement learning and the particular Q-Learning implementation used in MAM-STM. 

Secondly, we describe how the action space explosion is limited by measuring an Action Space 

Mask (ASM) to ensure parameters that interrupt the autonomous learning procedure are 

eliminated. Thirdly, the three key ingredients of reinforcement learning are explained utilizing 

an artificial molecule as an example. This will give a procedure to follow when setting up MAM-



 
 

5 
 
 

STM for another moiety. Finally, the setup of our reinforcement learning agent is 

benchmarked by letting the agent learn in a simulated stochastic environment. 

 

Methods 

The software is written in Python3 and the interface to the STM is currently only available for 

the TMS320C6657 DSP (Digital Signal Processor) from Texas Instruments in order to remote-

control the STM. The software was tested on a low-temperature STM (CreaTec) operated at 

5 K. However, the code which handles the remote-control commands can be easily adapted 

to the electronics for other manufactures, like Nanonis. 

 
Graphical User Interfaces (GUI) for the MAM-STM setup process 

When the software is started, a graphical user interface (GUI), shown in Fig 2, appears which 

allows to connect the measurements (performed with the commercial CreaTec STM/AFM 

software) to MAM-STM. The first step is to select a building block (i.e., a starting position) and 

the position to which it should be moved. To do so, the first step is to obtain an overview 

image of the surface within the STM/AFM software (using manually chosen and optimized 

imaging conditions). Then, a build block is selected in the STM/AFM software and read into 

MAM-STM by clicking the “Read Position” button. The next step is to select the target position 

in a similar way. If desired, multiple target positions, termed “goal” hereafter, can be selected. 

This then effectively constitutes the trajectory along which the moiety is manipulated. An 

example is given in Fig 3, where we selected a molecule as start position and 4 subsequently 

goals, where the last goal coincides with the starting position leading to a closed trajectory. 

The last position of the trajectory can be deleted via pressing the “Delete Position” button. A 

detailed description of the GUI functionality is given in the supporting information. 
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Fig 2 GUI to initialize the environment positions 

 

Fig 3 The training trajectory of our RL agent is given by a square of side length 10 nm. The orange circles determined the 
goal region with a radius of 0.3 nm. The STM-image (1 V, 10 pA) shows the training trajectory of our previous work, 42 where 
a dipolar molecule is moved across a Ag(111). 
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The general working principle of reinforcement learning 

Recent advancements have highlighted the efficacy of reinforcement learning techniques in 

tackling complex and dynamic tasks. In response to these challenges, we have devised a 

reinforcement learning algorithm tailored to autonomously acquire optimal manipulation 

parameters. This algorithm controls the STM-tip to directly influence the positioning of 

moieties on the surface, learning from the outcomes of each manipulation.  

 

1. The machine learning framework 

To understand the impact of the various possible settings in this software, it is useful to briefly 

revisit the foundations of reinforcement learning. Here, we begin by elucidating the general 

concept of reinforcement learning and then focus on understanding the Bellman equation as 

it is the central equation (i.e., the Q-learning algorithm) of the learning procedure.43 This 

equation is pivotal in determining optimal manipulation parameters for precise control over 

arbitrary moieties. Additionally, we introduce a strategic approach involving so-called “virtual 

goals”, an innovative trick implemented in MAM-STM to enable parallel learning across all 

states, thereby enhancing the efficiency of the learning process tremendously. Finally, the 

specific structure of this reinforcement learning framework is explained, enabling its seamless 

adaptation to alternative moieties. 

1.1. Reinforcement Learning 

Reinforcement learning (RL) is centered on the concept of learning by applying actions and 

judging the outcome based on a reward signal, as illustrated in Fig 4.44 To apply reinforcement 

learning to precisely position moieties on metal surfaces three key elements must be defined. 

These are the set of states that represent the goal position relative to the molecule to the 

agent (shown in Fig 5a), the set of possible actions that the agent can perform (shown in Fig 

5b), and the reward function (explained and discussed in Section 1.1.3). At its core, RL 

addresses the problem of sequential decision-making in dynamic environment, where at each 

step t an agent interacts with an environment, selects actions, and receives feedback in the 

form of rewards or penalties.45  The formal representation is provided through a finite Markov 

decision process, defined as a 4-tuple (𝑆, 𝐴, 𝑃𝑎 , 𝑅𝑎).46 Here, 𝑆 denotes the set of states 𝑠𝑡 

referred to as the state space, 𝐴 represents the set of possible actions 𝑎𝑡 collectively denoted 
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as the action space, 𝑃𝑎(𝑠𝑡, 𝑠𝑡+1) denotes the state transition probability that when applying 

action 𝑎𝑡 in state 𝑠𝑡 the next state 𝑠𝑡+1  will follow, and 𝑅𝑎 signifies the immediate reward 𝑟𝑡 

received after the state transition. Note that lower-case variables describe a single value of 

the respective space and upper-case values the complete space.  

 

Fig 4 The basic principle of reinforcement learning describes an agent receiving the state 𝑠𝑡 from the environment, and it 
performs an action 𝑎𝑡 based on this state. This leads to a transition from state 𝑠𝑡 to 𝑠𝑡+1 and an agent receives the state 𝑠𝑡+1 
and the reward signal 𝑟𝑡+1.  

 

The primary objective in reinforcement learning is to discover a policy, i.e., a mapping from 

states to actions, that maximizes the cumulative reward. This policy learning process is guided 

by the agent's exploration of the environment and its ability to adapt based on the received 

reward. The iterative nature of RL, involving the agent repeatedly observing, acting, and 

learning from its experiences, allows it to develop increasingly refined policy 𝜋(𝑎|𝑠). This 

policy is determined by a learning algorithm, known as Q-learning (see section 1.2), which 

maps the action to a particular state via the so-called Q-value 𝑄(𝑠, 𝑎). 43 
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Fig 5 The visual representation of the State-Action Space. a) Each state is given by the angle 𝜑 and distance 𝑑 between the 
goal and the moiety to be moved. The state space encompasses all possible distances and angles b) The action space is defined 
as the possible parameter combinations given by the bias voltages 𝑉, approach distance of the tip 𝑍, and the relative position 
of the STM-tip 𝑋, 𝑌 from the molecules position. 

 

1.1.1. State Space 

Each individual state is defined as a 2-tuple (d, 𝜑), containing the relative angle φ between the 

moiety’s orientation and the vector from the moiety position to the goal position, and the 

distance d the moiety is away from the goal position. 

In MAM-STM, the state space 𝑆 discretized in increments of ∆𝑠𝜑 for the angle, and ∆𝑠𝑑 for the 

distance: 

𝑆 = {(𝑠𝑑, 𝑠𝜑)|sd ∈ 𝑆𝑑, 𝑠𝜑 ∈ 𝑆𝜑 } 

with 

𝑆𝑑 = {𝑠𝑑 |𝑠𝑑 = 𝑘 ⋅ Δ𝑠𝑑, 𝑘 ∈ ℕ0, 0 ≤ 𝑠𝑑 ≤ 𝑠𝑑𝑚𝑎𝑥
} 

𝑆𝜑 = {𝑠𝜑 |𝑠𝜑 = 𝑘 ⋅ Δ𝑠𝜑, 𝑘 ∈ ℕ0, 𝑠𝜑𝑚𝑖𝑛
≤ 𝑠𝜑 < 𝑠𝜑𝑚𝑎𝑥

} 

 

1.1.2. Action Space 
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An action is a combination of manipulation parameters characterized as a 4-tuple (𝑣, 𝑧, 𝑦, 𝑥), 

where v represents the bias voltage, z denotes the z-approach distance from the STM imaging 

conditions, and y and x specify the lateral tip position. The action space is also discretized in 

increments of ∆𝑎𝑣 for the applied bias voltage, ∆𝑎𝑧 for the z-approach, ∆𝑎𝑦 and ∆𝑎𝑥 for the 

tip:  

𝐴𝑣 = {𝑎𝑣𝑚𝑖𝑛
, 𝑎𝑣𝑚𝑖𝑛

+ Δ𝑎𝑣, 𝑎𝑣𝑚𝑖𝑛
+ 2Δ𝑎𝑣, … , 𝑎𝑣𝑚𝑎𝑥

} 

𝐴𝑧 = {𝑎𝑧𝑚𝑖𝑛
, 𝑎𝑧𝑚𝑖𝑛

+ Δ𝑎𝑧, 𝑎𝑧𝑚𝑖𝑛
+ 2Δ𝑎𝑧 , … , 𝑎𝑧𝑚𝑎𝑥

} 

𝐴𝑦 = {𝑎𝑦𝑚𝑖𝑛
, 𝑎𝑦𝑚𝑖𝑛

+ Δ𝑎𝑦, 𝑎𝑦𝑚𝑖𝑛
+ 2Δ𝑎𝑦, … , 𝑎𝑦𝑚𝑎𝑥

} 

𝐴𝑥 = {𝑎𝑥𝑚𝑖𝑛
, 𝑎𝑥𝑚𝑖𝑛

+ Δ𝑎𝑥, 𝑎𝑥𝑚𝑖𝑛
+ 2Δ𝑎𝑥, … , 𝑎𝑥𝑚𝑎𝑥

} 

𝐴 = {(𝑎𝑣, 𝑎𝑧 , 𝑎𝑦, 𝑎𝑥)|𝑎𝑣 ∈  𝐴𝑣 , 𝑎𝑧 ∈ 𝐴𝑧 , 𝑎𝑦 ∈ 𝐴𝑦, 𝑎𝑥 ∈ 𝐴𝑥} 

This establishes the set of manipulation parameters available for MAM-STM to utilize in 

learning the control of individual moieties. Furthermore, MAM-STM can employ both 

manipulation modes: Vertical and lateral manipulation. Which type of manipulation is 

executed is selected when calling the program (see Supporting Information for details).  As 

described below, the definition of the lateral tip positions depends on the manipulation mode. 

 

Pulsing vertical manipulation  

The advantage of the pulsing vertical manipulation mode is that it allows to induce small, but 

very precise movements. 11,12,42 In the pulsing vertical manipulation mode, the STM is set to 

the imaging parameters and the tip moves to the agent’s selected action (𝑎𝑥, 𝑎𝑦), shown in 

red in Figure 5). The center of the action space is defined by the center of the moiety. The size 

of the action space can be set by a minimum and maximum value in both directions (𝑎𝑥𝑚𝑖𝑛
, 

𝑎𝑥𝑚𝑎𝑥
, 𝑎𝑦𝑚𝑖𝑛

, 𝑎𝑦𝑚𝑎𝑥
). In practice, it has proven useful to select an action space that is slightly 

larger than the size of the molecule (see also benchmark below).  

𝐴𝑥 and 𝐴𝑦 is larger (two times Δ𝑙 or Δ𝑤) than the moiety size (see Fig 6). When the position 

is reached, the z approach distance is set and the bias voltage is applied for a maximum 

duration 𝑡𝑚𝑎𝑥  or until the current threshold 𝐼𝑚𝑎𝑥 (both can be set in the file input.json) is 

reached. 
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Fig 6 Action space explained based on an exemplary molecule. The center of the action space equals the center of the moiety 
The action space size 𝐴𝑥  and 𝐴𝑦 is defined as the minimum and maximum action space distance 𝑎𝑥𝑚𝑖𝑛

 and 𝑎𝑥𝑚𝑎𝑥
 or 𝑎𝑦𝑚𝑖𝑛

 

and 𝑎𝑦𝑚𝑎𝑥
 (i.e., the distance relative to center of the moiety) based on the size of the moiety. These two parameters are 

useful if the molecule to manipulate is asymmetric. The additional size of the action space 𝛥𝑙 or Δ𝑤 depends on the type of 
moiety. In the case of a dipolar molecules is it advisable to use larger values of Δ𝑙 and Δw compared to non-polar molecules. 

 

Lateral manipulation 

Performing a lateral motion of the tip parallel to the surface allows for the moiety to be moved 

over greater distances compared to the pulsing vertical manipulations. Depending on the 

manipulation parameters, lateral manipulation leads either to pulling, pushing, or sliding 

motions of the moiety.15 The lateral manipulation routine of MAM-STM is depicted in Fig 7. 

Here, the STM tip moves to the start position of the lateral manipulation (in constant current 

mode) using the same conditions that are used for imaging. When the start position is 

reached, the current feedback is turned off and the agent’s selected manipulation parameters 

are used for the manipulation. Thus, the STM tip approaches the surface in z-direction from 

the imaging condition and applies the bias voltage v. 
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Then the STM-tip then moves along the lateral manipulation vector towards the end position 

which is determined by the agent’s selected action (𝑎𝑥 , 𝑎𝑦), which can be anywhere within the 

action space (black square). Contrary to vertical manipulation, in lateral manipulation mode 

the action space is centered at the goal position. The speed of the lateral manipulation is set, 

by default, to 2 nm/s and can be adjusted in the input.json file. Note that the lateral 

manipulation vector starts at an offset 𝑙𝑎𝑡𝑜𝑓𝑓𝑠𝑒𝑡 = max(𝑙𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒, 𝑤𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒) ∗ 1.25 

measured from the moiety center and always goes through the center of the moiety. Thus, 

the direction of manipulation is given by the end position (i.e., the agent’s selected action 

(𝑎𝑥, 𝑎𝑦) relative to the goal position). 

 

Fig 7 The lateral manipulation across the surface is given by the lateral manipulation vector. The vector starts at a specific 
distance 𝑙𝑎𝑡𝑜𝑓𝑓𝑠𝑒𝑡 = max(𝑙𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒 , 𝑤𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒) ∗ 1.25 away from the center of the moiety and is displaced along the 

manipulation vector but in opposite direction of the goal. The end position of the lateral manipulation is determined by the 
agent’s selected action (𝑎𝑥 , 𝑎𝑦) given by the action space (black square) with the action space being centered at the goal 

position. Note: The shown molecule is only an exemplary molecule used for visualization. 

1.1.3. Reward functions 

In order for the agent to know which action to pick in a given state, it needs to know the quality 

of an action. This quality is determined via the designed reward function(s) that encodes the 

overall objective the agent should accomplish. It should be emphasized that this is the only 
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handle we have to influence the agent’s behavior. Thus, designing an appropriate reward 

function is crucial in accomplishing the objective we desire. 

In MAM-STM, the agent should achieve two objectives: the first is to manipulate the moiety 

as fast as possible towards the goal (i.e., in as few steps as possible), and the second objective 

is to position the moiety precisely at the goal position. 

In the following section the reward functions for the two manipulation modes are discussed 

to understand how we encourage our reinforcement learning agent to manipulate moieties 

fast and precisely towards specific positions on a metal surface. 

 

Reward function: vertical manipulation 

In the vertical manipulation the STM-tip is placed based on the selected action (𝑎𝑥, 𝑎𝑦). The 

movement caused by this action is converted into a reward signal for the agent. The moiety is 

controlled towards the individual (sub-)goal positions by applying consecutive voltage pulses 

until the final goal is reached.  

To ensure the agent learns to move the moiety over large distances when being further away 

from the goal position but precisely when being close to the goal position, two reward 

functions are designed and then added together. The first dominates when the moiety is far 

away from the goal position. It is a sigmoid (see Fig 8a) that gives positive reward 𝑟𝑡+1 when 

moving towards the goal (Δ𝑑𝑔𝑜𝑎𝑙 > 0) and negative reward when the moiety moves away 

from the goal position. This incentivizes the agent to move the moiety a large distance Δ𝑑𝑔𝑜𝑎𝑙 

towards the goal. The second reward function (Fig 8b) dominates when the moiety is close to 

the goal and encourages the agent to move the moiety precisely at the goal position. The y-

axis is normalized by 𝑎𝑚𝑎𝑥 = max (𝑎𝑥𝑚𝑖𝑛
, 𝑎𝑥𝑚𝑎𝑥

, 𝑎𝑦𝑚𝑖𝑛
, 𝑎𝑦𝑚𝑎𝑥

), the maximum displacement 

of the STM-tip in x or y relative to the moiety center. 
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Fig 8 The designed reward functions for the vertical manipulation. a) The reward signal R of the sigmoid function encourages 
the agent to move the moieties over large distances Δd when the moiety is further away from the goal. The x-axis is 
normalized by 𝑎𝑚𝑎𝑥 = max (𝑎𝑥𝑚𝑖𝑛

, 𝑎𝑥𝑚𝑎𝑥
, 𝑎𝑦𝑚𝑖𝑛

, 𝑎𝑦𝑚𝑎𝑥
) the maximum displacement of the STM-tip in x or y relative to the 

moiety center. b) This reward function enables additional reward when the moiety is positioned precisely at the goal position 
and only gives a positive contribution when the moiety is in close proximity to the goal. The x-axis is determined by the 
distance the moiety is away from the goal 𝑑𝑔𝑜𝑎𝑙 normalized by the maximum size of the action space in x and y. 

Reward function: lateral manipulation 

The designed reward function for lateral manipulation (shown Fig 9) closely mirrors the 

reward function employed for vertical manipulation (refer to Fig 8b), with the inclusion of an 

additional penalty term, as given in the Supporting Information. This supplementary term is 

incorporated to penalize instances where the moiety is not precisely situated at the goal 

position. This is required to penalize situation where the moiety becomes “dropped” during 

the manipulation, e.g. because of sub-optimal manipulation parameters. The penalty is 

structured as a linear function, with the slope configured in a manner that imposes a penalty 

of -0.25 when the distance of the moiety to the goal is 𝑎𝑚𝑎𝑥 = max (𝑎𝑥𝑚𝑖𝑛
, 𝑎𝑥𝑚𝑎𝑥

, 𝑎𝑦𝑚𝑖𝑛
,

𝑎𝑦𝑚𝑎𝑥
). This reward 𝑟𝑡+1 encourages the agent to seek manipulation parameters that 

accurately position the moiety at the specified goal, discouraging parameters that result in 

imprecise positioning or potential loss of the moiety throughout the manipulation trajectory. 



 
 

15 
 
 

 

Fig 9 The designed reward function for the lateral manipulation. The reward function encourages the agent to move the 
moiety exactly to the goal position. The linear penalty function (of slope -0.25 and offset 0) adds a higher penalty the further 
the moiety is away from the goal position. The penalty term is defined such that a penalty of -0.25 is given if the moiety is 
positioned at 𝑎𝑚𝑎𝑥 = max (𝑎𝑥𝑚𝑖𝑛

, 𝑎𝑥𝑚𝑎𝑥
, 𝑎𝑦𝑚𝑖𝑛

, 𝑎𝑦𝑚𝑎𝑥
). 

 

In summary, we defined three key elements: the states perceivable by the agent, the array of 

actions it can choose to manipulate the moiety, and the reward function(s) that judge the 

quality of an action. These components collectively lay the foundation for configuring a 

reinforcement learning agent capable of directing moieties to predetermined positions on a 

surface. However, the expansive nature of the state-action space poses several challenges 

which on the one hand necessitates in eliminating the state dependence in the learning 

procedure and on the other hand strategically truncate of the action space by determining an 

autonomous action space mask that ensures only sensible set of parameters are used during 

training consequently enhancing the efficiency of the learning procedure. 

 

 
1.2. Q-learning algorithm 

At the heart of the Q-Learning algorithm is the Q-table, which is a data structure used to store 

and update the estimated Q-values for the expected cumulative rewards of state-action pairs. 

The Q-table is initialized with zeros, and Q-Learning iteratively refines these values by applying 

the Bellman equation. 
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Bellman Equation 

The Bellman equation expresses the relationship between the Q-value in the current state and 

the Q-values of the next state. It enables Q-Learning to update the Q-values through the 

following formula: 

 𝑄(𝑠𝑡, 𝑎𝑡) ← 𝑄(𝑠𝑡, 𝑎𝑡) + 𝛼 [𝑟𝑡+1 + 𝛾 max
𝑎′

𝑄(𝑠𝑡+1, 𝑎′)  − 𝑄(𝑠𝑡, 𝑎𝑡)] (1) 

Here, 𝑄(𝑠𝑡, 𝑎𝑡) is the Q-value for state 𝑠𝑡 and action 𝑎𝑡, 𝑅𝑡+1  is the immediate reward 

(explained in the previous section 1.1.3), 𝛼 is the learning rate, 𝛾 is the discount factor. 

The learning rate 𝛼 controls the step size in updating the Q-values. It determines how much 

the algorithm trusts newly acquired information. A high learning rate may lead to faster 

convergence but risks overshooting optimal values, while a low learning rate ensures stability 

but slower learning. Finding an appropriate learning rate is often an empirical challenge in Q-

Learning. 

The discount factor 𝛾 allows the RL agent to balance the trade-off between immediate and 

future rewards. It influences the agent's decision-making process by affecting its preference 

for short-term gains versus long-term objectives. 

During the learning process, the agent balances exploration (trying hitherto unvisited actions) 

and exploitation (apply the currently action estimated to yield the best result and confirming 

the efficiency). 

In Q-Learning agent’s employ an epsilon-greedy strategy given by: 

 𝜋(𝑎|𝑠) = {

1 − 𝜖 +
𝜖

|𝐴(𝜖)|
     if 𝑎 = argmax(𝑄(𝑠, 𝑎)),

𝜖

|𝐴(𝜖)|
     otherwise           

 (2) 

where, with probability 𝜖 ∈ (0,1], the agent explores by selecting a random action, and with 

probability 1 − 𝜖, it exploits by choosing the action with the highest Q-value. The choice of 𝜖 

is a critical hyperparameter influencing the algorithm's performance and can be set in the 

input.json file. 

Nevertheless, employing the Bellman equation in this manner only updates a single Q-value 

corresponding to the action taken in a specific state. This means the agent to manipulate 
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several million parameters to explore each action across all states at least once. This makes 

the identification of meaningful actions (i.e., manipulation parameters) impractical, 

prompting us to devise a solution to overcome this challenge.  

 

1.3. Parallel Learning 

Consequently, our modification to the conventional Q-learning algorithm introduces a 

distinctive approach, where Q-values for every state are learned simultaneously, removing 

the necessity to explore actions for every state separately. 

This method incorporates virtual goals to update the Q-value for a specific action in every 

state at the same time. The real state defines the actual goal position relative to the present 

position of the moiety. The chosen action of the agent during the learning phase are 

determined based on the real state. However, once an action is performed, its outcome can 

also be evaluated assuming the goal would have been somewhere else. (In that case, the 

action was probably sub-optimal). 

Consequently, rather than updating the Q-value only for the real state, we can simultaneously 

update the Q-value of all states. This ensures that all states receive updates at every step, 

establishing a learning progress that quickly converges independently of the number of states. 

 

1.4. Action Space Masking: Truncating the Manipulation Parameter Space 

The challenge of the large number of possible manipulation parameters is often referred to as 

the action space explosion in reinforcement learning. MAM-STM addresses this challenge with 

a crucial software component called Action Space Masking (ASM). This routine plays a pivotal 

role in limiting the manipulation parameters, effectively serving as a filter for optimal actions. 

The importance of the ASM lies in its ability to sweep through the bias voltages and z-approach 

distances, determining a restricted set of manipulation parameters. By doing so, the ASM 

ensures that only those parameters capable of inducing movements without causing 

structural changes are retained. This strategic limitation is essential for preventing the 

inadvertent imposition of strong manipulation parameters that could lead to undesirable 

outcomes, such as lifting the moiety off the surface. In essence, the ASM is a key mechanism 



 
 

18 
 
 

for refining and streamlining the learning process, enhancing both the precision and safety of 

the autonomous molecular manipulation conducted by MAM-STM. 

The ASM is measured by repeatedly performing lateral manipulations over a specific distance 

(default: 5 nm), maneuvering the moiety between two fixed points which are determined at 

the start of the routine. The start fixed point 𝑣⃑𝑓𝑖𝑥_𝑠𝑡𝑎𝑟𝑡  is determined by the position of the 

moiety and the end fixed point is given by a fixed lateral manipulation distance 𝑑𝑙𝑎𝑡 (depends 

on the moiety size) along the moiety orientation 𝜑𝑚𝑜𝑖𝑒𝑡𝑦. 

 𝑣⃑𝑓𝑖𝑥_𝑠𝑡𝑎𝑟𝑡 = 𝑣⃑𝑚𝑜𝑖𝑒𝑡𝑦 (3) 

 𝑣⃑𝑓𝑖𝑥_𝑒𝑛𝑑 = 𝑣⃑𝑚𝑜𝑖𝑒𝑡𝑦 + 𝑑𝑙𝑎𝑡 ∗ 𝑅̂(𝜑𝑚𝑜𝑖𝑒𝑡𝑦) (4) 

with 𝑅̂ being a rotation matrix. 

In general, the manipulation is always along equivalent directions of the moiety, which means 

every lateral manipulation is either performed in the direction of the moiety or in its reverse 

direction. To determine which direction of manipulation is performed, the moiety distance 

towards the two fixed points is determined. The fixed point (𝑣⃑𝑓𝑖𝑥_𝑠𝑡𝑎𝑟𝑡 or 𝑣⃑𝑓𝑖𝑥_𝑒𝑛𝑑) that is 

positioned further away from the moiety is the current reference point 𝑣⃑𝑟𝑒𝑓 and the 

corresponding end position of the lateral manipulation 𝑣⃑𝑙𝑎𝑡_𝑒𝑛𝑑 is determined as follows: 

 𝑣⃑𝑙𝑎𝑡_𝑒𝑛𝑑 = 𝑣⃑𝑚𝑜𝑖𝑒𝑡𝑦 + 𝑑𝑙𝑎𝑡 ∗ 𝑅̂(𝜑𝑙𝑎𝑡 + 𝜃) (5) 

where 𝜃 is either set to be 0 ° or 180 ° depending on which angle minimizes the distance 𝛥𝑑  

between 𝑣⃑𝑙𝑎𝑡_𝑒𝑛𝑑 and 𝑣⃑𝑟𝑒𝑓: 

 𝛥𝑑 = ‖𝑣⃑𝑙𝑎𝑡_𝑒𝑛𝑑 − 𝑣⃑𝑟𝑒𝑓‖   (6) 

This lateral manipulation routine maneuvers the moiety for a fixed distance 𝑑𝑙𝑎𝑡 back and 

forth along the moiety’s orientation direction 𝑅̂(𝜑𝑚𝑜𝑖𝑒𝑡𝑦) while also staying as close to the 

two fixed points as possible.  

This preselection routine narrows down bias voltages and approach distances to avoid 

ineffective or disruptive manipulation, establishing an Action Space Mask to retain suitable 

parameters during manipulations. An experimentally measured ASM of phthalocyanine on 

Ag(111) is shown in Fig 10. The colored dots indicate whether the molecule got picked up 

(grey), moved (pink), or stayed the same (teal) for the given bias voltage v and approach 
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distance z. The ASM shows that as the approach distance increases the necessary bias voltage 

decreases in order to induce motion. At 0.4 nm approach distance, every bias voltage is able 

to induce motion, indicating the STM tip being in contact with the molecule. However, 

increasing the approach distance further causes the molecule to be picked up. 

 

Fig 10 The Action Space Mask of phthalocyanine on Ag(111). The dots represent a single lateral manipulation performed with 
a specific bias voltage and approach distance. The color indicates whether the molecule stays at the same position, moves, 
or gets picked up due to the lateral manipulation. 

 
1.5. Brief description of the code 

The flowchart visualized in Fig 11 gives an overview of the code structure. At the start the 

individual moieties and their sub- and final goal positions are setup using the Createc 

STM/AFM software in conjunction with the GUI (see Methods). The initialization of the 

reinforcement learning parameters are loaded from the input.json file. In a real experiment 

the Action Space Mask (ASM) is measured before the agent is trained on a specific moiety. 

Once the ASM is measured the RL agent is trained with the truncated action space by 

sequentially maneuvering every initialized moiety through its defined (sub)goal positions. In 

order to learn in a continuous fashion a closed trajectory is preferred, thus, the start and final 

goal position are set to be equivalent. 
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Fig 11 Flow diagram of the MAM-STM software 
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1.6. The input.json file 

The complete setup can be configured in the input.json file located in the MAM-STM’s root 

directory. The functionality of each parameter is meticulously described in the file itself. 

Benchmarking the performance of the agent 

2.1. Simulated responses 

Since measurement time at STMs is not always readily available and the optimization of the 

learning procedure can be tedious, we implemented a simulation in MAM-STM which allows 

to consider a hypothetical moiety with pre-defined, realistic and stochastic responses to 

actions. Within this simulation, one can create an artificial environment, where each 

manipulation parameter influences the motion of the moiety based on a pre-determined 

function. For the sake of this benchmark, we choose an environment which mimics the 

complexity of molecular motion on surfaces. For each manipulation parameter of an action 

the molecular translation and rotation is affected in a different manner. First the translation 

and then the rotation is described. 

Translation: The bias voltage enables the agent to either pull or push the moiety when the 

bias voltage v is positive or negative, respectively. Furthermore, the absolute value of the bias 

voltage also allows to increase or decrease the translation distance. The approach distance z 

can further increase the translation distance by an additional factor. 

The distance in x and y the tip is placed relative to the center of the moiety exhibits one point 

in each quadrant 𝑥𝑓𝑖𝑥 and 𝑦𝑓𝑖𝑥 and which has a fixed translation probability of 100 %. The 

translation probability decreases according to a Gaussian distribution. Thus, only points in the 

vicinity of these 4 points are able to induce motion. In addition, to account for the stochastic 

nature of molecules on surfaces, a Gaussian noise term 𝐺𝑛𝑜𝑖𝑠𝑒(𝑧) is added to the motion of 

the moiety. However, this term only comes into play if the manipulation parameters chosen 

by the agent are able to induce movement at all. The movement from the old position 𝑥𝑡 and 

𝑦𝑡 to the new position 𝑥𝑡+1 and 𝑦𝑡+1 is described by the following equations: 

𝑥𝑡+1 = 𝑥𝑡 + 𝐺𝑎𝑥
(𝑎𝑥) + 𝑎𝑥 ∗ 𝑎𝑣 + 𝑠𝑖𝑔𝑛(𝑎𝑣) ∗ 𝑎ℎ + 𝐺𝑛𝑜𝑖𝑠𝑒(𝑣), 

𝑦𝑡+1 = 𝑦𝑡 + 𝐺𝑎𝑦
(𝑎𝑦) + 𝑎𝑦 ∗ 𝑎𝑣 + 𝑠𝑖𝑔𝑛(𝑎𝑣) ∗ 𝑎ℎ + 𝐺𝑛𝑜𝑖𝑠𝑒(𝑣), 
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where 𝐺𝑎𝑥
(𝑎𝑥) and 𝐺𝑎𝑦

(𝑎𝑦) being defined via four Gaussian distributions given by: 

𝐺𝑎𝑥
(𝑎𝑥) =

1

𝜎√2𝜋
(∑ 𝑒

−
(𝑎𝑥−𝑥𝑓𝑖𝑥,𝑖)

2

2𝜎𝑓𝑖𝑥
2

4

𝑖=1

), 

𝐺𝑎𝑦
(𝑎𝑦) =

1

𝜎√2𝜋
(∑ 𝑒

−
(𝑎𝑦−𝑦𝑓𝑖𝑥,𝑖)

2

2𝜎𝑓𝑖𝑥
2

4

𝑖=1

) 

where the parametrized Gaussian is defined by 𝜎𝑓𝑖𝑥 = 0.50 𝑛𝑚 and the fixed points in each 

quadrant: 

𝑥⃑𝑓𝑖𝑥 = (0.50, −0.40, 0.50, −0.50)𝑇 

𝑦⃑𝑓𝑖𝑥 = (0.50, −0.75, −0.75, 0.50)𝑇 

and the Gaussian noise being: 

𝐺𝑛𝑜𝑖𝑠𝑒(𝑣) =
1

𝜎√2𝜋
𝑒

−
(𝑣−𝜇)2

2𝜎2 , 

where the parametrized Gaussian is defined by 𝜇 = 0 and 𝜎 = 0.17 𝑛𝑚. 

Rotation: The molecular rotation only depends on the lateral position in y relative to the 

molecule orientation 𝜑𝑡. The molecule possesses a distinct internal orientation, subject to 

alteration when the tip is positioned to the right or left, causing the molecule to rotate either 

clockwise or counterclockwise by a discrete angle of 60 °. The rotation of the moiety is defined 

as follows: 

𝜑𝑡+1 = 𝜑𝑡 + sign(𝑎𝑦) ∗
𝜋

3
∗ 𝐺𝑟𝑜𝑡(𝑣), 

 and follows a Gaussian distribution: 

𝐺𝑟𝑜𝑡(𝑣) =
1

𝜎√2𝜋
𝑒

−
(𝑧−𝜇)2

2𝜎2  

with the gaussian being parametrized by 𝜇 = 0 and 𝜎 = 1. 
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2.2. Vertical manipulation benchmarks 

The performed benchmark utilizes vertical manipulations for rigorous testing, as it provides a 

more challenging scenario than the lateral manipulation. Thus, yield to deeper insights into 

the learning performance of the agent.  

The benchmark is performed using MAM-STM’s built-in simulation, which allows us to test the 

reinforcement learning setup and evaluate the performance of an agent in a self-designed 

artificial environment. In this environment, each manipulation parameter influences the 

motion of the moiety based on a pre-determined function. However, to account for the 

stochastic nature of real experiments we added statistical fluctuations in output quantities 

(i.e., the movement and rotation of the moiety). Thus, we have full control over the effect of 

the individual manipulation parameters at work, which allows us to benchmark the behavior 

of the reinforcement learning agent. 

Given that time is not crucial and simulating an ASM routine does not provide any benefit, the 

Action Space Mask (explained in section 1.4) is not measured and we assume valid bias 

voltages v and approach distances z are already determined. The state and action space used 

in this benchmark are given in Table 1 and Table 2, respectively, and its values can be adjusted 

in the input.json file. 

Table 1: The state space values for benchmarking 

Environment 

State Space 

Relative distance to goal 𝑑 

𝑆𝑑𝑚𝑖𝑛
= 0 𝑛𝑚  

𝑆𝑣𝑚𝑎𝑥
= 5.00 𝑛𝑚  

∆𝑆𝑑 = 0.20 𝑛𝑚   

Relative angle to goal 𝜑 

𝑆𝜑𝑚𝑖𝑛
= −180 °  

𝑆𝜑𝑚𝑎𝑥
= 180 °  

∆𝑆𝜑 = 1 °   
 

Table 2: The action space values for benchmarking 

Action Space 

Bias Voltage 𝑉 

𝐴𝑣𝑚𝑖𝑛
= −800 𝑚𝑉  

𝐴𝑣𝑚𝑎𝑥
= 800 𝑚𝑉  

∆𝐴𝑣 = 100 𝑚𝑉   

Approach distance 𝑍 

𝐴𝑧𝑚𝑖𝑛
= 0 𝑛𝑚  

𝐴𝑧𝑚𝑎𝑥
= 0.50 𝑛𝑚  

∆𝐴𝑧 = 0.05 𝑛𝑚   

Relative tip position 𝑋, 𝑌 𝐴𝑥𝑚𝑖𝑛
= 𝐴𝑦𝑚𝑖𝑛

= −1.25 𝑛𝑚   
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𝐴𝑥𝑚𝑎𝑥
= 𝐴𝑦𝑚𝑎𝑥

= 1.25 𝑛𝑚  

∆𝐴𝑦 = 0.25 𝑛𝑚  

 

2.3. Training process 

The agent is trained by maneuvering the moiety along a pre-defined trajectory. In the example 

benchmark we aim for a 10 nm by 10 nm square trajectory, see Fig 3. In the training process, 

the moiety should consecutively reach the four individual (sub)goal positions of the squared 

training trajectory. A goal is reached if the moiety is within the threshold distance (orange 

circle). Note, the goal region (i.e., a threshold distances) can be set in the input.json file. 

The agent performs vertical manipulations to maneuver the moiety along the square 

trajectory and learns the optimal manipulation parameters by maximizing the expected future 

reward. The reward the agent receives per timestep is given by reward functions elaborated 

in section 1.1.3. This training trajectory allows the agent to learn continuously and without 

being interrupted. The agent’s hyperparameters during the training procedure are given in 

Table 3. 

Table 3: The Q-learning hyperparameters. 

Q-learning 

Hyperparameters 

Exploration rate 𝜖 
 
 0.30 
  

Learning rate 𝛼 
 
 0.001 
  

Discount factor 𝛾 
 
 0.50 
  

The discount factor 𝛾 was chosen rather small (typically around 0.95) so that the agent values 

the current reward more than the future reward given by the maximum Q-value of the next 

state. In practice, the shape of the STM tip can change, leading to a different behavior. Thus, 

with a lower discount factor the agent focuses more on the present than on past experiences. 

 

3. Results  

The agent is benchmarked by performing validation runs to determine a learning curve. This 

learning curve is given by the number of manipulations the agent requires to move the 
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molecule along the training trajectory (square), recorded at various stages of training. During 

the validation runs the agent’s knowledge is “frozen” (i.e., the agent is not learning) while 

moving the moiety along the trajectory.  

3.1. Learning curve 

The learning curve (see Fig 12), shows the agent’s performance by traversing the moiety 

through the four goal positions that form the square trajectory. A single point in the learning 

curve is determined by performing 10 validation runs at a after a given number of steps for 

the learning process and determining the mean number of manipulations required to 

complete the square trajectory. The learning progression is defined as the number of new 

manipulation parameter combinations the agent has explored. The validation runs are 

performed after every 100 learned steps. In this benchmarking example, the total number of 

manipulation parameter combinations is 4235 due to the size of the action space. 

In the initial training phase, i.e., from 0 to 400 manipulations (i.e., about 10 % of the total 

action space), the relative performance of the agent increases by 59 % as the agent captures 

the coarse dynamics of the environment. In the fine-tuning phase, i.e., from 400 to 4000, the 

agent’s relative performance increases by another 38 %. This increase comes from the agent 

learning to position the moiety precisely at the goal position, whereas in the beginning it 

learned to generally move the moiety. 

The learning curve decays exponentially, and the agent required only 400 learning steps to 

find a solid repertoire of manipulation parameters to maneuver an initially unknown moiety 

towards the individual (sub)goal positions. 
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Fig 12 Learning curve of the agent shows the average number of manipulations it requires to move the moiety along the 
squared training trajectory for a given learning progression. The learning progression is the amount of unique new 
manipulation parameters the agent has learned. Within the first 400 manipulations, the agent’s relative performance 
increased by 59 % and the remaining learning increases the relative performance by another 38 %. 

While the demonstration of MAM-STM here relies on a simulation, we emphasize that it can 

be readily applied to real experiments. In a previous work, we showed how MAM-STM learns 

the optimal manipulation parameters for a dipolar molecule on a Ag(111) surface.42 The RL 

agent trained for 2250 manipulations to learn where the STM tip has to be placed in order to 

move the molecule with as few manipulations as possible towards the individual goal 

positions. Our agent was able to move the molecule with a probability of 82 % towards the 

individual goal position.  

 

Conclusion 

In this publication we present MAM-STM, a comprehensive tool for learning the manipulation 

parameters of arbitrary moieties on a metal surface using the tip of a scanning tunneling 

microscope. MAM-STM is able to learn the manipulation parameters by applying 

reinforcement learning based on a unique Q-learning approach that eliminates the number of 

states that have to be learned by the introduction of virtual goals (i.e., all possible goal 

positions a moiety can end up on the surface). The action space explosion (i.e., the millions of 

possible manipulation parameter combinations) can be eliminated by measuring an Action 

Space Mask (ASM) in an automated fashion. In a real experiment, this allows us to eliminate 

harsh parameters that would hinder learning by inducing structural changes to the moiety or 

lifting it off the surface, consequently altering the STM-tip. In order to ensure the 

reinforcement learning framework is set up correctly, MAM-STM’s built-in simulator can be 

used to train an agent in a self-designed artificial environment, allowing to identify problems 

in advance. 

Using MAM-STM’s built-in simulation suite, we demonstrated that the agent learned to 

control an artificial moiety in a self-designed complex environment and its performance was 

evaluated for about 4000 newly learned manipulations by measuring the learning curve. The 

learning curve showed that in the first 10% of the newly learned manipulations, the agent’s 

performance increased by 59% and the remaining newly learned manipulations its 
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performance increased by another 38%. This shows that the reward functions as well as the 

designed state-action space are suitable for solving stochastic environments, like it is the case 

for real experiments where arbitrary moieties are positioned precisely on a metal surface. 

 

Supporting information 

Getting started, Step-by-Step walkthrough of the setup procedure and how to run MAM-STM, 

Formal description of the reward functions 
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