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#### Abstract

We construct new rational approximants to Euler's constant that improve those of Aptekarev et al. (2007) and Rivoal (2009). The approximants are given in terms of certain (mixed type) multiple orthogonal polynomials associated with the exponential integral. The dual family of multiple orthogonal polynomials leads to new rational approximants of the Gompertz constant that improve those of Aptekarev et al. (2007). Our approach is motivated by the fact that we can reformulate Rivoal's construction in terms of type I multiple Laguerre polynomials of the first kind by making use of the underlying Riemann-Hilbert problem. As a consequence, we can drastically simplify Rivoal's approach, which allows us to study the Diophantine and asymptotic properties of the approximants more easily.
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## 1 Introduction and overview of the results

Over the years, many have tried (and failed) to prove irrationality of Euler's constant $\gamma=-\int_{0}^{\infty} e^{-x} \ln x d x$. Also for the related Gompertz constant $\delta=\int_{0}^{\infty} e^{-x} /(1+x) d x$, a proof for its potential irrationality has not been found yet. However, as discussed in [17] and [3, it follows from Siegel's method for $E$-functions (see, e.g., [19]) that at least one of them is irrational, and even transcendental. A common strategy to (try to) prove irrationality of a given constant is by means of rational approximation: if one can construct good enough rational approximants to the constant, its irrationality follows, see, e.g., the version of Nesterenko's criterion for $\mathbb{Q}$-linear independence stated below.

Theorem 1.1 (Nesterenko [13]). Let $x \in \mathbb{R}$ and suppose that there exists a sequence $\left(p_{n}, q_{n}\right)_{n \in \mathbb{N}} \subset \mathbb{Z} \times \mathbb{N}$, and an increasing function $\sigma: \mathbb{R} \rightarrow(0, \infty)$, with $\lim _{t \rightarrow \infty} \sigma(t)=\infty$ and $\lim \sup _{t \rightarrow \infty} \sigma(t+1) / \sigma(t)=1$, such that
i) $q_{n} \leq e^{\sigma(n)}$,
ii) $\left|q_{n} x-p_{n}\right|=e^{-r \sigma(n)}$ for some $r>0$.

Then $\operatorname{dim}_{\mathbb{Q}} \operatorname{span}_{\mathbb{Q}}\{1, x\} \geq 1+r$.

[^0]The overall quality of the approximants is captured by the exponent $r$ : approximants that have $r>0$ prove irrationality of $x$. In practice, it is typically hard to find rational approximants that prove irrationality of a given constant. It requires a delicate balance of having denominators that don't grow too fast (Diophantine quality) compared to the decay of the absolute error $\left|x-p_{n} / q_{n}\right|$ (approximation quality).
One approximation method that has proven to be successful in the past, is known as Hermite-Padé approximation and uses so-called multiple orthogonal polynomials as the denominators in the approximation (see, e.g., [23]). For example, Apery's celebrated proof of irrationality of $\zeta(3)$ in [2] can be interpreted in this framework as explained by Beukers in [4. Hermite-Padé approximation can also be used to show irrationality of certain ${ }_{p} F_{q}$-hypergeometric series with $p<q$, see [26].
Multiple orthogonal polynomials satisfy orthogonality conditions with respect to several weights $\left(w_{1}, \ldots, w_{r}\right)$ and depend on a multi-index $\vec{n} \in \mathbb{Z}_{\geq 0}^{r}$, of size $|\vec{n}|=n_{1}+\cdots+n_{r}$, that determines the way in which these orthogonality conditions are distributed (see [9, Chapter 23] for an introduction). Suppose that the weights are supported on one interval $\Lambda \subset \mathbb{R}$ and that their moments are all finite. The type I multiple orthogonal polynomials are given by vectors of polynomials $\left(A_{\vec{n}, 1}, \ldots, A_{\vec{n}, r}\right)$, with $\operatorname{deg} A_{\vec{n}, j} \leq n_{j}-1$, for which the type I function $F_{\vec{n}}=\sum_{j=1}^{r} A_{\vec{n}, j} w_{j}$ satisfies the orthogonality conditions

$$
\int_{\Lambda} F_{\vec{n}}(x) x^{k} d x=0, \quad k=0, \ldots,|\vec{n}|-2
$$

The type II multiple orthogonal polynomials are polynomials $P_{\vec{n}}$, with $\operatorname{deg} P_{\vec{n}} \leq|\vec{n}|$, that satisfy the orthogonality conditions

$$
\int_{\Lambda} P_{\vec{n}}(x) x^{k} w_{j}(x) d x=0, \quad k=0, \ldots, n_{j}-1, \quad j=1, \ldots, r .
$$

The existence of non-zero type I functions and type II polynomials is always guaranteed. One can also consider so-called mixed type multiple orthogonal polynomials, which satisfy a combination of type I and type II orthogonality conditions, see [21] and [7]. The type I and type II settings are connected through the biorthogonality conditions

$$
\int_{\Lambda} P_{\vec{n}}(x) Q_{\vec{m}}(x) d x= \begin{cases}1, & |\vec{n}|=|\vec{m}|-1 \\ 0, & |\vec{n}| \leq|\vec{m}|-2 \text { or } \vec{m} \leq \vec{n},\end{cases}
$$

and the underlying Riemann-Hilbert problems, see [10]. In this sense, both types can be seen as each other's dual.
In the literature, there are two main constructions for Euler's constant that are based on certain multiple orthogonal polynomials. The first one is due to Aptekarev et al., see [3] for a summary of the results. They used mixed type multiple Jacobi-Laguerre polynomials to construct linear forms $Q_{n}^{\text {Apt }} \gamma-P_{n}^{\mathrm{Apt}} \in \mathbb{N} \gamma+\mathbb{Z}$ such that

$$
\left|\gamma-\frac{P_{n}^{\mathrm{Apt}}}{Q_{n}^{\mathrm{Apt}}}\right| \asymp \exp \left(-2 \sqrt{2} n^{1 / 2}\right), \quad Q_{n}^{\mathrm{Apt}} \asymp(2 n)!n^{-1 / 4} \exp \left(\sqrt{2} n^{1 / 2}\right)
$$

as $n \rightarrow \infty$. The notation $x(n) \asymp y(n)$ as $n \rightarrow \infty$ means that $\lim _{n \rightarrow \infty} x(n) / y(n) \in \mathbb{R}_{0}$. The overall quality is determined by

$$
\left|Q_{n}^{\mathrm{Apt}} \gamma-P_{n}^{\mathrm{Apt}}\right|=\left(Q_{n}^{\mathrm{Apt}}\right)^{-r(n)}, \quad r(n)=-1+\frac{\sqrt{2}}{n^{1 / 2} \ln n}(1+o(1))
$$

This is rather poor: since $\lim _{n \rightarrow \infty} r(n)=-1<0$, the approximants are far from proving irrationality of $\gamma$. The second construction is due to Rivoal, see [18]. He uses certain determinants, in which type II multiple Laguerre polynomials of the first kind appear, to produce linear forms $Q_{n}^{\text {Riv }} \gamma-P_{n}^{\text {Riv }} \in \mathbb{N} \gamma+\mathbb{Z}$ with the following properties

$$
\left|\gamma-\frac{P_{n}^{\mathrm{Riv}}}{Q_{n}^{\mathrm{Riv}}}\right|=\mathcal{O}\left(\exp \left(-\frac{9}{2} n^{2 / 3}+\frac{3}{2} n^{1 / 3}\right)\right), \quad Q_{n}^{\mathrm{Riv}} \asymp n!^{2} \exp \left(3 n^{2 / 3}-n^{1 / 3}\right)
$$

as $n \rightarrow \infty$. The overall quality is then

$$
\left|Q_{n}^{\mathrm{Riv}} \gamma-P_{n}^{\mathrm{Riv}}\right| \leq\left|Q_{n}^{\mathrm{Riv}}\right|^{-r(n)}, \quad r(n)=-1+\frac{9}{2 n^{1 / 3} \ln n}(1+o(1)),
$$

which is a slight improvement over the first construction. Actually, Rivoal's construction is more general as he produces linear forms in $\gamma+\ln x$ for any given $x>0$. Later it was shown in [16] that Rivoal's construction actually leads to an approximation with smaller denominators

$$
Q_{n}^{\mathrm{Riv}, *} \asymp n!\operatorname{lcm}(1, \ldots, n) \exp \left(3 n^{2 / 3}-n^{1 / 3}\right),
$$

where $\operatorname{lcm}(1, \ldots, n)$ denotes the least common multiple of $1,2, \ldots, n$. This was also (partly) conjectured by Rivoal, but a proof was only given later in [16] by careful analysis of the determinants after exploiting the underlying type II orthogonality conditions. In Section 2.1, we will explain how Rivoal's construction can be formulated in terms of type I multiple Laguerre polynomials. Doing so leads to a more straightforward proof of the above results without having to consider any determinants. This interpretation also opens up the road to further improve Rivoal's result. Indeed, it will allow us to construct the approximants described in the theorem below.

Theorem 1.2. Let $x>0$. There exists $\left(F_{n ; 1}^{(I)}(x), F_{n ; 2}^{(I)}(x)\right)_{n \in \mathbb{N}} \subset \mathbb{Q}[x] \times \mathbb{Q}_{>0}[x]$ such that

$$
\left|(\gamma+\ln x)-\frac{F_{n ; 1}^{(I)}(x)}{F_{n ; 2}^{(I)}(x)}\right|=\mathcal{O}\left(\exp \left(-4 x^{1 / 4} n^{3 / 4}+x^{1 / 2} n^{1 / 2}+\frac{3}{8} x^{3 / 4} n^{1 / 4}\right)\right), \quad n \rightarrow \infty
$$

and

$$
F_{n ; 2}^{(I)}(x) \asymp n^{-9 / 8} \exp \left(4 x^{1 / 4} n^{3 / 4}-\frac{1}{2} x^{1 / 2} n^{1 / 2}-\frac{3}{8} x^{3 / 4} n^{1 / 4}\right), \quad n \rightarrow \infty .
$$

Moreover, we have $n!F_{n ; 2}^{(I)}(x), n!\operatorname{lcm}(1, \ldots, n) F_{n ; 1}^{(I)}(x) \in \mathbb{Z}[x]$.
We can therefore obtain approximants of $\gamma$ for which the absolute error has a faster subexponential decay than in Rivoal's construction. The overall quality is also better, but still far away from proving irrationality of $\gamma$. Indeed, define $P_{n}^{(I)}=n!\operatorname{lcm}(1, \ldots, n) F_{n ; 1}^{(I)}(1)$ and $Q_{n}^{(I)}=n!\operatorname{lcm}(1, \ldots, n) F_{n ; 2}^{(I)}(1)$, then

$$
\left|Q_{n}^{(I)} \gamma-P_{n}^{(I)}\right| \leq\left(Q_{n}^{(I)}\right)^{-r(n)}, \quad r(n)=-1+\frac{4}{n^{1 / 4} \ln n}(1+o(1))
$$

We refer to Section 2.1 for the precise construction of the approximants. It will be based on the family of mixed type multiple orthogonal polynomials studied in [24, Section 4.2]. The proof of Theorem 1.2 will be given in Section 2.2.

In [24, Section 4.1], one also studies the dual family of mixed type polynomials. We will explain in Section 3.1 how this family can be used to construct approximants of $e^{x} E_{1}(x)=\int_{0}^{\infty} e^{-t} /(x+t) d t$ for any given $x>0$. Here $E_{\nu}(x)=\int_{1}^{\infty} e^{-x t} / t^{\nu} d t$ denotes the (generalized) exponential integral. In Section 3.2, we will show that these approximants have the following properties.
Theorem 1.3. Let $x>0$. There exists $\left(F_{n ; 1}^{(I I)}(x), F_{n ; 2}^{(I I)}(x)\right)_{n \in \mathbb{N}} \subset \mathbb{Q}[x] \times \mathbb{Q}_{>0}[x]$ such that

$$
\left|e^{x} E_{1}(x)-\frac{F_{n ; 1}^{(I I)}(x)}{F_{n ; 2}^{(I I)}(x)}\right|=\mathcal{O}\left(\exp \left(-4 x^{1 / 4} n^{3 / 4}-x^{1 / 2} n^{1 / 2}+\frac{3}{8} x^{3 / 4} n^{1 / 4}\right)\right), \quad n \rightarrow \infty,
$$

and

$$
F_{n ; 2}^{(I I)}(x) \asymp n^{-9 / 8} \exp \left(4 x^{1 / 4} n^{3 / 4}+\frac{1}{2} x^{1 / 2} n^{1 / 2}-\frac{3}{8} x^{3 / 4} n^{1 / 4}\right), \quad n \rightarrow \infty .
$$

Moreover, we have $n!F_{n ; 1}^{(I)}(x), n!F_{n ; 2}^{(I)}(x) \in \mathbb{Z}[x]$.
The overall quality of the approximants of $\delta=e E_{1}(1)$ is of the same order as with $\gamma$. Indeed, define $P_{n}^{(I I)}=n!F_{n ; 1}^{(I I)}(1)$ and $Q_{n}^{(I I)}=n!F_{n ; 2}^{(I I)}(1)$, then

$$
\left|Q_{n}^{(I I)} \delta-P_{n}^{(I I)}\right| \leq\left(Q_{n}^{(I I)}\right)^{-r(n)}, \quad r(n)=-1+\frac{4}{n^{1 / 4} \ln n}(1+o(1))
$$

This an improvement compared to the overall quality of the approximants of $\delta$ studied by Aptekarev et al. in [3]. They used Laguerre polynomials to construct linear forms $Q_{n}^{\mathrm{Apt}, *} \delta-P_{n}^{\mathrm{Apt}, *} \in \mathbb{N} \delta+\mathbb{Z}$ such that

$$
\left|\delta-\frac{P_{n}^{\mathrm{Apt}, *}}{Q_{n}^{\mathrm{Apt}, *}}\right| \asymp \exp \left(-4 n^{1 / 2}\right), \quad Q_{n}^{\mathrm{Apt}, *} \asymp n!n^{-1 / 4} \exp \left(2 n^{1 / 2}\right)
$$

as $n \rightarrow \infty$, and thus,

$$
\left|Q_{n}^{\mathrm{Apt}, *} \delta-P_{n}^{\mathrm{Apt}, *}\right|=\left|Q_{n}^{\mathrm{Apt}, *}\right|^{-r(n)}, \quad r(n)=-1+\frac{4}{n^{1 / 2} \ln n}(1+o(1))
$$

It is remarkable that in both of our constructions the approximants arise directly from the mixed type functions themselves. Typically one uses the associated error functions in the Hermite-Padé approximation problem (i.e. their Stieltjes transforms with respect to each type II orthogonality weight), see, e.g., Apéry's proof [2].
Finally, in the last section, we discuss some ideas on how the approximants might be improved even further.

## 2 Approximants for Euler's constant

In what follows, we will prove Theorem 1.2 and provide some motivation for the precise construction of the approximants.

### 2.1 Motivation

We will first consider a construction based on the type I multiple Laguerre polynomials of the first kind. Afterwards, we will show that it is essentially equivalent to Rivoal's construction which makes use of the corresponding type II polynomials. Finally, we will propose a modification that leads to the improved approximants in Theorem 1.2.
Multiple Laguerre polynomials of the first kind. The relevant system of weights for the multiple Laguerre polynomials of the first kind is $\left(w_{1}(x), w_{2}(x)\right)=\left(x^{\alpha} e^{-x}, x^{\beta} e^{-x}\right)$ on $(0, \infty)$ with $\alpha, \beta>-1$. In what follows, we will denote the type I functions by $L_{\vec{n}}^{(I \mid \alpha, \beta)}(x)=L_{\vec{n} ; 1}^{(I \mid \alpha, \beta)}(x) x^{\alpha}+L_{\vec{n} ; 2}^{(I \mid \alpha, \beta)}(x) x^{\beta}$ and the type II polynomials by $L_{\vec{n}}^{(I I \mid \alpha, \beta)}(x)$. We will use the type I functions directly to obtain approximants of $\gamma+\ln x$. This is motivated by the fact that, if $0<\alpha-\beta<1$, the underlying system of weights ( $w_{1}, w_{2}$ ) forms a Nikishin system (see [14], where this is called an MT-system) on $(0, \infty)$ with

$$
\frac{w_{2}(x)}{w_{1}(x)}=\frac{1}{\Gamma(\beta-\alpha+1) \Gamma(\alpha-\beta)} \int_{-\infty}^{0} \frac{(-t)^{\beta-\alpha}}{x-t} d t
$$

see [8, Eq. 5.12.3]. Indeed, in that case, it can be expected that $L_{\vec{n} ; 1}^{(I \mid \alpha, \beta)} / L_{\vec{n} ; 2}^{(I \mid \alpha, \beta)} \rightarrow-w_{2} / w_{1}$ as $|\vec{n}| \rightarrow \infty$, e.g., along the diagonal, see [12, Theorem 1.4].
Explicit expressions for the (normalized) type I polynomials were determined in [24, Proposition 4.6]. It is then straightforward to obtain the following integral representation.
Proposition 2.1. Suppose that $\alpha-\beta \notin \mathbb{Z}$. Then,

$$
L_{\vec{n}}^{(I \mid \alpha, \beta)}(x)=\frac{1}{2 \pi i} \int_{\Sigma} \frac{1}{\Gamma(t+1)} \frac{(-1)^{|\vec{n}|+1}}{(\alpha-t)_{n_{1}}(\beta-t)_{n_{2}}} x^{t} d t
$$

in terms of a contour $\Sigma$ that encloses $(0, \infty)$ and has $-1<\operatorname{Re}(t)<\min \{\alpha, \beta\}$.
Proof. It was proven in [24, Section 4.2.1] that

$$
\begin{aligned}
L_{\vec{n} ; 1}^{(I \mid \alpha, \beta)}(x) & =\frac{(-1)^{|\vec{n}|+1}}{\Gamma(\alpha+1)(\beta-\alpha)_{n_{2}}\left(n_{1}-1\right)!}{ }^{2} F_{2}\left(\begin{array}{c}
-n_{1}+1,-n_{2}+\alpha-\beta+1 \\
\alpha+1, \alpha-\beta+1
\end{array} ; x\right), \\
L_{\vec{n} ; 2}^{(I \mid \alpha, \beta)}(x) & =\frac{(-1)^{|\vec{n}|+1}}{\Gamma(\beta+1)(\alpha-\beta)_{n_{1}}\left(n_{2}-1\right)!}{ }^{2} F_{2}\left(\begin{array}{c}
-n_{2}+1,-n_{1}-\alpha+\beta+1 \\
\beta+1,-\alpha+\beta+1
\end{array} ; x\right) .
\end{aligned}
$$

The desired representation then follows after an application of the residue theorem.
We are interested in the limiting case $\beta \rightarrow \alpha$. In that case, the second weight becomes $\lim _{\beta \rightarrow \alpha}\left(x^{\beta}-x^{\alpha}\right) /(\beta-\alpha)=x^{\alpha} \ln x$ and the type I function is of the form

$$
L_{\vec{n}}^{(I \mid \alpha, \alpha)}(x)=\left(L_{\vec{n} ; 1}^{(I \mid \alpha, \alpha)}(x)+L_{\vec{n} ; 2}^{(I \mid \alpha, \alpha)}(x) \ln x\right) x^{\alpha} .
$$

The underlying type I polynomials are then determined by the relations

$$
L_{\vec{n} ; 1}^{(I \mid \alpha, \alpha)}(x)=\lim _{\beta \rightarrow \alpha}\left[L_{\vec{n} ; 1}^{(I \mid \alpha, \beta)}(x)+L_{\vec{n} ; 2}^{(I \mid \alpha, \beta)}(x)\right], \quad L_{\vec{n} ; 2}^{(I \mid \alpha, \alpha)}(x)=\lim _{\beta \rightarrow \alpha}\left[(\beta-\alpha) L_{\vec{n} ; 2}^{(I \mid \alpha, \beta)}(x)\right] .
$$

This procedure is also encoded by the integral representation in Proposition 2.1. In order to obtain less convoluted formulas, we will restrict to the case $\alpha=\beta=0$ and only consider multi-indices on the diagonal $\vec{n}=(n+1, n+1)$. It is then natural to multiply with the normalization constant $-n!^{2}$.

Proposition 2.2. Denote $L_{n}^{(I)}=-n!^{2} L_{(n+1, n+1)}^{(I \mid 0,0)}$. Then,

$$
L_{n}^{(I)}(x)=L_{n ; 1}^{(I)}(x)+L_{n ; 2}^{(I)}(x)(\gamma+\ln x),
$$

where

$$
L_{n ; 1}^{(I)}(x)=\sum_{k=0}^{n}\binom{n}{k}^{2}\left(-3 H_{k}+2 H_{n-k}\right) \frac{x^{k}}{k!}, \quad L_{n ; 2}^{(I)}(x)=\sum_{k=0}^{n}\binom{n}{k}^{2} \frac{x^{k}}{k!},
$$

and $H_{l}=\sum_{j=1}^{l} 1 / j$ denotes the $l$-th harmonic number.
Proof. The integrand in the contour integral

$$
L_{n}^{(I)}(x)=\frac{1}{2 \pi i} \int_{\Sigma} \frac{1}{\Gamma(t+1)} \frac{n!^{2}}{(-t)_{n+1}^{2}} x^{t} d t
$$

has a double pole at $t=0, \ldots, n$ and thus

$$
L_{n}^{(I)}(x)=\sum_{k=0}^{n} \frac{d}{d t}\left[\frac{1}{\Gamma(t+1)} \frac{n!^{2}}{(-t)_{n+1 ; k}^{2}} x^{t}\right]_{t=k}
$$

Here we used the notation $(x)_{n ; k}=\prod_{j=0, j \neq k}^{n-1}(x+j)$. We therefore have

$$
L_{n ; 1}^{(I)}(x)=\sum_{k=0}^{n} \frac{d}{d t}\left[\frac{1}{\Gamma(t+1)} \frac{n!^{2}}{(-t)_{n+1 ; k}^{2}}\right]_{t=k} x^{k}, \quad L_{n ; 2}^{(I)}(x)=\sum_{k=0}^{n} \frac{1}{\Gamma(k+1)} \frac{n!^{2}}{(-k)_{n+1 ; k}^{2}} x^{k},
$$

and this immediately gives the desired formula for $L_{n ; 2}^{(I)}(x)$. For $L_{n ; 1}^{(I)}(x)$, we compute the derivative and obtain

$$
L_{n ; 1}^{(I)}(x)=-\sum_{k=0}^{n} \frac{\psi(k+1)}{\Gamma(k+1)} \frac{n!^{2}}{(-k)_{n+1 ; k}^{2}} x^{k}+\sum_{k=0}^{n} \frac{1}{\Gamma(k+1)} \frac{n!^{2}}{(-k)_{n+1 ; k}^{2}} \sum_{j=0, j \neq k}^{n} \frac{2}{-k+j} x^{k}
$$

in terms of the digamma function $\psi(k+1)=\Gamma^{\prime}(k+1) / \Gamma(k+1)=-\gamma+H_{k}$. This leads to the stated formula for $L_{n ; 1}^{(I)}(x)$.

Observe that the denominators $L_{n ; 2}^{(I)}(1)=\sum_{k=0}^{n}\binom{n}{k}^{2} \frac{1}{k!}$ are similar to the denominators $\sum_{k=0}^{n}\binom{n}{k}^{2}\binom{n+k}{k}$ used in Apéry's proof [2] of the irrationality of $\zeta(2)$, but that a factor $(n+k)!/ n!$ is missing in the $k$-th term.
The following Diophantine properties are immediate from Proposition [2.2.
Proposition 2.3. $n!\operatorname{lcm}(1, \ldots, n) L_{n ; 1}^{(I)}(x), n!L_{n ; 2}^{(I)}(x) \in \mathbb{Z}[x]$.
Using the strategy described later in Section 2.2, we can also study the asymptotics of the denominators $L_{n ; 2}^{(I)}(x)$ and errors $L_{n}^{(I)}(x)$. Doing so essentially leads to the improved version of Rivoal's result from [16], but in a more straightforward way without having to consider determinants. We will explain this phenomenon in what follows.

Connection to Rivoal's construction. In [18], Rivoal considers approximants produced by determinants

$$
\left|\begin{array}{ll}
L_{n}^{(I I)}(z) & E_{n}^{(I I)}(z) \\
L_{n+1}^{(I I)}(z) & E_{n+1}^{(I I)}(z)
\end{array}\right|=Q_{n}(z)(\gamma+\ln z)-P_{n}(z)
$$

in which he uses type II multiple Laguerre polynomials of the first kind

$$
L_{n}^{(I I)}(x)=L_{(n, n)}^{(I I \mid 0,0)}(x) / n!^{2}, \quad L_{\vec{n}}^{(I I \mid 0,0)}(x)=(-1)^{n_{1}+n_{2}} e^{-x} \frac{d^{n_{1}}}{d x^{n_{1}}}\left[x^{n_{1}} \frac{d^{n_{2}}}{d x^{n_{2}}}\left[x^{n_{2}} e^{-x}\right]\right]
$$

and a particular combination $E_{n}^{(I I)}(z)=E_{n ; 2}^{(I I)}(z)-E_{n ; 1}^{(I I)}(z) \ln z$ of the two errors in the associated Hermite-Padé approximation problem

$$
E_{n ; 1}^{(I I)}(z)=\int_{0}^{\infty} \frac{L_{n}^{(I I)}(x)}{z-x} e^{-x} d x, \quad E_{n ; 2}^{(I I)}(z)=\int_{0}^{\infty} \frac{L_{n}^{(I I)}(x)}{z-x} e^{-x} \ln x d x
$$

Such determinants of objects in the type II setting are connected to the type I functions through Mahler's relation, see [9, Theorem 23.8.3] or [10, Section 4], which can be proven via the Riemann-Hilbert problem for the underlying multiple orthogonal polynomials. It was shown in [10, Theorem 4.1] that the Riemann-Hilbert problem yields the following relation

$$
Y_{\vec{n}}^{(I)}=\left(\begin{array}{cc}
0 & -I_{2} \\
1 & 0
\end{array}\right)\left(Y_{\vec{n}}^{(I I)}\right)^{-T}\left(\begin{array}{cc}
0 & 1 \\
-I_{2} & 0
\end{array}\right)
$$

where, up to a particular scaling of each row,

Rows associated with multi-indices $\vec{n}+\vec{e}_{k}$ are scaled such that the entry $L_{\vec{n}+\vec{e}_{k} ; k}^{(I)}(x)$ is monic. Rows associated with multi-indices $\vec{n}-\vec{e}_{k}$ are scaled such that $L_{\vec{n}-\vec{e}_{k}}^{(I I)}(x)$ satisfies the type I normalization condition with respect to the $k$-th orthogonality weight, i.e.

$$
\int_{0}^{\infty} L_{\tilde{n}-\vec{e}_{k}}^{(I I)}(x) x^{n_{k}-1} w_{k}(x) d x=1
$$

This particular scaling ensures that $\operatorname{det}\left(Y_{\vec{n}}^{(I I)}\right)=1$. We may compute the transpose of the inverse of $Y_{\vec{n}}^{(I I)}$ via the adjugate formula; since $\operatorname{det}\left(Y_{\vec{n}}^{(I I)}\right)=1,\left(Y_{\vec{n}}^{(I I)}\right)^{-T}$ is exactly the cofactor matrix $C F\left(Y_{\vec{n}}^{(I I)}\right)$ of $Y_{\vec{n}}^{(I I)}$. We therefore have, up to an appropriate scalar,

$$
C F\left(Y_{\vec{n}}^{(I I)}\right)=\left|\begin{array}{ccc}
E_{\vec{n}}^{(I)} & -L_{\vec{n} ; 1}^{(I)} & -L_{\vec{n} ; 2}^{(I)}  \tag{1}\\
-E_{\vec{n}+\vec{e}_{1}}^{(I)} & L_{\vec{n}+\vec{e}_{1} ; 1}^{(I)} & L_{\vec{n}+\vec{e}_{1} ; 2}^{(I)} \\
-E_{\vec{n}+\vec{e}_{2}}^{(I)} & L_{\vec{n}+\vec{e}_{2} ; 1}^{(I)} & L_{\vec{n}+\vec{e}_{2} ; 2}^{(I)}
\end{array}\right|,
$$

and thus,

$$
L_{\vec{n}}^{(I)}=\left|\begin{array}{cc}
L_{\vec{n}-e_{1}}^{(I I)} & E_{\vec{n}-e_{1}}^{(I I)}  \tag{2}\\
L_{\vec{n}-\vec{e}_{2}}^{(I I T} & E_{\vec{n}-\vec{e}_{2}}^{(I I)_{2}}
\end{array}\right| .
$$

Observe the similarities with Rivoal's determinant when $\vec{n}=(n, n)$. From a practical point of view, it can therefore be expected that the type I functions will generate approximants that are equivalent to Rivoal's. In order to actually prove this, we require an additional step. It is known that there is a four-term recurrence relation for $L_{\vec{n}}^{(I I)}(z)$ using multiindices on the step-line, see [6]. We have

$$
z L_{n+1, n}^{(I I)}(z)=L_{n+1, n+1}^{(I I)}(z)+b_{n} L_{n+1, n}^{(I I)}(z)+c_{n} L_{n, n}^{(I I)}(z)+d_{n} L_{n, n-1}^{(I I)}(z),
$$

where

$$
b_{n}=3 n+2, \quad c_{n}=3 n^{2}+3 n+1, \quad d_{n}=n^{3},
$$

and thus

$$
\left|\begin{array}{cc}
L_{n, n}^{(I I)}(z) & E_{n, n}^{(I I)}(z) \\
L_{n+1, n+1}^{(I I)}(z) & E_{n+1, n+1}^{(I I)}(z)
\end{array}\right|=\left(z-b_{n}\right)\left|\begin{array}{cc}
L_{n, n}^{(I I)}(z) & E_{n, n}^{(I I)}(z) \\
L_{n+1, n}^{(I I)}(z) & E_{n+1, n}^{(I I)}(z)
\end{array}\right|-d_{n}\left|\begin{array}{cc}
L_{n, n}^{(I I)}(z) & E_{n, n}^{(I I)}(z) \\
L_{n, n-1}^{(I I)}(z) & E_{n, n-1}^{(I I)}(z)
\end{array}\right| .
$$

If we then use (11) to express $L_{\vec{n}+\vec{e}_{2}}^{(I)}$ with $\vec{n}=(n+1, n)$ and $L_{\vec{n}+\vec{e}_{1}}^{(I)}$ with $\vec{n}=(n, n)$ as determinants, similarly as in (2), we get

$$
\left|\begin{array}{cc}
L_{n, n}^{(I I)}(z) & E_{n, n}^{(I I)}(z) \\
L_{n+1, n+1}^{(I I)}(z) & E_{n+1, n+1}^{(I I)}(z)
\end{array}\right|=-\left(z-b_{n}\right) \frac{L_{n+1, n+1}^{(I I}(z)}{\mathcal{L}_{n+1, n ; 2}}+d_{n} \frac{L_{n+1, n}^{(I I}(z)}{\mathcal{L}_{n, n ; 1}} .
$$

The appropriate scalars are

$$
\mathcal{L}_{n+1, n ; 2}=\frac{\mathrm{LC}\left(L_{n+1, n+1 ; 2}^{(I)}\right)}{\int_{0}^{\infty} L_{n, n}^{(I I)}(x) x^{n} e^{-x} d x}, \quad \mathcal{L}_{n, n ; 1}=\frac{\mathrm{LC}\left(L_{n+1, n ; 1}^{(I)}\right)}{\int_{0}^{\infty} L_{n, n-1}^{(I I)}(x) x^{n-1} e^{-x} \ln x d x},
$$

where $\mathrm{LC}(P)$ denotes the leading coefficient of the input polynomial $P$. It can be shown that $\mathcal{L}_{n+1, n ; 2}=1 / n!^{6}$ and $\mathcal{L}_{n, n ; 1}=n^{3} / n!^{6}$ by making use of the contour integral for the type I functions in Proposition 2.1 and the Mellin transform of the type II polynomials in, e.g., [24, Lemma 4.2]. Hence, we find

$$
(n+1)^{2}\left|\begin{array}{ll}
L_{n}^{(I I)}(z) & E_{n}^{(I I)}(z) \\
L_{n+1}^{(I I)}(z) & E_{n+1}^{(I I)}(z)
\end{array}\right|=\left(b_{n}-z\right) n!^{2} L_{n+1, n+1}^{(I)}(z)+n!^{2} L_{n+1, n}^{(I)}(z),
$$

which provides the precise connection to the type I functions and explains the scaling we proposed for the associated approximants.

Modification of the multiple Laguerre polynomials of the first kind. We consider a mixed type setting with two systems of weights $\left(x^{\alpha}, x^{\beta}\right)$ and $\left(e^{-x}, E_{\nu+1}(x)\right)$, where $\alpha, \beta, \nu>-1$, as in [24, Section 4.2]. The associated mixed type function

$$
F_{\vec{n}, \vec{m}}^{(I \mid \alpha, \beta, \nu)}(x)=F_{\vec{n}, \vec{m} ; 1}^{(I \mid \alpha, \beta, \nu)}(x) x^{\alpha}+F_{\vec{n}, \vec{m} ; 2}^{(I \mid \alpha, \beta, \nu)}(x) x^{\beta}
$$

with $\operatorname{deg} F_{\vec{n}, \vec{m} ; j}^{(I \mid \alpha, \beta, \nu)}=n_{j}-1$, satisfies the orthogonality conditions

$$
\int_{0}^{\infty} F_{\vec{n}, \vec{m}}^{(I \mid \alpha, \beta, \nu)}(x) x^{k} e^{-x} d x=0, \quad k=0, \ldots, m_{1}-1
$$

$$
\int_{0}^{\infty} F_{\bar{n}, \vec{m}}^{(I \mid \alpha, \beta, \nu)}(x) x^{k} E_{\nu+1}(x) d x=0, \quad k=0, \ldots, m_{2}-1
$$

For appropriate multi-indices, explicit expressions for the mixed type functions were obtained in [24, Section 4.2]. This leads to the following integral representation for the type I functions.

Proposition 2.4. Suppose that $|\vec{n}|=|\vec{m}|+1$ and $m_{1}+1 \geq m_{2}$. Assume that $\alpha-\beta \notin \mathbb{Z}$. Then,

$$
F_{\vec{n}, m}^{(I \mid \alpha, \beta, \nu)}(x)=\frac{1}{2 \pi i} \frac{(-1)^{|n|+1}}{m_{2}!} \int_{\Sigma} \frac{1}{\Gamma(t+1)} \frac{(t+\nu+1)_{m_{2}}}{(\alpha-t)_{n_{1}}(\beta-t)_{n_{2}}} x^{t} d t,
$$

in terms of a contour $\Sigma$ that encloses $[0, \infty)$ and has $-1<\operatorname{Re}(t)<\min \{\alpha, \beta\}$.
Proof. It was shown in [24, Theorem 4.8] that

$$
F_{\vec{n}, \vec{m}}^{(I \mid \alpha, \beta, \nu)}(x)=\frac{x^{-\nu}}{m_{2}!} \frac{d^{m_{2}}}{d x^{m_{2}}}\left[x^{m_{2}+\nu} L_{\vec{n}}^{(I \mid \alpha, \beta)}(x)\right] .
$$

The desired expression then follows from the integral representation of $L_{\vec{n}}^{(I \mid \alpha, \beta)}(x)$ in Proposition 2.1 .

We are again only interested in the limiting case $\beta \rightarrow \alpha$. To ease notation, we will restrict to the case $\alpha=\nu=0$ and will only consider multi-indices of the form $\vec{n}=(n+1, n+1)$ and $\vec{m}=(n+1, n)$. The approximants are then given by $F_{n}^{(I)}=-n!^{2} F_{(n+1, n+1),(n+1, n)}^{(I \mid 0,0}$. They arise as the following modification of the multiple Laguerre polynomials of the second kind

$$
\begin{equation*}
F_{n}^{(I)}(x)=\frac{1}{n!} \frac{d^{n}}{d x^{n}}\left[x^{n} L_{n}^{(I)}(x)\right] . \tag{3}
\end{equation*}
$$

### 2.2 Quality

Diophantine quality. We will study the Diophantine properties of the approximants via representation (3). In principle, we could also use the integral representation in Proposition 2.4, similarly as in Proposition [2.2, but this would lead to a sub-optimal Diophantine result.
Proposition 2.5. Denote $F_{n}^{(I)}=-n!^{2} F_{(n+1, n+1),(n+1, n)}^{(I \mid 0,0)}$. Then,

$$
F_{n}^{(I)}(x)=F_{n ; 1}^{(I)}(x)+F_{n ; 2}^{(I)}(x)(\gamma+\ln x),
$$

where

$$
\begin{aligned}
& F_{n ; 1}^{(I)}(x)=\sum_{k=0}^{n}\binom{n}{k}^{2}\binom{n+k}{k}\left(-3 H_{k}+2 H_{n-k}\right) \frac{x^{k}}{k!}-\sum_{k=0}^{n}\binom{n}{k}^{2} \frac{x^{k}}{k!} \sum_{l=1}^{n}\binom{n+k}{n-l} \frac{(-1)^{l}}{l}, \\
& F_{n ; 2}^{(I)}(x)=\sum_{k=0}^{n}\binom{n}{k}^{2}\binom{n+k}{k} \frac{x^{k}}{k!} .
\end{aligned}
$$

Proof. Note that

$$
\frac{1}{n!} \frac{d^{n}}{d x^{n}}\left[x^{n+k}(\gamma+\ln x)\right]=\sum_{l=0}^{n} \frac{1}{(n-l)!} \frac{d^{n-l}}{d x^{n-l}}\left[x^{n+k}\right] \frac{1}{l!} \frac{d^{l}}{d x^{l}}[\gamma+\ln x]
$$

and thus

$$
\frac{1}{n!} \frac{d^{n}}{d x^{n}}\left[x^{n+k}(\gamma+\ln x)\right]=x^{k}\binom{n+k}{n}(\gamma+\ln x)+x^{k} \sum_{l=1}^{n}\binom{n+k}{n-l} \frac{(-1)^{l-1}}{l}
$$

Now use formula (3) and Proposition 2.2 to obtain the stated result.
Observe that the denominators $F_{n ; 2}^{(I)}(1)=\sum_{k=0}^{n}\binom{n}{k}^{2}\binom{n+k}{k} \frac{1}{k!}$ are related to the denominators $\sum_{k=0}^{n}\binom{n}{k}^{2}\binom{n+k}{k}^{2}$ of the approximants in Apéry's proof [2] of the irrationality of $\zeta(3)$, but that a factor $(n+k)!/ n!$ is missing in the $k$-th term.
The Diophantine properties below then follow immediately from Proposition 2.5.
Proposition 2.6. $n!\operatorname{lcm}(1, \ldots, n) F_{n ; 1}^{(I)}(x), n!F_{n ; 2}^{(I)}(x) \in \mathbb{Z}[x]$.
Approximation quality. In order to obtain the asymptotic behavior of the denominators $F_{n ; 2}^{(I)}(x)$ and errors $F_{n}^{(I)}(x)$ in the approximation, we will proceed as follows. For the errors, we will apply a variation of the saddle point method on the integral representation described in Proposition [2.4. For the denominators, we will generate an underlying recurrence relation via the Zeilberger-command in Maple. This can be done because the denominators are hypergeometric in nature, see Proposition [2.5. The asymptotics of solutions of the generated recurrence relation can be analyzed via the Birkhoff-Trjitzinsky theory, see [5] or [25]. In general, this theory implies that an $(r+1)$-term recurrence relation, with coefficients $C_{n, j}$ that admit a Poincaré type expansion

$$
C_{n, j} \asymp n^{\kappa_{j} / \omega} \sum_{k=0}^{\infty} c_{j, k} n^{-k / \omega}, \quad n \rightarrow \infty,
$$

$\left(\kappa_{j} \in \mathbb{Z}, \omega \in \mathbb{Z}_{\geq 1}, c_{j, k} \in \mathbb{C}\right)$ has $r$ solutions $S_{n, i}$ that form a basis over $\mathbb{C}$ for the space of solutions of the recurrence relation and have an asymptotic expansion of the form

$$
S_{n, i} \asymp n^{\alpha n+\beta} \exp \left(\sum_{j=1}^{\rho} \mu_{j} n^{(\rho+1-j) / \rho}\right) \sum_{k=0}^{K}(\ln n)^{k} n^{r_{K-k} / \rho} \sum_{l=0}^{\infty} b_{k, l} n^{-l / \rho}, \quad n \rightarrow \infty,
$$

$\left(\alpha, \beta, \mu_{j}, b_{k, l} \in \mathbb{C}, \rho, \alpha \rho, r_{j} \in \mathbb{Z}, \rho \geq 1, r_{0}=0\right)$ with $\rho \in \omega \mathbb{Z}_{\geq 1}$.
By applying the Zeilberger-command in Maple to $F_{n ; 2}^{(I)}(x)$, we can find a recurrence relation that leads to the following result.

Proposition 2.7. The denominators $F_{n ; 2}^{(I)}(x)$ arise as solutions of a five-term recurrence relation $\sum_{k=0}^{4} c_{n, k}(x) S_{n+k}(x)=0$ in which $c_{n, k}(x) \in \mathbb{Z}[x, n]$. For $x=1$, the coefficients are given by

$$
\begin{aligned}
& c_{n, 0}(1)=-(n+1)^{3}(n+2)\left(729 n^{4}+7866 n^{3}+31485 n^{2}+55420 n+36204\right), \\
& c_{n, 1}(1)=(n+2)\left(2916 n^{7}+56979 n^{6}+457068 n^{5}+1963246 n^{4}\right. \\
&\left.+4896596 n^{3}+7111851 n^{2}+5581516 n+1829348\right), \\
& c_{n, 2}(1)=-4374 n^{8}-41364 n^{7}-17307 n^{6}+1312308 n^{5}+7426532 n^{4} \\
&+19463372 n^{3}+27733489 n^{2}+20769508 n+6413772
\end{aligned}
$$

$$
\begin{gathered}
c_{n, 3}(1)=(n+3)\left(2916 n^{7}+56250 n^{6}+443064 n^{5}+1848631 n^{4}\right. \\
\left.\quad+4411534 n^{3}+6018161 n^{2}+4343036 n+1278012\right) \\
c_{n, 4}(1)=-(n+3)(n+4)^{3}\left(729 n^{4}+4950 n^{3}+12261 n^{2}+13132 n+5132\right)
\end{gathered}
$$

Even though it is not required in what follows, it is worthwhile to note that it can be shown that the three other linear independent solutions of the recurrence relation are $F_{n ; 1}^{(I)}(x)$ and the Stieltjes transforms of $F_{n}^{(I)}$ with respect to each type II orthogonality measure, i.e.

$$
E_{n ; 1}^{(I)}(x)=\int_{0}^{\infty} \frac{F_{n}^{(I)}(t)}{x-t} e^{-t} d t, \quad E_{n ; 2}^{(I)}(x)=\int_{0}^{\infty} \frac{F_{n}^{(I)}(t)}{x-t} E_{1}(t) d t .
$$

Hence this recurrence relation actually governs the whole underlying Hermite-Padé approximation problem. We may prove this in the following way. We can show that $F_{n}^{(I)}(x)$ is a solution of the recurrence relation via the contour integral representation in Proposition 2.4, hence the linear combination $F_{n ; 1}^{(I)}(x)=F_{n}^{(I)}(x)-F_{n ; 2}^{(I)}(x)(\gamma+\ln x)$ must be as well. By exploiting the orthogonality conditions on $F_{n}^{(I)}(x)$, similarly as in [18, Proposition 7], we can then prove that $E_{n ; 1}^{(I)}(x)$ and $E_{n ; 2}^{(I)}(x)$ are solutions as well. In order to prove linear independence, we have to show that

$$
\Delta_{n}(x)=\left|\begin{array}{cccc}
F_{n, 1}^{(I)}(x) & F_{n ; 2}^{(I)}(x) & E_{n, 1}^{(I)}(x) & E_{n ; 2}^{(I)}(x) \\
F_{n+1}^{(I)}(x) & F_{n+1 ; 2}^{(I)}(x) & E_{n+1 ; 1}^{(I)}(x) & E_{n+1 ; 2}^{(I)}(x) \\
F_{n+2 ; 1}^{(I)}(x) & F_{n+2 ; 2}^{(I)}(x) & E_{n+2 ; 1}^{(I)}(x) & E_{n+2 ; 2}^{(I)}(x) \\
F_{n+3 ; 1}^{(I)}(x) & F_{n+3 ; 2}^{(I)}(x) & E_{n+3 ; 1}^{(I)}(x) & E_{n+3 ; 2}^{(I)}(x)
\end{array}\right| \neq 0 .
$$

By making use of the recurrence relation $\sum_{k=0}^{4} c_{n-1, k}(x) / c_{n-1,4}(x) S_{n+k-1}(x)=0$, we can reduce the index of the last row to $n-1$, which gives

$$
\Delta_{n}(x)=-\frac{c_{n-1,0}(x)}{c_{n-1,4}(x)} \Delta_{n-1}(x)
$$

Repeating this procedure $n-1$ more times yields

$$
\Delta_{n}(x)=(-1)^{n} \Delta_{0}(x) \prod_{j=1}^{n} \frac{c_{n-j, 0}(x)}{c_{n-j, 4}(x)}
$$

The remaining determinant $\Delta_{0}(x)$ can then be computed explicitly. In order to this, we may replace the columns with Stieltjes transforms $E_{n ; 1}^{(I)}(x)$ and $E_{n ; 2}^{(I)}(x)$ by columns with the corresponding numerator polynomials from the associated Hermite-Padé problem.
The limiting characteristic polynomial $-729(\lambda-1)^{4}$ of the generated recurrence relation in $x=1$ has a single root at $\lambda=1$, hence the $n$-th roots of solutions of the recurrence relation converge to one or become zero for large $n$, see the extension of Poincaré's lemma in [15]. In order to obtain more precise asymptotics, we have to switch to the more powerful Birkhoff-Trjitzinsky theory [5].
Proposition 2.8. There are four solutions $\left\{S_{n}^{(I)}(\omega) \mid \omega^{4}=x\right\}$ that form a basis over $\mathbb{C}$ for the space of solutions of the recurrence relation for $F_{n ; 2}^{(I I)}(x)$ with asymptotic behavior

$$
S_{n}^{(I)}(\omega)=n^{-9 / 8} \exp \left(4 \omega n^{3 / 4}-\frac{1}{2} \omega^{2} n^{1 / 2}-\frac{3}{8} \omega^{3} n^{1 / 4}\right)\left(1+\mathcal{O}\left(n^{-1 / 4}\right)\right), \quad n \rightarrow \infty
$$

Proof. We will use the strategy proposed in [25] (and the accompanying Maple-package AsyRec [27]). There one suggests to first try to obtain an asymptotic expansion of the form

$$
n^{\mu} \exp \left(\sum_{j=1}^{\rho-1} \mu_{j} n^{(\rho-j) / \rho}\right)\left(1+\mathcal{O}\left(n^{-1 / \rho}\right)\right)
$$

with no logarithmic terms (we also assumed that $\alpha=\mu_{0}=0$, because the $n$-th roots of solutions of the recurrence relation converge to zero). We can then try to fit such asymptotics in the recurrence relation. To this end, we consider the normalized relation $1+\sum_{k=1}^{4} c_{n, k}(z) / c_{n, 0}(x) S_{n+k}(x) / S_{n}(x)=0$, use that

$$
\frac{S_{n+k}(z)}{S_{n}(x)}=(1+k / n)^{\mu} \exp \left(\sum_{j=1}^{\rho-1} \mu_{j} n^{\frac{\rho-j}{\rho}}\left((1+k / n)^{\frac{\rho-j}{\rho}}-1\right)\right)\left(1+\mathcal{O}\left(n^{-1 / \rho}\right)\right)
$$

and expand asymptotically up to an appropriate order. Doing so leads to certain equations for the unknown powers $\mu$ and $\mu_{j}$. If we set $\rho=4$, the desired result follows after some computations in Maple.

The possible exponents for $x=1$ are summarized in the table below.

| $S_{n}^{(I)}(\omega)$ | $n^{3 / 4}$ | $n^{1 / 2}$ | $n^{1 / 4}$ |
| :---: | :---: | :---: | :---: |
| 1 | 4 | $-1 / 2$ | $-3 / 8$ |
| $i$ | $(4 i)$ | $1 / 2$ | $(3 / 8 i)$ |
| $-i$ | $(-4 i)$ | $1 / 2$ | $(-3 / 8 i)$ |
| -1 | -4 | $-1 / 2$ | $3 / 8$ |

By providing a suitable estimate for the denominator, we can associate a specific asymptotic behavior to it.
Proposition 2.9. Suppose that $x>0$. Then $F_{n, 2}^{(I)}(x) \asymp S_{n}^{(I)}(\sqrt[4]{x})$ as $n \rightarrow \infty$.
Proof. Since $x>0$, we can use the estimate

$$
F_{n, 2}^{(I)}(x) \geq \sum_{k=0}^{n}\binom{n}{k} \frac{x^{k}}{k!}=L_{n}(-x)
$$

in terms of the classical Laguerre orthogonal polynomial

$$
L_{n}(x)=\frac{1}{n!} \frac{d^{n}}{d x^{n}}\left[x^{n} e^{-x}\right]
$$

see, e.g., [22, Chapter 5]. According to Perron's formula [22, Theorem 8.22.3], we have

$$
L_{n}(-x) \asymp n^{-1 / 4} \exp (2 \sqrt{n x}), \quad n \rightarrow \infty .
$$

Hence the coefficient of $S_{n}^{(I)}(\sqrt[4]{x})$ in the expansion of $F_{n, 2}^{(I)}(x)$ with respect to the basis $\left\{S_{n}^{(I)}(\omega) \mid \omega^{4}=x\right\}$ can not be zero and we must have the above.

The asymptotics of the error can be obtained by applying a variation of the saddle point method on the integral representation in Proposition [2.4. As expected, the asymptotics here are also determined by the solutions $S_{n}^{(I)}(\omega)$.

Proposition 2.10. Suppose that $x>0$. Then,

$$
F_{n}^{(I)}(x) \in \operatorname{span}\left\{\operatorname{Re}\left(S_{n}^{(I)}(i \sqrt[4]{x})\right), \operatorname{Im}\left(S_{n}^{(I)}(i \sqrt[4]{x})\right), S_{n}^{(I)}(-\sqrt[4]{x})\right\}
$$

Proof. By making use of the relation $(-t)_{n+1}=(-1)^{n+1}(t-n)_{n+1}$, we may write the contour integral in Proposition [2.4 as

$$
F_{n}^{(I)}(x)=\frac{n!}{2 \pi i} \int_{\Sigma} f_{n}(t) x^{t} d t, \quad f_{n}(t)=\frac{\Gamma(t+n+1) \Gamma(t-n)^{2}}{\Gamma(t+1)^{4}} .
$$

Afterwards, we perform a change of variables of the form $t \mapsto n^{\alpha} s$ for some $0<\alpha<1$ that will be chosen later. We will now approximate the gamma functions in the integrand via Stirling's formula

$$
\Gamma(s+a) \sim(2 \pi)^{\frac{1}{2}} e^{-s} s^{s+a-\frac{1}{2}}, \quad|s| \rightarrow \infty, \arg (s)<\pi
$$

The notation $f(t) \sim g(t)$ as $t \rightarrow \infty$ means that $\lim _{t \rightarrow \infty} f(t) / g(t)=1$. We find that

$$
f_{n}\left(n^{\alpha} s\right) \sim \frac{1}{(2 \pi)^{\frac{1}{2}}} e^{n^{\alpha} s+n} \frac{\left(n^{\alpha} s+n\right)^{n^{\alpha} s+n+\frac{1}{2}}\left(n^{\alpha} s-n\right)^{2 n^{\alpha} s-2 n-1}}{\left(n^{\alpha} s\right)^{4 n^{\alpha} s+2}}, \quad n \rightarrow \infty .
$$

By collecting some factors of powers of $n$ in the ratio, we may rewrite it as

$$
n^{(3-4 \alpha) n^{\alpha} s-n-\frac{1}{2}-2 \alpha} \frac{\left(1+n^{\alpha-1} s\right)^{n^{\alpha} s+n+\frac{1}{2}}\left(n^{\alpha-1} s-1\right)^{2 n^{\alpha} s-2 n-1}}{s^{4 n^{\alpha} s+2}}
$$

Since in what follows, we would like to apply the saddle point method, it makes sense to take $\alpha=3 / 4$ so that the $n^{\alpha} \ln n$ term in the exponent disappears. Doing so yields,

$$
f_{n}\left(n^{3 / 4} s\right) \sim \frac{e^{n}}{(2 \pi)^{\frac{1}{2}} n^{n+2}} e^{n^{3 / 4} s} \frac{\left(1+n^{-1 / 4} s\right)^{n^{3 / 4} s+n+\frac{1}{2}}\left(n^{-1 / 4} s-1\right)^{2 n^{3 / 4} s-2 n-1}}{s^{4 n^{3 / 4} s+2}}
$$

which we may simplify to

$$
f_{n}\left(n^{3 / 4} s ; x\right) \sim-\frac{n^{-3 / 2}}{n!} e^{n^{3 / 4} s} \frac{\left(1+n^{-1 / 4} s\right)^{n^{3 / 4} s+n}\left(1-n^{-1 / 4} s\right)^{2 n^{3 / 4} s-2 n}}{s^{4 n^{3 / 4} s+2}}
$$

by applying Stirling's formula to $n$ ! and by making use of the fact that $\left(1+n^{-1 / 4} s\right)^{\frac{1}{2}} \sim 1$ and $\left(n^{-1 / 4} s-1\right)^{-1} \sim-1$ as $n \rightarrow \infty$. Therefore,

$$
n!n^{3 / 4} f_{n}\left(n^{3 / 4} s\right) x^{n^{3 / 4} s} \sim-s^{-2} n^{-3 / 4} e^{n^{3 / 4} \varphi_{n}(s)}
$$

where

$$
\varphi_{n}(s)=s(1-4 \ln s+\ln x)+\left(s+n^{1 / 4}\right) \ln \left(1+n^{-1 / 4} s\right)+2\left(s-n^{1 / 4}\right) \ln \left(1-n^{-1 / 4} s\right)
$$

We can use Maple to look for approximate saddle points $s_{n}^{*}=a+b n^{-1 / 4}+c n^{-1 / 2}+O\left(n^{-3 / 4}\right)$ such that $\varphi_{n}^{\prime}\left(s_{n}^{*}\right)=O\left(n^{-3 / 4}\right)$ as $n \rightarrow \infty$ (to this end, we will expand the logarithms). If we would only consider leading terms, we would have to look for the actual saddle points of $\varphi(s)=s(4-4 \ln s+\ln x)$, which are given by the solutions of $s^{4}=x$. In general, we
get a system of equations that we can solve for the values of the parameters. We then find four of such approximate saddle points

$$
s_{n}^{*}(\omega)=\omega-\frac{1}{4} \omega^{2} n^{-1 / 4}-\frac{9}{32} \omega^{3} n^{-1 / 2}+O\left(n^{-3 / 4}\right), \quad \omega^{4}=x,
$$

and we have

$$
\varphi_{n}\left(s_{n}^{*}(\omega)\right)=4 \omega-\frac{1}{2} \omega^{2} n^{-1 / 4}-\frac{3}{8} \omega^{3} n^{-1 / 2}+O\left(n^{-3 / 4}\right) .
$$

By applying the (modified) saddle point method, we can then show that $F_{n}^{(I)}(x)$ is asymptotic to an appropriate linear combination of $n^{-9 / 8} \exp \left(n^{3 / 4} \varphi_{n}\left(s_{n}^{*}(\omega)\right)\right)$ for $\omega^{4}=x$. Observe that these possible asymptotics are exactly those found in Theorem 2.8 via the Birkhoff-Trjitzinsky theory. The specific asymptotics that appear in the combination here depend on the approximate saddle points that the curve of steepest descent, which the contour $n^{-3 / 4} \Sigma$ needs to be deformed to, passes through. Note that the contour $n^{-3 / 4} \Sigma$ can't be deformed to a curve that passes through the approximate saddle point $s_{n}^{*}\left(x^{1 / 4}\right)$ on the positive real line because then it would need to cross the strip $\left[0, n^{1 / 4}\right]$ inside $n^{-3 / 4} \Sigma$ where $f_{n}(t)$ has its poles. Hence we must have the stated result.

## 3 Approximants for the Gompertz constant

In this section, we will prove Theorem 1.3 and provide some motivation for the precise construction of the approximants.

### 3.1 Motivation

We will now consider the mixed type functions that are dual to the ones used in the previous section. The relevant systems of weights are $\left(e^{-x}, E_{\nu+1}(x)\right)$ and $\left(x^{\alpha}, x^{\beta}\right)$, where $\alpha, \beta, \nu>-1$, as in [24, Section 4.1]. The associated mixed type function

$$
F_{\vec{n}, \vec{m}}^{(I I \mid \alpha, \beta, \nu)}(x)=F_{\vec{n}, \vec{m} ; 1}^{(I I \mid \alpha, \beta, \nu)}(x) e^{-x}+F_{\vec{n}, \vec{m} ; 2}^{(I I \mid \alpha, \beta, \nu)}(x) E_{\nu+1}(x),
$$

with $\operatorname{deg} F_{\vec{n}, \vec{m} ; j}^{(I I \mid \alpha, \beta, \nu)}=n_{j}-1$, satisfies the orthogonality conditions

$$
\begin{aligned}
& \int_{0}^{\infty} F_{\vec{n}, \vec{m}}^{(I I \mid \alpha, \beta, \nu)}(x) x^{k+\alpha} d x=0, \quad k=0, \ldots, m_{1}-1, \\
& \int_{0}^{\infty} F_{\vec{n}, \vec{m}}^{(I I \mid \alpha, \beta, \nu)}(x) x^{k+\beta} d x=0, \quad k=0, \ldots, m_{2}-1 .
\end{aligned}
$$

We will again use the mixed type functions directly to generate the approximants. This is motivated by the fact that the system of weights $\left(e^{-x}, E_{\nu+1}(x)\right)$ forms a Nikishin system on $(0, \infty)$, since

$$
e^{x} E_{\nu+1}(x)=\frac{1}{\Gamma(\nu+1)} \int_{-\infty}^{0} \frac{(-t)^{\nu} e^{t}}{x-t} d t
$$

see [8, Eq. 3.383.10]. In that case, we can expect that $F_{\vec{n} ; 1}^{(I I \mid \alpha, \beta, \nu)} / F_{\vec{n} ; 2}^{(I I \mid \alpha, \beta, \nu)} \rightarrow e^{x} E_{\nu+1}(x)$ as $|\vec{n}| \rightarrow \infty$, e.g., along the diagonal, see [12, Theorem 1.4].

Explicit expressions for the Mellin transforms of the mixed type functions were determined in [24, Section 4.1] for appropriate multi-indices. This leads to the integral representation below.

Proposition 3.1. Suppose that $|\vec{n}|=|\vec{m}|+1$ and $n_{1}+1 \geq n_{2}$. Assume that $\alpha-\beta, \nu \notin \mathbb{Z}$. Then,

$$
F_{\vec{n}, \vec{m}}^{(I I \mid \alpha, \beta, \nu)}(x)=\frac{1}{2 \pi i} \int_{\mathcal{C}} \Gamma(s+1) \frac{(\alpha-s)_{m_{1}}(\beta-s)_{m_{2}}}{(s+\nu+1)_{n_{2}}} x^{-s-1} d s,
$$

in terms of a contour $\mathcal{C}$ that encloses $(-\infty, 0]$.
Proof. It is known that the Mellin transform of $F_{\vec{n}, \vec{m}}^{(I I \mid \alpha, \beta, \nu)}(x) e^{-x}$ is given by

$$
\int_{0}^{\infty} F_{\vec{n}, \vec{m}}^{(I I \mid \alpha, \beta, \nu)}(x) e^{-x} x^{s-1} d x=\Gamma(s) \frac{(\alpha+1-s)_{m_{1}}(\beta+1-s)_{m_{2}}}{(s+\nu)_{n_{2}}},
$$

see [24, Lemma 4.1]. After taking the inverse Mellin transform, performing the change of variables $s \mapsto s+1$ and deforming the associated contour, we can obtain the stated result.

Notice the duality between the integral representation in both settings (see Proposition 2.4 and Proposition 3.1): the integrands are essentially each other's reciprocate after swapping the roles of $\vec{n}$ and $\vec{m}$.
In what follows, we will only consider the limiting case $\beta \rightarrow \alpha$ and take $\alpha=\nu=0$. For convenience, we will restrict to multi-indices $\vec{n}=(n, n+1)$ and $\vec{m}=(n, n)$. The approximants then arise as $F_{n}^{(I I)}(x)=e^{x} F_{(n, n+1),(n, n)}^{(I I \mid 0,0,0)}(x) / n!$.

### 3.2 Quality

Diophantine quality. We will first obtain an explicit expression for the denominators of the approximants.
Proposition 3.2. Denote $F_{n}^{(I I)}(x)=e^{x} F_{(n, n+1),(n, n)}^{(I I \mid 0,0,0}(x) / n!$. Then,

$$
F_{n}^{(I I)}(x)=F_{n ; 1}^{(I I)}(x)+F_{n ; 2}^{(I I)}(x) e^{x} E_{1}(x),
$$

where

$$
F_{n ; 2}^{(I I)}(x)=\sum_{l=0}^{n}\binom{n}{l}\binom{n+l}{l}^{2} \frac{x^{l}}{l!} .
$$

Proof. It was proven in [24, Lemma 4.1] that the Mellin transform of

$$
F_{n}^{(I I)}(x) e^{-x}=\sum_{k=0}^{n-1} F_{n ; 1}^{(I I)}[k] x^{k} e^{-x}+\sum_{k=0}^{n} F_{n ; 2}^{(I I)}[k] x^{k} E_{1}(x)
$$

is given by

$$
\begin{equation*}
\sum_{k=0}^{n-1} F_{n ; 1}^{(I I)}[k](s)_{k}+\sum_{k=0}^{n} F_{n ; 2}^{(I I)}[k] \frac{(s)_{k}}{s+k}=\frac{1}{n!} \frac{(1-s)_{n}^{2}}{(s)_{n+1}} \tag{4}
\end{equation*}
$$

The result then follows after comparing poles at $s=0, \ldots, n$.

Observe that the denominators $F_{n ; 2}^{(I I)}(1)=\sum_{l=0}^{n}\binom{n}{l}\binom{n+l}{l}^{2} \frac{1}{l!}$ are similar to the denominators $\sum_{l=0}^{n}\binom{n}{l}^{2}\binom{n+l}{l}^{2}$ used in Apéry's irrationality proof [2] of $\zeta(3)$, but that a factor $n!/(n-l)!$ is missing from the $l$-th term.

We will now show that the approximants have the Diophantine properties below. In principle, it is also possible to use (4) to find an explicit expression for the numerators $F_{n ; 1}^{(I I)}(x)$ and then study its Diophantine properties, however this would lead to a suboptimal result.
Proposition 3.3. $n!F_{n ; 1}^{(I I)}(x), n!F_{n ; 2}^{(I I)}(x) \in \mathbb{Z}[x]$.
Proof. The result about $F_{n ; 2}^{(I I)}(x)$ follows easily from Proposition 3.2. In order to obtain the result for $F_{n ; 1}^{(I I)}(x)$, we use the Euclidean division algorithm to find unique polynomials $q(s), r(s) \in \mathbb{Z}[s]$ of degree $n-1$ and $n$ respectively such that

$$
\frac{(1-s)_{n}^{2}}{(s)_{n+1}}=q(s)+\frac{r(s)}{(s)_{n+1}}
$$

On the other hand, from (4), we know that

$$
\frac{(1-s)_{n}^{2}}{(s)_{n+1}}=a(s)+\frac{b(s)}{(s)_{n+1}}, \quad a(s)=\sum_{k=0}^{n-1} n!F_{n ; 1}^{(I)}[k](s)_{k}, \quad b(s)=\sum_{k=0}^{n} n!F_{n ; 2}^{(I)}[k](s)_{k}(s)_{n+1 ; k}
$$

Since $n!F_{n ; 2}^{(I I)}[k] \in \mathbb{Z}$, Euclidean division again gives polynomials $b_{q}(s), b_{r}(s) \in \mathbb{Z}[s]$ of degree $n-1$ and $n$ respectively such that

$$
\frac{(1-s)_{n}^{2}}{(s)_{n+1}}=a(s)+b_{q}(s)+\frac{b_{r}(s)}{(s)_{n+1}}
$$

We thus have $a(s)=q(s)-b_{q}(s)$ and therefore $a(s) \in \mathbb{Z}[s]$. The expansion $s^{k}=$ $\sum_{l=0}^{k} c_{k, l}(s)_{l}$ has all $c_{k, l} \in \mathbb{Z}$, which then shows that $n!F_{n ; 1}^{(I I)}[k] \in \mathbb{Z}$ as well.

Approximation quality. We will use the same approach as with the approximants of $\gamma+\ln x$. We will start by generating a recurrence relation for the denominators $F_{n ; 2}^{(I I)}(x)$ via the Zeilberger-command in Maple in order to study its asymptotics.
Proposition 3.4. The denominators $F_{n ; 2}^{(I I)}(x)$ arise as solutions of a five-term recurrence relation $\sum_{k=0}^{4} c_{n, k}(x) S_{n+k}(x)=0$ in which $c_{n, k}(x) \in \mathbb{Z}[x, n]$. For $x=1$, the coefficients are given by

$$
\begin{aligned}
& c_{n, 0}(1)=-(n+1)^{3}(n+2)\left(729 n^{4}+8190 n^{3}+33657 n^{2}+59656 n+38232\right), \\
& c_{n, 1}(1)=(n+2)\left(2916 n^{7}+51714 n^{6}+385080 n^{5}+1559443 n^{4}\right. \\
&\left.+3708086 n^{3}+5178913 n^{2}+3937800 n+1259352\right), \\
& c_{n, 2}(1)=-4374 n^{8}-43308 n^{7}-17703 n^{6}+1495014 n^{5}+8678747 n^{4} \\
&+23155644 n^{3}+33243300 n^{2}+24757376 n+7476768, \\
& c_{n, 3}(1)=(n+3)\left(2916 n^{7}+64107 n^{6}+558186 n^{5}+2519599 n^{4}\right. \\
&\left.+6371356 n^{3}+8961012 n^{2}+6375808 n+1702816\right), \\
& c_{n, 4}(1)=-(n+3)(n+4)^{3}\left(729 n^{4}+5274 n^{3}+13461 n^{2}+13996 n+4772\right) .
\end{aligned}
$$

It can again be shown that the three other linear independent solutions of the recurrence relation are $F_{n ; 1}^{(I I)}(x)$ and the Stieltjes transforms of $F_{n}^{(I I)}$ with respect to each type II orthogonality measure, i.e.

$$
E_{n ; 1}^{(I I)}(x)=\int_{0}^{\infty} \frac{F_{n}^{(I I)}(t)}{x-t} d t, \quad E_{n ; 2}^{(I I)}(x)=\int_{0}^{\infty} \frac{F_{n}^{(I I)}(t)}{x-t} \ln t d t
$$

The Birkhoff-Trjitzinsky theory now leads to the following result.
Proposition 3.5. There are four solutions $\left\{S_{n}^{(I I)}(\omega) \mid \omega^{4}=x\right\}$ that form a basis over $\mathbb{C}$ for the space of solutions of the recurrence relation for $F_{n ; 2}^{(I I)}(x)$ with asymptotic behavior

$$
S_{n}^{(I)}(\omega)=n^{-9 / 8} \exp \left(4 \omega n^{3 / 4}+\frac{1}{2} \omega^{2} n^{1 / 2}-\frac{3}{8} \omega^{3} n^{1 / 4}\right)\left(1+\mathcal{O}\left(n^{-1 / 4}\right)\right)
$$

Proof. This can be shown in the same way as Proposition 2.8.
The possible exponents for $x=1$ are summarized in the table below.

| $S_{n}^{(I I)}(\omega)$ | $n^{3 / 4}$ | $n^{1 / 2}$ | $n^{1 / 4}$ |
| :---: | :---: | :---: | :---: |
| 1 | 4 | $1 / 2$ | $-3 / 8$ |
| $i$ | $(4 i)$ | $-1 / 2$ | $(3 / 8 i)$ |
| $-i$ | $(-4 i)$ | $-1 / 2$ | $(-3 / 8 i)$ |
| -1 | -4 | $1 / 2$ | $3 / 8$ |

Using the same strategy as before (by comparing with Laguerre polynomials in a negative argument, see Proposition [2.9), we can associate a specific asymptotic behavior to the denominators.

Proposition 3.6. Suppose that $x>0$. Then $F_{n, 2}^{(I I)}(x) \asymp S_{n}^{(I)}(\sqrt[4]{x})$ as $n \rightarrow \infty$.
A variation of the saddle point method allows us to study the asymptotics of the errors via the integral representation in Proposition [3.1, similarly as in Proposition 2.10.

Proposition 3.7. Suppose that $x>0$. Then,

$$
F_{n}^{(I)}(x) \in \operatorname{span}\left\{\operatorname{Re}\left(S_{n}^{(I)}(i \sqrt[4]{x})\right), \operatorname{Im}\left(S_{n}^{(I)}(i \sqrt[4]{x})\right), S_{n}^{(I)}(-\sqrt[4]{x})\right\}
$$

Proof. It follows from Proposition 3.1 that

$$
F_{n}^{(I I)}(x)=\frac{1}{2 \pi i} \frac{1}{n!} \int_{\mathcal{C}} g_{n}(s) x^{-s-1} d s, \quad g_{n}(s)=\Gamma(s+1) \frac{(-s)_{n}^{2}}{(s+1)_{n+1}} .
$$

The integrand $g_{n}(s)$ is essentially the reciprocate of the integrand $f_{n}(s)$ that is used in the contour integral representation for $F_{n}^{(I)}(x)$ (see Proposition 2.4). Indeed, we have

$$
g_{n}(s)=\frac{1}{f_{n}(s)} \frac{1}{(s+n+1)(-s+n)^{2}},
$$

and thus

$$
\frac{n^{3 / 4}}{n!} g_{n}\left(n^{3 / 4} t\right) x^{-n^{3 / 4} t-1} \sim-x^{-1} t^{2} n^{-3 / 4} e^{-n^{3 / 4} \varphi_{n}(t)}
$$

with

$$
\varphi_{n}(t)=t(1-4 \ln t+\ln x)+\left(t+n^{1 / 4}\right) \ln \left(1+n^{-1 / 4} t\right)+2\left(t-n^{1 / 4}\right) \ln \left(1-n^{-1 / 4} t\right) .
$$

By applying the (modified) saddle point method, we can show that $F_{n}^{(I I)}(x)$ is asymptotic to an appropriate combination of $n^{-9 / 8} \exp \left(-n^{3 / 4} \varphi_{n}\left(s_{n}^{*}(\omega)\right)\right)$ for $\omega^{4}=x$. Note that these possible asymptotics are exactly those obtained in Proposition 3.5 via the BirkhoffTrjitzinsky theory. The specific asymptotics that appear in the combination here depend on the approximate saddle points that the curve of steepest descent, which the contour $n^{3 / 4} \mathcal{C}$ needs to be deformed to, passes through. In this setting, the contour can't be deformed to a curve that passes through the approximate saddle point $s_{n}^{*}\left(-x^{1 / 4}\right)$ on the negative real line because then it would have to cross the strip $\left[-n^{1 / 4}, 0\right]$ inside $n^{-3 / 4} \mathcal{C}$ where the integrand has its poles.

## 4 Connection

From Proposition 2.8 and Proposition 3.5, one can observe that the asymptotics of the solutions of the recurrence relations in both settings are closely related, see, e.g., the tables with the potential powers for $x=1$ below.

| $S_{n}^{(I)}(\omega)$ | $n^{3 / 4}$ | $n^{1 / 2}$ | $n^{1 / 4}$ |
| :---: | :---: | :---: | :---: |
| 1 | 4 | $-1 / 2$ | $-3 / 8$ |
| $i$ | $(4 i)$ | $1 / 2$ | $(3 / 8 i)$ |
| $-i$ | $(-4 i)$ | $1 / 2$ | $(-3 / 8 i)$ |
| -1 | -4 | $-1 / 2$ | $3 / 8$ |


| $S_{n}^{(I I)}(\omega)$ | $n^{3 / 4}$ | $n^{1 / 2}$ | $n^{1 / 4}$ |
| :---: | :---: | :---: | :---: |
| 1 | 4 | $1 / 2$ | $-3 / 8$ |
| $i$ | $(4 i)$ | $-1 / 2$ | $(3 / 8 i)$ |
| $-i$ | $(-4 i)$ | $-1 / 2$ | $(-3 / 8 i)$ |
| -1 | -4 | $1 / 2$ | $3 / 8$ |

In the first place, this can be explained by the fact that the integrand in the integral representation for the associated mixed type functions in Proposition 2.4 and Proposition 3.1 are essentially each other's reciprocal, hence the powers should be each other's opposite. A more deeper connection can be established through relations similar as in (1) that arise via the underlying Riemann-Hilbert problems: rows on the left arise as sums of three exponents on the right (and vice versa). This connection is stronger in the sense that it actually enables us to study the asymptotics of objects in one setting by studying the asymptotics of specific objects in the other. As such, we can also give an alternative proof of Theorem 1.2 solely by analyzing the asymptotics of the objects associated with system ( $I$ ). In what follows, we will provide the key ideas on how this can be done (a complete proof is more cumbersome and will be omitted).
The Riemann-Hilbert problem for mixed type multiple orthogonal polynomials, see [7, Lemma 3.3], gives the following relation

$$
Y_{\vec{n}, \vec{m}}^{(I)}=\left(\begin{array}{cc}
0 & -I_{2} \\
I_{2} & 0
\end{array}\right)\left(Y_{\vec{m}, \vec{n}}^{(I I)}\right)^{-T}\left(\begin{array}{cc}
0 & I_{2} \\
-I_{2} & 0
\end{array}\right),
$$

if $|\vec{n}|=|\vec{m}|$, where, up to a particular scaling of each row,

$$
Y_{\vec{n}, \vec{m}}^{(*)}=\left(\begin{array}{llll}
F_{\vec{n}+\vec{e}_{1}, \vec{m} ; 1}^{(*)} & F_{\vec{n}+\vec{e}_{1}, \vec{m} ; 2}^{(*)} & E_{\vec{n}+\overrightarrow{e_{1}}, \vec{m} ; 1}^{(*)} & E_{\vec{n}+\vec{e}_{1}, \vec{m} ; 2}^{(*)} \\
F_{\vec{n}+\vec{e}_{2}, \vec{m} ; 1}^{(*)} & F_{\vec{n}+\vec{e}_{2}, \vec{m} ; 2}^{(*)} & E_{\vec{n}+\vec{e}_{2}, \vec{m} ; 1}^{(*)} & E_{\vec{n}+\vec{e}_{2}, \vec{m} ; 2}^{(*)} \\
F_{\vec{n}, \vec{m}-\vec{e}_{1} ; 1}^{(*)} & F_{\vec{n}, \vec{m}-\vec{e}_{1} ; 2}^{(*)} & E_{\vec{n}, \vec{m}-\vec{e}_{1} ; 1}^{(*)} & E_{\vec{n}, \vec{m}-\vec{e}_{1} ; 2}^{(*)} \\
F_{\vec{n}, \vec{m}-\vec{e}_{2} ; 1}^{(*)} & F_{\vec{n}, \vec{m}-\vec{e}_{2} ; 2}^{(*)} & E_{\vec{n}, \vec{m}-\vec{e}_{2} ; 1}^{(*)} & E_{\vec{n}, \vec{m}-\vec{e}_{2} ; 2}^{(*)}
\end{array}\right) .
$$

Rows associated with multi-indices $\left(\vec{n}+\vec{e}_{k}, \vec{m}\right)$ are scaled such that the entry $F_{\vec{n}+\vec{e}_{k}, \vec{m} ; k}^{(*)}(x)$ is monic. Rows associated with multi-indices $\left(\vec{n}, \vec{m}-\vec{e}_{k}\right)$ are scaled such that mixed type function $F_{\vec{n}, \vec{m}-\vec{e}_{k}}^{(*)}(x)$ satisfies the type I normalization condition with respect to the $k$-th type II orthogonality weight in system (*), i.e.

$$
\int_{0}^{\infty} F_{\vec{n}, \vec{m}-\vec{e}_{k}}^{(*)}(x) x^{m_{k}-1} w_{k}^{(*)}(x) d x=1
$$

Since this particular scaling ensures that $\operatorname{det}\left(Y_{\vec{m}, \vec{n}}^{(I I)}\right)=1$, it follows from the adjugate formula that the inverse transpose of $Y_{\vec{m}, \vec{n}}^{(I I)}$ is equal to its cofactor matrix $\operatorname{CF}\left(Y_{\vec{m}, \vec{n}}^{(I I)}\right)$. We therefore have, up to an appropriate scalar,

Hence, up to an appropriate scalar, the mixed type functions in system $(I)$ can be written as
in terms of a particular combination $E_{\vec{m}, \vec{n}}^{(I I)}(z)=E_{\vec{m}, \vec{n} ; 1}^{(I I)}(z) \ln z-E_{\vec{m}, \vec{n} ; 2}^{(I I)}(z)$ of the two errors in the associated Hermite-Padé approximation problem

$$
E_{\vec{m}, \vec{n} ; 1}^{(I I)}(z)=\int_{0}^{\infty} \frac{F_{\vec{m}, \vec{n} ; 1}^{(I I)}(x)}{z-x} d x, \quad E_{\vec{m}, \vec{n} ; 1}^{(I I)}(z)=\int_{0}^{\infty} \frac{F_{\vec{m}, \vec{n} ; 1}^{(I I)}(x)}{z-x} \ln x d x
$$

In this context, the appropriate scalar is given by

$$
\begin{equation*}
\mathcal{F}_{\vec{n}+\overrightarrow{e_{2}}, \vec{m}}=\frac{\operatorname{LC}\left(F_{\vec{n}+\vec{e}, \vec{m} ; 2}^{(I)}\right)}{\operatorname{LC}\left(F_{\vec{m}+\vec{e}_{1}, \vec{n} ; 1}^{(I I)}\right) \cdot \operatorname{LC}\left(F_{\vec{m}+\vec{e}_{2}, \vec{n} ; 2}^{(I I}\right) \cdot \int_{0}^{\infty} F_{\vec{m}, \vec{n}-\vec{e}_{1} ; 1}^{(I I)}(x) x^{n_{1}-1} d x} \tag{6}
\end{equation*}
$$

Taking $\vec{n}=(n+1, n)$ and $\vec{m}=(n+1, n)$ in (5) then allows us to express the errors $F_{n}^{(I)}$ and denominators $F_{n ; 2}^{(I)}$ in system $(I)$ in terms of objects from the dual system (II). After scaling the objects in both systems as in Proposition 2.5 and Proposition 3.2, it can be expected that the scalar in (6) is asymptotically negligible (compared to sub-exponential growth). Indeed, the objects that appear in the formula are then normalized to grow subexponentially and a determinant with entries that grow at most sub-exponentially grows at most sub-exponentially itself. In order to actually prove this, we require knowledge about the mixed type functions for more general multi-indices than in Proposition 2.5 and Proposition 3.2 (but that can be obtained using the same ideas).
The final element in this alternative proof of Theorem 1.2 is then to describe the asymptotics of the modified error $E_{\vec{m}, \vec{n}}^{(I I)}(z)$. This can be done by analyzing the following integral representation

$$
E_{\vec{m}, \vec{n}}^{(I I)}(z)=(-1)^{n_{1}+n_{2}} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \frac{x^{n_{2}} y^{n_{2}} t^{m_{2}} e^{-x(1+t)}}{(z+x y)^{n_{2}+1}(1+y)^{n_{1}+1}(1+t)^{m_{2}+1}} d x d y d t
$$

which further generalizes an integral of Rivoal in [18, Lemma 1]. Doing so allows us to prove that, e.g., $E_{n}^{(I I)}(z) \asymp S_{n}(-\sqrt[4]{z})$ as $n \rightarrow \infty$ for $z>0$.

## 5 Further improvements

In what follows, we will propose two constructions that could lead to a further improvement of the approximants of Euler's constant in Theorem 1.2. Since the potential improvements are not that substantial, we will only provide the key ideas.

### 5.1 Faster sub-exponential behavior

In order to obtain approximants for which the absolute error has a faster sub-exponential decay, we can apply the the differential operator

$$
F(x) \mapsto \frac{1}{n!} \frac{d^{n}}{d x^{n}}\left[x^{n} F(x)\right]
$$

$p-1$ more times to the forms $F_{n}^{(I)}(x)$ obtained in Proposition 2.5. Doing so yields a function of the form

$$
F_{n}^{(I)}(x ; p)=\frac{n!^{2-p}}{2 \pi i} \int_{\Sigma} \frac{1}{\Gamma(t+1)} \frac{(t+1)_{n}^{p}}{(-t)_{n+1}^{2}} x^{t} d t,
$$

where $\Sigma \subset \mathbb{C}$ is a contour that encloses $[0, \infty)$ and has $-1<\operatorname{Re}(t)<0$. We still have

$$
F_{n}^{(I)}(x ; p)=F_{n ; 1}^{(I)}(x ; p)+F_{n ; 2}^{(I)}(x ; p)(\gamma+\ln x),
$$

but now the denominators are of the form

$$
F_{n ; 2}^{(I)}(x ; p)=\sum_{k=0}^{n}\binom{n}{k}^{2}\binom{n+k}{k}^{p} \frac{x^{k}}{k!}
$$

It can be shown that the Diophantine properties in Proposition 2.6 remain unchanged. By analyzing the asymptotic properties of the contour integral as in Proposition 2.10, one should be able to prove that the main contributions to the possible asymptotics for $F_{n}^{(I)}(x ; p)$ are determined by $\exp \left((p+3) \omega n^{(p+2) /(p+3)}(1+o(1))\right)$ in terms of $\omega \in \mathbb{C}$ with $\omega^{p+3}=x$. Due to the structure of the contour, it then follows that the solution $\omega=x^{1 /(p+3)}$ on the positive real line can't be included in the asymptotics for $F_{n}^{(I)}(x ; p)$. This solution should again correspond to the asymptotics of the denominators $F_{n ; 2}^{(I)}(x ; p)$. In that case, the absolute error indeed has a faster sub-exponential decay

$$
\left|(\gamma+\ln x)-\frac{F_{n}^{(I)}(x ; p)}{F_{n ; 2}^{(I)}(x ; p)}\right|=\mathcal{O}\left(\exp \left(-(p+3) x^{1 /(p+3)} n^{(p+2) /(p+3)}(1+o(1))\right)\right), \quad n \rightarrow \infty
$$

and the approximants of $\gamma$ are of an overall better quality

$$
\left|Q_{n}^{(I)}(p) \gamma-P_{n}^{(I)}(p)\right| \leq\left(Q_{n}^{(I)}(p)\right)^{-r(n)}, \quad r(n)=-1+\frac{p+3}{n^{1 /(p+3)} \ln n}(1+o(1))
$$

### 5.2 Exponential behavior

In order to obtain approximants for which the denominator and error behaves exponentially in $n$, one can consider

$$
F_{n}^{(I)}(n x)=F_{n ; 1}^{(I)}(n x)+F_{n ; 2}^{(I)}(n x)(\gamma+\ln (n x))
$$

but this comes at the cost of having to include a logarithm with an $n$-dependent argument in the approximation. Unfortunately, this modification doesn't influence the Diophantine properties of the approximants, which means that their overall quality remains of a similar type as before. Other approximations of $\gamma$ in which one uses additional logarithms in an $n$-dependent argument can be found in, e.g., [20] and [1]. The Diophantine quality of the approximants in [20] is much better than in our construction (one doesn't need to multiply with $n!$ ), but the $n$-dependence of the additional logarithm is more involved.
We can obtain the asymptotics of $F_{n}^{(I)}(n x)$ via the contour integral representation

$$
F_{n}^{(I)}(n x)=\frac{n!^{2}}{2 \pi i} \int_{\Sigma} \frac{1}{\Gamma(t+1)} \frac{(t+1)_{n}}{(-t)_{n+1}^{2}}(n x)^{t} d t
$$

and the (regular) saddle point method after the change of variables $t \mapsto n t$. The result is then that $F_{n}^{(I)}(n x) \asymp \exp (n \varphi(x))$ as $n \rightarrow \infty$ up to some factor that grows at most polynomially in $n$. For the asymptotics of the denominators, we can prove that $F_{n ; 2}^{(I)}(n x) \asymp$ $\exp (n V(x))$ as $n \rightarrow \infty$ in terms of the log-potential $V(x)=\int_{0}^{\infty} d \mu(t) /(x-t)$ of the asymptotic zero distribution $\mu$ of $F_{n ; 2}^{(I)}(n x)$. We can obtain the density of the asymptotic zero distribution of $F_{n ; 2}^{(I)}(n x)$ in the standard way (see, e.g., [11, Section 3.1.4]); $F_{n ; 2}^{(I)}(x)$ is a hypergeometric polynomial, so we can use the associated differential equation.

## References

[1] A. José Adell, A. Lekuona, Rational approximation to Euler's constant at a geometric rate of convergence, Math. Comp. 89 (2020), no. 325, 2553-2561.
[2] R. Apéry, Irrationalité de $\zeta(2)$ et $\zeta(3)$, Astérisque 61 (1979), 11-13.
[3] A.I. Aptekarev (Ed.), Rational Approximation of Euler's Constant and Recurrence Relations, Current Problems in Math., vol. 9, Steklov Math. Inst. RAN (2007).
[4] F. Beukers, Padé-approximations in number theory, in Padé approximation and its applications (Amsterdam, 1980), Lecture Notes in Math. 888, Springer, Berlin-New York, 1981, pp. 90-99.
[5] G.D. Birkhoff, W.J. Trjitzinsky, Analytic theory of singular difference equations, Acta Math. 60 (1933), no. 1, 1-89.
[6] E. Coussement, W. Van Assche, Some classical multiple orthogonal polynomials, Numerical Analysis 2000, vol. V, Quadrature and Orthogonal Polynomials, J. Comput. Appl. Math. 127 (2001), 317-347.
[7] E. Daems, A.B.J. Kuijlaars, Multiple orthogonal polynomials of mixed type and nonintersecting Brownian motions, J. Approx. Theory 146 (2007), no. 1, 91-114.
[8] NIST Digital Library of Mathematical Functions. https://dlmf.nist.gov/, Release 1.1.12 of 2023-12-15. F.W.J. Olver, A.B. Olde Daalhuis, D.W. Lozier, B.I. Schneider, R.F. Boisvert, C.W. Clark, B.R. Miller, B.V. Saunders, H.S. Cohl, and M.A. McClain, eds.
[9] M.E.H. Ismail, Classical and Quantum Orthogonal Polynomials in One Variable, Encyclopedia of Mathematics and its Applications 98, Cambridge University Press, 2008.
[10] J.S. Geronimo, A.B.J. Kuijlaars, W. Van Assche Riemann-Hilbert problems for multiple orthogonal polynomials, Special functions 2000: current perspective and future directions (Tempe, AZ), 23-59, NATO Sci. Ser. II Math. Phys. Chem., 30, Kluwer Acad. Publ., Dordrecht, 2001.
[11] M. Leurs, W. Van Assche, Laguerre-Angelesco multiple orthogonal polynomials on an r-star, J. Approx. Theory 250 (2020), 105324.
[12] G. López Lagomasino, S.M. Peralta, On the convergence of type I Hermite-Padé approximants, Adv. Math. 273 (2015), 124-148.
[13] Yu. Nesterenko, Linear independence of numbers, Vestnik Moskov. Univ. Ser. I Mat. Mekh. 108 (1985), 46-49 (Russian); English translation in Moscow Univ. Math. Bull. 40 (1985), 69-74.
[14] E.M. Nikishin, V.N. Sorokin, Rational Approximations and Orthogonality, Translation of Mathematical Monographs 92, Amer. Math. Soc., Providence RI, 1991.
[15] M. Pituk, More on Poincaré's and Perron's theorems for difference equations, J. Difference Equ. Appl. 8 (2002), no. 3, 201-216.
[16] T. Hessami Pilehrood, K. Hessami Pilehrood, Rational approximations to values of the digamma function and a conjecture on denominators, Math Notes 90, 730-747 (2011).
[17] T. Rivoal, On the arithmetic nature of the values of the gamma function, Euler's constant, and Gompertz's constant, Michigan Mathematical Journal. 61 (2012), 239254.
[18] T. Rivoal, Rational approximations for values of derivatives of the gamma function, Trans. Amer. Math. Soc. 361 (11), 6115-6149 (2009).
[19] A.B. Shidlovskii, Transcendental Numbers, De Gruyter Studies in Mathematics, vol. 12, Berlin, New York: De Gruyter, 1989.
[20] J. Sondow, Criteria for irrationality of Euler's constant, Proc. Amer. Math. Soc. 131 (2003), no. 11, 3335-3344.
[21] V.N. Sorokin, Simultaneous approximation of several linear forms. (Russian. English summary), Vestnik Moskov. Univ. Ser. I Mat. Mekh. 101(1983), no. 1, 44-47;
[22] G. Szegő, Orthogonal Polynomials, Amer. Math. Soc. Colloq. Publ. 23, Amer. Math. Soc., Providience RI, 1939 (fourth edition 1975).
[23] W. Van Assche, Multiple orthogonal polynomials, irrationality and transcendence, Continued fractions: from analytic number theory to constructive approximation (Columbia, MO, 1998), 325-342, Contemp. Math. 236, Amer. Math. Soc., Providence RI, 1999.
[24] W. Van Assche, T. Wolfs, Multiple orthogonal polynomials associated with the exponential integral, Stud. Appl. Math. 151 (2023), 411-449.
[25] J. Wimp, D. Zeilberger, Resurrecting the asymptotics of linear recurrences, J. Math. Anal. Appl. 111 (1985), no. 1, 162-176.
[26] T. Wolfs, Applications of multiple orthogonal polynomials with hypergeometric moment generating functions, Preprint available at arXiv:2401.08312 (2024).
[27] D. Zeilberger, AsyRec: A Maple package for Computing the Asymptotics of Solutions of Linear Recurrence Equations with Polynomial Coefficients, https://sites.math.rutgers.edu/~zeilberg/mamarim/mamarimhtml/asy.html, Release of 2016-4-26.


[^0]:    *Department of Mathematics, KU Leuven, Celestijnenlaan 200B, Leuven, Belgium. E-mail adresses: \{thomas.wolfs,walter.vanassche\}@kuleuven.be

