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Abstract— In this article, we address the 
challenges of image super-resolution and noise 
reduction, which are crucial for enhancing the quality 
of images derived from low-resolution or noisy data. 
We compared and assessed several approaches for 
upgrading low-resolution images to higher resolutions 
and for eliminating unwanted noise, all while 
maintaining the essential characteristics of the 
original images and recovering images from poor 
quality or damaged data using deep learning models. 
Our analysis and the experimental outcomes on image 
quality metrics indicate that the EDCNN neural 
network model, enhanced with pretrained weights, 
significantly outperforms other methods with a Train 
PSNR of 31.215, a Valid PSNR of 29.493, and a Test 
PSNR of 31.6632. 

Keywords— pretrained weights, EDCNN, 
resolution, denoising, image restoration. 

I. INTRODUCTION 

In our increasingly digital world, images and 
videos are essential in fields ranging from 
education and healthcare to entertainment and 
security. However, the quality of these visual 
media often falls short of expectations due to 
limitations in camera technology, poor lighting 
conditions, or errors during transmission. This 
situation has spurred a high demand for image 
quality enhancement techniques such as super-
resolution, noise reduction, and image restoration. 
These methods not only improve the clarity and 
quality of images but also enable the recovery of 
valuable information that was previously obscured 
by low resolution or noise. 

In recent years, deep learning has become a 
powerful tool in addressing various image 
processing challenges, including super-resolution, 
denoising, and image restoration. The 
advancement of deep neural networks and 
convolutional neural networks (CNNs) has led to 
significant progress, enabling higher precision in 
image handling, automating restoration processes, 
and reducing the time required for processing. 

This paper aims to explore and analyze 
advanced methods in the fields of super-
resolution, denoising, and image restoration using 
deep learning models. We delve into the 
theoretical foundations of these models, assess 
their performance through case studies, and 
discuss how these techniques can be optimized 
and implemented in real-world scenarios. 
Additionally, the paper highlights the challenges 
and opportunities in developing and deploying 
deep learning solutions for image processing, 
aiming to achieve the best possible outcomes in 
today's digital age. 

The structure of this paper is organized as 
follows: The second section presents methods for 
image restoration and noise reduction. In the third 
section, we will compare the performance of these 
methods with machine learning algorithms based 
on the results obtained from experiments. 
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Fig. 1. Deep residual learning architecture [1] 

II. METHODOLOGY 

A. Problem Statement 

Image super-resolution is the process of 
enhancing the resolution of images by using 
machine learning algorithms to predict and 
reconstruct image details at a higher pixel level. In 
deep learning, models such as convolutional 
neural networks (CNNs) are trained to recognize 
and reproduce the subtle features of images from 
large datasets. The goal is to sharpen images from 
low-resolution cameras, making them suitable for 
applications such as healthcare for more accurate 
diagnostics or in surveillance to enhance clarity in 
identification [2]. 

Image denoising is the process of removing 
noise that may arise from poor lighting conditions 
or sensor errors in cameras. Deep learning models 
such as Denoising Autoencoders or CNNs are 
trained to distinguish between noise and useful 

signal in images. By training on datasets with 
known noise, the model gradually learns to restore 
the original image by minimizing the presence of 
noise without losing essential image details. 

Image restoration involves techniques for 
reinstating damaged or missing portions of an 
image. This is commonly seen in the restoration of 
ancient artworks, historical photographs, or 
enhancing images taken with low-quality devices. 
Networks such as convolutional neural networks 
are trained to predict and reconstruct missing parts 
based on surrounding image patterns and 
previously acquired knowledge. This process 
requires high precision and a deep understanding 
of the nature of images and the structure of the 
surrounding environment [3]. 

While these techniques offer numerous 
benefits, they also face challenges such as high 
computational demands and the ability to 
generalize across data that differs from the training 
set. However, with the continuous advancement of 
computer technology and deep learning 
algorithms, the potential for improvements and 
applications in image super-resolution, denoising, 
and restoration is immense. This opens up many 
opportunities in fields such as security, healthcare, 
and entertainment [4]. 
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Table. 1. Comparison of the design of the most relevant state-of-the-art deep learning architectures for image 
super-resolution 

Model name Publication Upsampling Design 
keywords 

Loss 
function 

Training dataset PSNR 

SRCNN [5] ECCV 2014 Bicubic CNN L2 DIV2k 27.50 

DRCN [6] CVPR 2016 Bicubic Residual, 
Recursive 

L2 DIV2k 28.02 

FSRCNN [7] ECCV 2016 Deconvolution Residual L2  27.59 

ESPCN [8] CVPR 2017 Sub-Pixel Residual L2 DIV2k 27.73 

SRResNet [9] CVPR 2017 Sub-Pixel Residual L2 DIV2k 28.49 

SRGAN [9] CVPR 2017 Sub-Pixel Residual Lcontent, 

LAdversarial 

DIV2k 26.02 

EDSR [10] CVPRW 2017 Sub-Pixel Residual L1 DIV2k 28.80 

EnhanceNet [11] ICCV 2017 Bicubic Residual Lcontent, 

LAdversarial, 

LTexture 

DIV2k 25.77 

MemNet [12] ICCV 2017 Bicubic Residual, 
Recursive, 
Dense 

L2 DIV2k 28.26 

SRDenseNet [13] ICCV 2017 Deconvolution Residual, 
Dense 

L2 ImageNet (subnet) 28.50 

RDN [14] CVPR 2017 Sub-Pixel Residual, 
Dense 

L1 DIV2k 28.81 

CARN [15] ECCV 2017 Sub-Pixel Recursive , 
Residual, 
Dense 

L1 DIV2k 28.60 

RCAN [16] ECCV 2017 Sub-Pixel Residual, 
Attention 

L1 DIV2k 28.87 

ESRGAN [17] ECCVW 2017 Sub-Pixel Residual, 
Dense 

L1, Lcontent, 

LAdversarial, 
DIV2k+Flickr2k - 

RNAN [18] ICLR 2019 Sub-Pixel Residual, 
Attention 

L1 DIV2k 28.83 

SAN [19] CVPR 2019 Sub-Pixel Residual, 
Attention 

L1 DIV2k 28.92 

HAN [20] ECCV 2020 Sub-Pixel Residual, 
Attention 

L1 DIV2k 28.90 

IPT [21] CVPR 2021 Sub-Pixel Transformers L1 ImageNet 29.01 

SwinIR [22] ICCV 2021 Sub-Pixel Transformers L1 DIV2k 28.94 

DiffIR [23] ICCV 2023 Sub-Pixel Transformers L1 DIV2k 29.13 
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B. Methodology 

The research direction presented in this paper 
focuses on developing a network capable of 
performing image denoising and super-resolution, 
referred to as the Enhanced Denoising 
Convolutional Neural Network (ED-CNN). This 
network utilizes the Residual Learning approach of 
convolutional networks and introduces a pretrained 
weights methodology. Rather than learning end-to-
end mapping, the network is trained to generate a 
new image. This new image represents the 
difference between the input image and the original 
(template) image. The aim of this system is to 
eliminate noise from the image and subsequently 
enhance the image resolution (super-resolution). 

 

Fig. 2. Base Deep Learning Method 

1) Skip connection 

Degradation problem: in theory, deep 
networks can learn complex functions and are 
more effective than shallow networks. However, 
in practice, the performance of the network 
degrades as more layers are added. Although part 
of this problem could be attributed to the vanishing 
gradient phenomenon, the authors of ResNet have 
addressed this by initializing weights and 
employing BatchNormalization to ensure a 
healthy gradient flow. Despite these measures, 
performance still decreases [1]. 

Skip connection: the output of one layer is 
skipped over several subsequent layers and 
reintegrated as input to another layer, which is 
positioned further along, beyond multiple 
intermediate layers. 

Skip connections can vary depending on the 
architecture in which they are implemented. The 
ResNet architecture utilizes skip connections to 
address the degradation problem, while the 
DenseNet architecture also incorporates this 
feature but arranges the connections in a distinct 
manner to improve information and gradient flow 
throughout the network. 

Neural networks are capable of learning 
complex, high-dimensional functions, provided 
that these functions are non-convex. 

 Visualizations of the loss surface indicate that 
skip connections facilitate smoother learning and 
faster convergence. 

 

Fig. 3.  Complex Loss Surface 

2) Alternatives to increate feature resolution 

During the super-resolution process, the 
image should be upsampled at some point in 
the network. There are different strategies 
regarding both when and how this is done. 
Depending on the combination chosen, the 
performance will vary accordingly. 

  
Fig. 4a. Interpolation-based 
upsampling methods. The 
grey board denotes the 
coordinates of pixel, and the 
blue, yellow and green points 
represent the initial, 
intermediate and output 
pixels respectively. 

Fig. 4b. Transposed 
convolution or 
deconvolution layer. The 
blue boxes denote the 
input, and the green boxes 
indicate the kernel and the 
convolution output. 

  

Fig. 4c. Pixel Shuffle layer. 
The blue boxes denote the 
input and the boxes with other 
colours indicate different 
convolution operations and 
different output feature maps. 

Fig. 4d. Unpooling layer. 
Simply replacing each 
entry of a feature map by 
an s x s block with the 
entry value in the top left 
corner and zeroing 
elsewhere and making use 
of max-pooling indices 
computed in the max-
pooling layers of the 
convolutional sub-
network. 

Fig. 4. Representations of some of the 
upsampling methods [3]. 

 Interpolation: this is a commonly employed 
technique for enlarging images by 
calculating the values of new pixels based on 
the neighboring pixels. Popular interpolation 
methods include nearest neighbor 
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interpolation, bilinear interpolation, and 
bicubic interpolation. Each method has its 
own advantages and disadvantages in 
preserving image quality during resizing. 

 Reshape: this method alters the shape of a data 
array without modifying the data within it. In 
image processing, this can involve changing 
how pixels are arranged in memory, thereby 
altering the size of the image. However, it is 
not the primary method for enhancing image 
resolution but is commonly used in adjusting 
the data structure. 

 Pixel shuffle: a technique used in deep learning 
models, particularly in tasks involving super-
resolution. It restructures the channels of feature 
maps into pixel positions in the image space, 
commonly employed to increase resolution 
without losing information. This method 
effectively enhances image quality by 
redistributing the feature data across the spatial 
dimensions of the image. 

 Convolution Transpose: this is a type of 
transposed convolutional layer, used in 
neural networks to increase the size of 
feature maps. It operates by inserting spaces 
between pixels, and then applying 
convolution to fill these gaps, effectively 
increasing the resolution of the output [24]. 

 Unpooling: during the pooling process, 
positional information about pixels is 
discarded to reduce the size of the feature 
map. Unpooling is the reverse process, 
where positional information is restored and 
the size of the feature map is increased. This 
is an important component in some neural 
network architectures to enhance the detail 
of images or feature maps during the 
upsampling process. 

Through implementation and experimentation 
on The Oxford-IIIT Pet dataset 
(https://www.robots.ox.ac.uk/~vgg/data/pets/), 
which includes 37 categories of pets with 
approximately 200 images per class, characterized 
by large variations in scale, pose, and lighting, and 
all images having associated ground truth 
annotations of breed, head ROI, and pixel-level 
trimap segmentation, we observed that the bilinear 
interpolation method was most effective in reducing 
noise or improving image quality. This conclusion 
is based on the loss data presented in Table 2. 

Table. 2. Comparison of some of the upsampling methods 

Upsampling Epoch Loss 
function 

Model 
name 

Train loss Test loss Test 
image 

Interpolation 
(bilinear) 

30 Cross 
Entropy 
Loss() 

EDCNN 0.1522 0.4025 80 

Reshape 30 Cross 
Entropy 
Loss() 

EDCNN 0.2455 0.6648 80 

PixelShuffle 30 Cross 
Entropy 
Loss() 

EDCNN 0.1154 0.4561 80 

Unpooling 30 Cross 
Entropy 
Loss() 

EDCNN 0.0991 0.5466 80 

Convolution 
Transpose 

30 Cross 
Entropy 
Loss() 

EDCNN 0.1296 0.4788 80 

3) The proposed network architecture and the 
pretrained weights method. 

The proposed EDCNN model is a 23-layer 
deep convolutional neural network consisting of 2 
layers processing the input image, 4 Encoder 
blocks (each with 2 layers), 4 Decoder blocks 
(each with 3 layers), and 1 layer processing the 
output image. The activation function used is 
Tanh, and the loss function employed is Mean 
Squared Error (MSE). The kernel matrix size is 
3x3, uniform across all 23 convolutional layers. 
The first convolutional layer receives 3 feature 
maps corresponding to the RGB channels of the 
image, while layers 2 through 22 each receive 64 
feature maps. The final output of the network has 
3 channels. All weights are initialized from a 
standard random distribution. With such 
architecture, the total number of parameters in the 
proposed network is 28,985,088. During the 
training phase, the network input is a 256x256 
two-dimensional interpolated image, and the 
target output is a new 256x256 image. The 
network is capable of operating with any input 
image size, utilizing the weights it has learned 
during training. The number of trainable 
parameters for the convolutional layers does not 
depend on the input size. 

From the analyses presented, the paper proposes 
a network architecture comprising Fblock units for 
preprocessing and information extraction, Eblock 
units for denoising and image quality enhancement, 
and Dblock units for output restoration. This 
structured approach allows for sequential 
improvements in image processing, culminating in 
enhanced and restored final outputs. 
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Fig. 5. The proposed network architecture 

The method of pretrained weights, also known 
as the use of pre-trained model parameters, 
involves utilizing model parameters that have 
already been trained on a robust dataset. This 
approach enhances the learning speed and 
performance of the model on a new dataset, 
particularly when the available data for a specific 
task is noisy, incomplete, or less informative 
compared to the original dataset. 

4) Pixel Loss 

The objective of the loss function is to measure 
the difference between two images on a pixel-by-
pixel basis to allow the images to converge as 
closely as possible. By definition, pixel loss is 
highly correlated with Peak Signal-to-Noise Ratio 
(PSNR), which has led to its rapid adoption as the 
most favored loss function [25, 26]. 

L1൫Iୗୖ, I୷൯ =
ଵ

୦୵ୡ
∑ หIୗୖ

୧,୨,୩
−  I୷

୧,୨,୩
ห୧,୨,୩  (1) 

L୑ୗ୉൫Iୗୖ, I୷൯ =
ଵ

୦୵ୡ
∑ ൫Iୗୖ

୧,୨,୩
−  I୷

୧,୨,୩
൯

ଶ

୧,୨,୩  (2) 

Wherein: 

h: height of the image 

w: width of the image 

c: channel of the image 

I୷ ∈ ℝ୦×୵: ground-truth high-resolution image 

Iୗୖ: super-resolution image 

5) Evaluation Metrics 

Peak Signal-to-Noise Ratio (PSNR) is one of 
the most popular metrics not only for image super-
resolution but also for lossy compression, image 
inpainting, or image denoising. Therefore, it is 
often used as the main performance measurement 
for most benchmarks. This measurement provides 
an objective assessment of the reconstruction error 
at the pixel level. 

MSE =
ଵ

ୌ୛
∑ ∑ ቀI୷(i, j) − Iୗୖ(i, j)ቁ୛ିଵ

୨ୀ଴
ୌିଵ
୧ୀ଴  (3) 

PSNR = 10. logଵ଴ ቀ
୑୅ଡ଼మ

୑ୗ୉
ቁ (4) 

H: height of the image 

W: width of the image 

MAX: the maximum possible pixel of the image 

I୷ϵℝୌ×୛: ground-truth image 

Iୗୖ ∈ ℝୌ×୛: reconstructed image 

6) Noise Reduction and Image Quality 
Enhancement Unit 

The Noise Reduction and Image Quality 
Enhancement Unit is a 3x3 kernel. The dimensions 
of the feature maps for layer i are represented as 
Di (i=1…,6). The relationship between the 
convolutional layers can be expressed as follows: 

D3 - D1 = D1 - D2 = d (5) 

In this context, d denotes the discrepancy 
between the first and second tiers, or between the 
first and third tiers. 

Similarly, the dimensions of the channels in the 
submodule also exhibit this relationship and can be 
described as follows: 

D6 – D4 = D4 – D5 = d (6) 

Assuming the input to this module is lk−1, the 
output of the module is represented as: 

Pl
k = Ca(lk-1) (7) 

Wherein, lk−1 denotes the output from the 
preceding block and serves as the input to the 
current block, and Ca represents the operation of 
sequential convolution. 

The feature map matrices with dimensions D3/S 
and the inputs to the first convolutional layer are 
concatenated within the channel framework: 

Rk = C(S(Pl
k, 

ଵ

௦
), Ik-1) (8) 

C and S represent the operations of 
concatenation and splitting, respectively. 
Specifically, the dimension of Pl

k is D3. Therefore, 

S(Pl
k, 

ଵ

ௌ
) indicates that features of dimension 

஽య

ௌ
 are 

retrieved from Pl
k. Additionally, S(Pl

k, 
ଵ

ௌ
) 

concatenates these features with Bk-1 within the 
channel framework. The goal is to integrate previous 
information with some current information. We use 
the remainder of the local short path information as 
the input for the kernel, primarily extracting further 
long-range feature mappings: 
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P2
k = Cb(S(Pl

k, 1- 
ଵ

ௌ
)) (9) 

Here, P2
k, Cb correspond to the convolution 

operations of the output and the concatenation of 
the kernel. Therefore, the enhancement unit can be 
presented as follows: 

Pk=P2
k + Rk = Cb(S(Ca(lk-1), 1- 

ଵ

ௌ
)) (10) 

+ C(S(Ca(lk-1), 
ଵ

ௌ
), lk-1) 

Where: Pk is the output of the enhancement unit. 

7) Normalized using Batch Normalization 

Batch normalization is applied to each 
individual layer (or potentially to all layers) and 
operates as follows: during each training iteration, 
at each layer, the activation values are first 
computed as usual. Then, the activation values for 
each node are normalized by subtracting the mean 
and dividing by the standard deviation. Both of 
these quantities are estimated based on the 
statistics of the current minibatch [27]. 

The output feature map is defined as: 

Yijkt = Wk
௑೔ೕೖ೟ି ఓೖ

ටఙೖ
మା ఢ

 + bk (11) 

𝜇௞ =  
ଵ

ுௐ்
∑ ∑ ∑ 𝑋௜௝௞௧

்
௧ୀଵ

ௐ
௝ୀଵ

ு
௜ୀଵ  (12) 

𝜎௞
ଶ =  

ଵ

ுௐ்
∑ ∑ ∑ ൫𝑋௜௝௞௧ −  𝜇௞൯

ଶ்
௧ୀଵ

ௐ
௝ୀଵ

ு
௜ୀଵ  (13) 

Wherein, the input and output arrays are 
considered as 4D tensors to work with a series of 
feature maps. The tensors w and b define the 
multiplicative and additive constants, respectively. 
T is the batch size for batch normalization and: 

𝑋, 𝑌 ∈  ℛு×ௐ×௄×் , 𝑊 ∈  ℛ௄ , 𝑏 ∈ ℛ௄ (14) 

III. EXPERIMENTATION AND EVALUATION 
OF RESULTS 

A. Experimentation 

The implementation of image super-
resolution, denoising, and restoration was carried 
out using a proposed neural network on a dataset 
of car and motorcycle images with 3 RGB color 
channels, each sized 3x256x256. The dataset 
included 685 training images and 170 test images 
(link: !gdown –id 12GAWD18EqI0FMDwVQ5MlLNpoLoAb0NDA). 
The process involved the following steps: 

Step 1: create low-resolution images from 
high-resolution reference images, add noise, and 
construct a function to randomly erase content on 
the images. 

Step 2: perform super-resolution, denoise, and 
restore the images using bilinear interpolation on 
the input images. 

Step 3: execute super-resolution, denoising, 
and restoration on the input images using the 
proposed neural network. 

Step 4: visually evaluate the high-resolution 
images restored by the neural network model and 
compare the results using pretrained weights, 
which are expected to yield better outcomes than 
existing methods. 

Step 5: assess the quality of the restored 
images by quantifying the similarity to the high-
resolution reference images through metrics such 
as Train PSNR, Train loss, Valid PSNR, Valid 
loss, and Test PSNR. 

Finally, compare the execution time performance 
between the methods to gauge efficiency. 

B. Evaluating the Results 

The input for the proposed network during the 
training phase consists of images with dimensions 
3x256x256. The author employed the iterative 
optimization algorithm, Gradient Descent, with a 
learning rate of 0.001, and selected a total of 100 
epochs for the training process. 

1) Visual evaluation 

The results of the visual evaluation using the 
proposed method are presented in Figures 6. 

 It can be observed that the outcomes based on 
the proposed neural network model and the 
method using pretrained weights exhibit the 
highest image quality. The restored images with 
the proposed method nearly fully recover all 
features and content, with enhanced visibility of 
details that were previously noisy or lacked 
information. Furthermore, data visualization using 
the Peak Signal-to-Noise Ratio (PSNR) index 
shows that higher PSNR values indicate better 
image enhancement results.
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EDCNN noskipconnect (scale x4) 

  
EDCNN + skipconnect (scale x4) 

  
EDCNN noskipconnect 

  
EDCNN + skipconnect 

  
EDCNN + skipconnect + pretrained weights 

Fig. 6. Visualization through Images and Data visualization 

2) Evaluating image quality metrics 

When analyzing the performance of the 
EDCNN model in various configurations as listed 
in Table 3, the use of pretrained weights particularly 
stands out due to the significant benefits it offers. 
Specifically, the "EDCNN + skipconnect + 

pretrained weights" configuration demonstrates 
superior improvement over other setups, both in 
terms of performance and efficiency. 

In the context of practical applications, where 
high-resolution image enhancement requires 
precision and quick response times, using 
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pretrained weights not only improves image 
quality but also ensures that the model can be 
deployed effectively. The combination of skip 
connection and pretrained weights creates an 
exceptional model capable of handling the 
challenges of image resolution in situations 
requiring complex computations. This not only 
showcases the model's capabilities in a controlled 
experimental environment but also in practical 
applications, where detail recovery and noise 
reduction are crucial.
Table. 3. Image quality assessment metrics by method 

Model name Scale Inference 
time 

Train 
psnr 

Train 
loss 

Valid 
psnr 

Valid 
loss 

Test 
psnr 

epoch 

EDCNN 
noskipconnect 

x4 41.08s 21.335 0.107 20.686 0.114 21.1184 100 

EDCNN + 
skipconnect 

x4 40.26s 25.418 0.064 25.266 0.065 25.4475 100 

EDCNN 
noskipconnect 

 49.34s 21.608 0.102 21.156 0.107 21.4306 100 

EDCNN + 
skipconnect 

 27.51s 30.360 0.030 30.849 0.029 31.1508 100 

EDCNN + 
skipconnect + 
pretrained 
weights 

 28.36s 31.215 0.027 29.493 0.025 31.6632 100 

IV. CONCLUSION 

Our recent research and testing have 
demonstrated that the network we propose 
significantly excels in denoising and enhancing 
the resolution of real-world images. This network, 
with its deep and elaborate structure, can 
understand and process various noise types 
directly from input images without prior noise 
information. This capability is attributed to the 
network's numerous convolutional layers, which 
enable it to detect and decode complex noises like 
Gaussian or Poisson. 

Simpler networks with fewer layers would not 
be able to efficiently accomplish this task due to a 
lack of necessary parameters to handle noise 
complexity. With its wide receptive field, our 
network not only removes noise but also 
accurately reconstructs image details. 

Moreover, the training and execution time of 
this solution is reasonably short, emphasizing its 
potential for broad application in the field of image 
processing. This opens up opportunities for our 
network to be used not only in experimental 
settings but also in real-world applications where 
image quality enhancement is critical. 
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