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Abstract

We show that packing axis-aligned unit squares into a simple polygon P is NP-hard, even
when P is an orthogonal and orthogonally convex polygon with half-integer coordinates. It
has been known since the early 80s that packing unit squares into a polygon with holes is NP-
hard [Fowler, Paterson, Tanimoto, Inf. Process. Lett., 1981], but the version without holes
was conjectured to be polynomial-time solvable more than two decades ago [Baur and Fekete,
Algorithmica, 2001].

Our reduction relies on a new way of reducing from Planar-3SAT. Interestingly, our ge-
ometric realization of a planar formula is non-planar. Vertices become rows and edges become
columns, with crossings being allowed. The planarity ensures that all endpoints of rows and
columns are incident to the outer face of the resulting drawing. We can then construct a polygon
following the outer face that realizes all the logic of the formula geometrically, without the need
of any holes.

This new reduction technique proves to be general enough to also show hardness of two
natural covering and partitioning problems, even when the input polygon is simple. We say
that a polygon Q is small if Q is contained in a unit square. We prove that it is NP-hard to
find a minimum number of small polygons whose union is P (covering) and to find a minimum
number of pairwise interior-disjoint small polygons whose union is P (partitioning), when P is an
orthogonal simple polygon with half-integer coordinates. This is the first partitioning problem
known to be NP-hard for polygons without holes, with the usual objective of minimizing the
number of pieces.
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1 Introduction

Packing is a large field in computational geometry, operations research and pure mathematics
concerned with arranging certain geometric shapes without overlap in a space efficient way. The
importance of the area is emphasized by numerous industrial settings where packing problems
appear, such as in shipping, manufacturing, VLSI design and clothing production.

One of the simplest packing problems is to decide if k axis-aligned unit squares can be placed in
a given polygon P without overlap. In this paper, we shall be mainly concerned with the equivalent
problem 2× 2-Square-Packing: Given a polygon P and an integer k, decide if P has room for k
axis-aligned squares of size 2× 2. Focusing on 2× 2 squares makes it more convenient to state our
results and explain our constructions.

It has been known for more than four decades that 2 × 2-Square-Packing is NP-hard if P
can have holes. This was shown in 1981 independently by Fowler, Paterson and Tanimoto [31]
and by Berman, Leighton and Snyder [16], later expanded in the paper [15]. The reduction in [15,
16] made use of the at the time recent discovery that Planar-3SAT is NP-hard [42], and the
authors thus didn’t have to develop a “crossing gadget”. The reduction in [31] reduced directly
from 3SAT, using crossing gadgets. The reductions are otherwise quite similar in how they get
from a 3SAT instance Φ to a polygon: The edges of Φ are turned into corridors that can be packed
in two optimal ways, corresponding to the values of a binary variable. Each clause is realized as
a carefully designed “room”, where one more square can fit if the packing in one of the connected
corridors corresponds to a value that makes the clause satisfied.

These works constitute the first published NP-hardness proofs of problems where the input
is a polygon that we are aware of.1 The technique of “building a polygon” on top of (some
version of) 3SAT has since been used to show hardness of a great variety of problems, for instance
the Art Gallery Problem and other covering problems [47], as well as problems concerned with
triangulations [27, 44, 45], partitions [29, 43], tool paths for milling [9, 10], Voronoi games [28],
facility location [30], separation of point sets [22], and motion planning [40]. However, the method
has the downside that it necessarily leads to a polygon with holes, since each bounded face of the
plane embedding of Φ will lead to a hole in the resulting polygon.

While the complexity of 2× 2-Square-Packing for polygons with holes was settled early, the
complexity remained unknown in the case of simple polygons, i.e., polygons without holes. This is
Problem 56 in The Open Problems Project [24]. Baur and Fekete [12] conjectured in 2001 that for
any fixed integer s > 1, there is a polynomial-time algorithm to pack a maximum number of s× s
squares in a simple grid polygon, i.e., an orthogonal polygon with vertices at integer coordinates.
There have apparently also been some other attempts to resolve the problem, leading to algorithms
for special cases and other results [25, 38, 50]. Our main result is that an even more restricted
version of the problem is NP-hard. A polygon P is orthogonally convex if, for any vertical or
horizontal line ℓ, the intersection P ∩ ℓ is connected. Note that an orthogonally convex polygon is
necessarily simple.

Theorem 1. The problem 2× 2-Square-Packing is NP-hard, even for orthogonally convex grid
polygons.

1The only preceding work with a result of this type seems to be a manuscript by Masek cited by Garey and
Johnson [32, p. 232], proving NP-hardness of the problem of describing an orthogonal polygon as a union of a
minimum number of rectangles. The manuscript was never published and is now apparently lost.
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Allen and Iacono [8] mentioned that this special case of 2×2-Square-Packing was the simplest
packing problem with unknown complexity, and that the problem was “most likely in P.”

Like the known reductions for polygons with holes, we also reduce from Planar-3SAT. In-
terestingly, our geometric realization of a planar formula is non-planar, where binary values are
represented by configurations of horizontal rows and vertical columns of squares, and these often
intersect each other in the interior of the polygon. The crucial observation is that movement in one
direction does not influence movement in the other direction, so binary values can be “transported”
independently in both directions through a crossing.

The technique proves to be general enough to also show hardness of some other problems. We
say that a polygon Q is small if Q is contained in an axis-aligned 2 × 2 square. We show that it
is NP-hard to find optimal covers and partitions of a simple polygon using small polygons. In the
problem Small-Cover, we are given as input a polygon P and an integer k and want to decide
if there exists k small polygons whose union is P . The problem Small-Partitioning is similar,
but where we require the k small polygons to be pairwise interior-disjoint. We show that both of
these problems are NP-hard, even when P is simple.

Theorem 2. The problem Small-Cover is NP-hard, even for simple grid polygons.

Theorem 3. The problem Small-Partitioning is NP-hard, even for simple grid polygons.

There have been many prior examples of covering problems that are intractable for simple
polygons, and some are even ∃R-hard like the Art Gallery Problem [3] and covering with convex
polygons [2]. It is more remarkable that Theorem 3 gives the first example of a partitioning problem
that is hard already for simple polygons (with the usual objective of minimizing the number of
pieces). For other partitioning problems, like partitioning into convex [19] or star-shaped pieces [4]
or trapezoids [11], there are known polynomial-time algorithms. Partitioning problems usually
become hard in the presence of holes, which is also the case for the here mentioned problems [11,
46] (a notable exception is partitioning into rectangles, which can be done optimally in polynomial
time even for polygons with holes [35]). Like packing, polygon decomposition forms a large subfield
in computational geometry, with several books and survey papers that give an overview of the state-
of-the-art at the time of publication [18, 20, 36, 37, 46, 48, 51]. Abrahamsen and Rasmussen [6]
recently described an 13-approximation algorithm for finding a partition of a simple polygon into a
minimum number of small pieces. The problem is motivated by various settings in manufacturing
and shipping.

1.1 Other related work on packing

Several other packing problems have been shown to be NP-hard. Here we mention the problem
of packing axis-aligned squares of varying sizes into a square [41], packing segments into a simple
polygon [39], packing disks into a square [23] and packing 1 × 3-rectangles (that can be rotated)
into an orthogonal polygon with holes [13].

Allen and Iacono [8] showed that it is NP-hard to pack identical simple (small) polygons Q into
a simple (larger) polygon P . Here, both Q and P are specified as part of the input. We show that
this problem is hard even when Q is the 2× 2 square and P is orthogonally convex.

Some packing problems are even known to be ∃R-complete, and thus likely not in NP. Abra-
hamsen, Miltzow and Seiferth [5] showed that when the pieces can be rotated, the problem of
packing convex polygons into a square is ∃R-complete. When the pieces can only be translated,
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the problem is ∃R-complete if arcs from hyperbolae can appear on the boundaries of the pieces or
the container.

On the positive side, Hochbaum and Maass [34] gave a PTAS for 2×2-Square-Packing in grid
polygons with holes. Faster schemes have since then been described by Agarwal, van Kreveld and
Suri [7] and Chan [17]. El-Khechen [38] and van Renssen and Speckmann [50] described families of
simple grid polygons where 2 × 2-Square-Packing can be solved optimally in polynomial time.
El-Khechen, Dulieu, Iacono and van Omme [25] showed that 2 × 2-Square-Packing into grid
polygons with holes is in NP. This is not immediately clear since, if P is given in the standard
representation as the coordinates of the vertices in binary, then the number of squares that fit in
P can be exponential in n (the number of vertices), so specifying the placements of the squares is
not a valid certificate.

Aamand, Abrahamsen, Ahle and Rasmussen [1] proved that packing dominoes, i.e., rectangles
of size 1×2 that can be rotated, into a given grid polygon P with holes is polynomial-time solvable.
Already when we go to 2× 2-squares or 1× 3-rectangles, the problem becomes NP-hard, and as we
show in this paper for 2× 2 squares, this is even the case for simple grid polygons.

1.2 Technical overview

We present two constructions for packing. The first construction shows that 2×2-Square-Packing
is NP-hard for simple grid polygons. The second construction shows that this remains true if the
polygon is restricted to be orthogonally convex. The second result is strictly stronger than the
first, but the proof is much more complicated, so we believe it is justified to give the constructions
separately.

Our constructions are made possible by two key ideas. The first idea is a way to constrain what
a packing can look like locally, even in parts of the polygon that are far from the boundary. We
show that we can define a certain set of 1 × 1 squares called reference centers in the polygon in
such a way that any 2× 2 square in the polygon with integer coordinates must contain a reference
center. A packing is perfect if there are as many squares as there are reference centers. It is then
straightforward to verify how the individual parts of our construction can be packed, since for each
reference center, there are just four relevant 2 × 2 squares to consider, namely one containing the
reference center in each of the quadrants.

The second idea is a new way of drawing a planar graph where the vertices become rows and
the edges become columns. We reduce from Planar-3SAT, and our drawing provides a schematic
for our construction. Rows and columns are allowed to cross in these schematics, but the planarity
of the graph ensures that the endpoints of all rows and columns are incident to the outer face of
the drawing. This makes it possible to construct a simple polygon, following the boundary of the
outer face, that “implements” the functionality of the rows and columns.

Variables are represented by neighbouring rows of squares that can be packed in essentially only
two different ways, corresponding to the truth values of a variable. Dependency between variables
is created with so-called PUSH gadgets, where a column of push squares will be pushed up or down
depending on the value of a variable. A crucial observation is that a column of push squares can
cross any number of other variable rows without interacting with them. Only the variable where
the column ends will be affected by the push squares.

Our first construction, described in Section 2, shows that 2 × 2-Square-Packing is NP-hard
for simple grid polygons. The construction is not so involved and quite straightforward to verify.
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In Section 3, we study the problems Small-Cover and Small-Partitioning. A construction
very similar to the one for packing proves that Small-Cover is NP-hard, establishing Theorem 2.
A main difference is that in packing, information propagate by squares pushing each other, because
they are not allowed to overlap, while in covering, the squares are pulling each other, because
they must cover everything. We also show that in a satisfiable instance, an optimal covering has a
nice property that allows it to be converted into a partition of the same cardinality, hence proving
Theorem 3.

In Section 4, we then turn our attention to packing 2×2 squares in an orthogonally convex grid
polygon. This is a strictly stronger result than the one from Section 2, that requires a different, much
more complicated construction. We develop the problem Clover-3SAT, which is a modification
of Planar-3SAT under which our schematics have an orthogonally convex shape. This builds on
work by Pilz [49], who showed that a related problem called Variable-Clause-Linked-Planar-
3SAT is NP-hard.

The variable and clause components are built out of a large number of criss-crossing rows and
columns. Since it is harder to isolate the different pieces, the dependencies between different parts
of the construction are much more complicated. We need a long technical verification to ensure
that the packings behave as we intend.

2 Packing in simple polygons

2.1 Schematics of the construction

We reduce from Monotone-Planar-3SAT, as introduced by de Berg and Khosravi [14]. An
instance of 3SAT is monotone if in each clause, all literals are positive or all literals are negative.
An instance Φ = (F,G) of Monotone-Planar-3SAT consists of a monotone instance F of 3SAT
with variables x1, . . . , xk and clauses c1, . . . , cℓ and a plane graph G where

• the vertices of G are {x1, . . . , xk, c1, . . . , cℓ},

• the edges of G are {xicj | xi ∈ cj ∨ ¬xi ∈ cj} ∪ C, where C = {x1x2, . . . , xk−1xk, xkx1},

• the cycle C separates all positive clauses from all negative clauses.

The following lemma was proved in [14].

Lemma 4. Monotone-Planar-3SAT is NP-complete.

Let Φ be an instance of Monotone-Planar-3SAT with variables x1, . . . , xk. We now describe
schematically the overall construction of a grid polygon P , so that P has a packing with a certain
number of 2× 2 squares if and only if Φ is satisfiable. The first step is shown in Figure 1 (middle).
We make a horizontal segment for each variable x1, . . . , xk in this order bottom-up, where the
x-coordinates of the right endpoints are non-decreasing, as are those of the left endpoints. Further-
more, the right endpoint of x1 is to the right of the left endpoint of xk, so that all the segments
have a common horizontal overlap. These are the main variable rows.

The positive clauses are represented as rows above xk and the negative as rows below x1. In the
embedding of G, a clause can be nested inside another, defining a partial order on the clauses. For
instance, in Figure 1, c2 and c3 are nested inside c1. If a positive clause ci is nested inside cj , then
we draw the row of ci above that of cj in the schematics. If instead the clauses are negative, the
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c4 c5

Figure 1: The figure shows schematically how to convert an instance of Monotone-Planar-3SAT
into a polygon. Left: The instance of Monotone-Planar-3SAT that we start with. Middle: We
realize variables and clauses as rows. Right: We replace the clause rows with dark green auxiliary
variables connected to red OR gadgets. The boundary of our constructed polygon is sketched in
black.

row of ci is below that of cj . Each edge xicj is realized as a vertical segment connecting the rows
of xi and cj . All vertical segments to the positive clauses are placed to the right of all those to the
negative clauses. The left-to-right ordering of the edges to the positive clauses along the variables
x1, . . . , xk in G is preserved by the corresponding vertical segments, as well as the ordering of the
edges to the negative clauses. The row of a positive (resp. negative) clause cj starts at the top
(resp. bottom) endpoint of the vertical segment corresponding to the leftmost edge incident to cj
in G and ends at the top (resp. bottom) endpoint of the rightmost edge.

In the next step, as shown in Figure 1 (right), we replace each clause row by three auxiliary
variable rows, one for each of the variables connected to the clause. In the right side of the auxiliary
rows, we connect them using vertical segments to an OR gadget, represented by a red horizontal
segment. As sketched in the figure, we construct a polygon whose boundary approximately follows
the outer face of the resulting arrangement, but the finer details will be given later.

The use of auxiliary variables is necessary to make sure the OR gadgets can be placed appro-
priately, so that they are not crossed by other columns and without the need of creating holes
in the final polygon. In order to not introduce any holes in our polygon, it is important that
every endpoint of a segment be incident to the outer face of the arrangement induced by the seg-
ments. Indeed, the endpoints correspond to some “functionality” that we need to realize using an
appropriate polygon boundary.

Lemma 5. There is a schematics as described, where the segments representing the OR gadgets are
not crossed by any edges, and all segment endpoints are incident to the outer face of the drawing.

Proof. We proceed by induction on the number of clauses. The claim is trivial with no clauses.
Consider a formula Φ with n clauses and suppose inductively that the claim holds for n−1 clauses.
Let c be a clause of maximum depth of nestedness in Φ and let Φ′ be Φ with c removed. By the
induction hypothesis, we can consider a schematics of Φ′ with the stated properties. Without loss
of generality, we consider the case where c is a positive clause, so in the schematics, c should be
realized with three auxiliary variable rows connected to an OR gadget, and the auxiliary variables
should be above the other OR gadgets. We can stretch the schematics of Φ′ horizontally to make
enough room for the columns connecting the main variable rows and the new auxiliary variable
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rows. These columns then appear consecutively along the main variable rows. We can then also
draw the auxiliary variable rows and the OR gadget. We thus avoid crossing through other OR
gadgets and we keep all segment endpoints incident to the outer face of the drawing.

Algebraically, we make use of the following equivalence when introducing auxiliary variables:

(xi ∨ xj ∨ xk) ⇐⇒(
∃yi, yj , yk : (yi =⇒ xi) ∧ (yj =⇒ xj) ∧ (yk =⇒ xk) ∧ (yi ∨ yj ∨ yk)

)
(1)

Here, xi, xj , xk are the original variables and yi, yj , yk are the auxiliary variables introduced for
that particular clause. For a negative clause, we use an analogous equivalence:

(¬xi ∨ ¬xj ∨ ¬xk) ⇐⇒(
∃yi, yj , yk : (¬yi =⇒ ¬xi) ∧ (¬yj =⇒ ¬xj) ∧ (¬yk =⇒ ¬xk) ∧ (¬yi ∨ ¬yj ∨ ¬yk)

)
(2)

2.2 Reference centers

By the following lemma, we can restrict our attention to packings where the squares have integer
coordinates. The lemma appears to be folklore, but is also proved in [12].

Lemma 6. If a grid polygon can be packed with k axis-aligned 2× 2 squares, then such a packing
can be chosen where the coordinates of the vertices of all the squares are integers.

Proof. Consider a packing with k squares that minimizes the sum over all squares of the sum of
both coordinates of the square center.

We are going to construct a grid polygon P based on the formula Φ. The unit squares of the
form [2k − 1, 2k]× [2ℓ− 1, 2ℓ] for k, ℓ ∈ Z that are contained in P are called the reference centers.

Lemma 7. In a packing of a grid polygon using 2×2 squares with integer coordinates, each square
covers exactly one reference center.

Proof. The statement follows by inspection of the four combinations of the parity of the coordinates
of a 2× 2 square with integer coordinates.

We get from Lemma 7 that there can be at most as many squares as reference centers in any
packing. We say that a packing is perfect if it has squares of integer coordinates and consists of
as many squares as there are reference centers. This means that for each reference center, there
are only 4 possible ways for a square in a perfect packing to cover the reference center, i.e., the
reference center must be in one of the four quadrants of the square. This makes it straightforward
to verify the individual parts of our construction, at least in principle.

A square in a perfect packing pushes up (resp. down, left, right) if the reference center is
contained in one of the lower (resp. upper, right, left) quadrants. For clarity, we will draw the
reference centers in our diagrams. We use a system of color coding that describes some of the
constraints on how that tile can move, as shown in Figure 2. Squares with pink reference centers
will always push down and left, while squares with red reference centers will always push up and
left. Squares with orange reference centers can move vertically but will always push left. Squares
with green reference centers can move horizontally but will always push down. Squares with dark
blue reference centers will always push up. Squares with light blue reference centers will have some
freedom in both horizontal and vertical directions.
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Figure 2: The color key.

2.3 Components and gadgets

We informally distinguish between gadgets and components in our constructions, where a gadget
is a few edges of the boundary creating some simple functionality, and a component is thought of
as a whole region of the polygon that can involve an arbitrary number of gadgets.

First, we describe a variable component in Section 2.4, which has two possible positions repre-
senting the values of a binary variable. The variable components are represented in these schematics
as green horizontal rows. The two positions of a variable component are plus and minus, corre-
sponding to the values true and false of a binary variable.

Next, we create PUSH gadgets in Sections 2.5 and 2.6. A PUSH gadget is a section of the
polygon boundary that interacts with a variable component. Each PUSH gadget pushes on a push
column, which is shown as an orange column in our schematics. We describe a PUSH-UP-IF-
MINUS and a PUSH-DOWN-IF-PLUS gadget. Consider a variable component x that is below
another y. We can make a PUSH-UP-IF-MINUS gadget on x and a PUSH-DOWN-IF-PLUS on y
and a connection between these using a push column. Since a push column cannot be pushed both
up and down at the same time, we have ensured that x is plus or y is minus, so we have made the
implication y =⇒ x.

Note that variable components only push on push columns via the presence of PUSH gadgets.
Without a PUSH gadget, a push column and a variable component will cross each other without
interacting.

The last gadget is an OR gadget, as described in Section 2.7. We represent this as a red row
in our schematics. An OR gadget interacts with the top of three push columns and always pushes
down on at least one of them. Unlike the variable components, a push column cannot pass through
an OR gadget; any push column that touches an OR gadget should terminate there. This is why
we have attached the OR gadget using auxiliary rows, as in Figure 1 (right).

2.4 The variable component

Consider a variable row x in the schematics. We make a corresponding variable component that
contains a pair of rows of squares. At the ends of the rows, the polygon boundary constrain the
rows to always be unaligned, as shown in Figure 3. In between the ends, there is a PUSH gadget for
each edge to the variable row x in the schematics. The PUSH gadgets are described in Section 2.6
below.

Lemma 8. In any perfect packing, one row of the variable component pushes right and the other
pushes left.

Proof. We first consider the two leftmost squares in the variable component and note that the
polygon boundary forces at least one of them to push to the right. Similarly, (at least) one of the
two rightmost squares must push to the left. So all the squares in one of the rows must push to
the left and all the squares in the other row must push to the right.

7



· · ·

· · ·

· · ·

· · ·

Figure 3: The ends of the variable component. The plus position is shown left and the minus is
shown right. Some squares in the middle may be pushed up.

x

y

x

y

Figure 4: Schematic of how to make a dependency between two variable components. When
crossing each variable component in between, the width of the pyramid grows by two squares. The
push column is shown in orange. Depending on the position of the bottom variable component x,
this column may be pushed up (left). Depending on the position of the top variable component y,
it may be pushed down (right). Since the column can’t be pushed both up and down, this creates
a constraint between x and y.

As we have seen, a perfect packing of the variable component has two possible positions, and
they correspond to the values of a binary variable. The transition from one position to the other
corresponds to all the squares rotating one step either clockwise or counterclockwise around the
cycle formed by the squares. We say that plus is the position where the squares are rotated in
the positive (i.e., counterclockwise) direction, and minus is the position where they rotated in the
negative direction.

2.5 Rows and alignment

We describe a way to make a dependency between two variable components x and y, where x is
below y, as shown schematically in Figure 4. This is done by an upside down pyramid of squares
that are raised by 1 unit. The squares are raised by a PUSH gadget of the lower variable x.
The pyramid should be able to cross variable rows of other variables in between x and y without
interacting with them.

One extra layer of squares on the left edge of the pyramid may move up or stay down depending
on the positions of x and y. The squares in this layer are called a push column or push squares.
This layer acts like a wire connecting the bottom and top edges of the polygon that bound the
variable components x and y, respectively. The gadgets described in Section 2.6 work by pushing
on the push squares. This structure is pyramid shaped because a stack of raised squares has to
increase in width every time it passes between a pair of rows with opposite horizontal alignments.

Recall that each variable component consists of one pair of neighbouring unaligned rows. We
want to control the width of the pyramid at the top, which means that the number of times it crosses
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Figure 5: A static row. Some squares may be pushed up, but all push left.

static

variable

static

Figure 6: A pyramid crossing a variable component. The size of the pyramid always grows by 2
squares, regardless of the position of the variable component.

a pair of unaligned rows should not depend of the positions of the individual variable components
crossed by the pyramid. To do this, we place each variable component between two static rows
such that, in either position of the variable component, one of the static rows is aligned with the
adjacent row in the variable component and the other is unaligned. Figure 5 shows a static row. In
each static row, the rightmost square is pushed to the left by an edge of the polygon, so the whole
row of squares are in a left position.

Figure 6 shows in detail how the width of a pyramid grows by two squares whenever it crosses
a variable component. This is expressed by the following lemma.

Lemma 9. Consider a perfect packing. If a block of consecutive squares in a static row below a
variable component pushes up, then the corresponding squares and their two horizontal neighbors in
the static row above the variable component must also push up. If a block of consecutive squares in
an upper static row pushes down, then the corresponding squares and their two horizontal neighbors
in the static row below must also push down.

Proof. We prove the first claim; the other one is analogous. A static row is always left-aligned with
respect to the reference centers. One of the rows of the variable component is right-aligned, which
causes one more square to the left of that row to rise, as compared to the row below. In the next
row (which is either the upper variable row or the static row above the variable), one more square
to the right is then also pushed up.

2.6 The PUSH gadgets

Consider a variable x that is part of a positive clause in Φ. We then have an auxiliary variable y
above x, and we need to make the implication y =⇒ x. We create an upside-down pyramid from
x to y that has a column of push squares on the left. This creates the constraint that both gadgets
cannot simultaneously push on the push column, i.e.,

x does not push up on its push square ∨ y does not push down on its push square.

It hence suffices to make gadgets ensuring

x pushes up on its push square ⇐⇒ x is minus, and

y pushes down on its push square ⇐⇒ y is plus

9



Figure 7: The PUSH-UP-IF-MINUS gadget. The gadget forces some number of squares in the
static row (top, red) to rise, and requires an additional push square to the left to rise if the variable
component (bottom two rows, green) is minus. The plus position is shown on the left and the
minus position is shown on the right.

Figure 8: The PUSH-DOWN-IF-PLUS gadget. The gadget allows some number of squares in the
static row (bottom, red) to rise, and allows the square to left of these to rise only if the variable
component (top two rows, green) is plus. Note that the top gadgets may need to be much wider
since the constraint pyramid could increase in width many times.

To this end, we make the two gadget PUSH-UP-IF-MINUS and PUSH-DOWN-IF-PLUS, re-
spectively. Figure 7 shows the PUSH-UP-IF-MINUS gadget, which simply consists of small indent
in the polygon wall that forces some squares to rise. Figure 8 shows the PUSH-DOWN-IF-PLUS
gadget, which consists of an outdent in the polygon wall allowing some squares to rise. The width of
this outdent is adjusted according to the width of the push pyramid, which, as stated by Lemma 9,
depends on the number of variable components it crosses. This also ensures that the pyramids
don’t collide in the interior of the polygon.

Suppose now that x is part of a negative clause. We then have an auxiliary variable y below x,
and need to realize the implication ¬y =⇒ ¬x, or equivalently x =⇒ y. We can thus realize this
implication using the gadget PUSH-DOWN-IF-PLUS on x and PUSH-UP-IF-MINUS on y.

Figure 9 shows an example of how to make a dependency using these two gadgets. Out of
the four possible combinations of positions of the top and bottom variable components, three are
allowed by the constraint. Two of these have one gadget pushing on the push column, while the
third has neither gadget pushing its push square.

In conclusion, we have described gadgets with the properties stated by the following lemma.

Lemma 10. In any perfect packing, the following holds. If a variable is minus, the push square of
any PUSH-UP-IF-MINUS gadget pushes up. If a variable is plus, the push square of any PUSH-
DOWN-IF-PLUS gadget pushes down. As a consequence, combining a PUSH-UP-IF-MINUS gadget
and a PUSH-DOWN-IF-PLUS gadget, we can realize the implications y =⇒ x and ¬y =⇒ ¬x,
i.e., ensure that the values of variables encoded by the packing satisfy the implications.

2.7 The OR gadgets

We create two types of OR gadgets, namely positive OR gadgets for the positive clauses and negative
for the negative clauses. Figure 10 shows the positive OR gadget. The OR gadget is connected to
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Figure 9: Example of a dependency using the PUSH-UP-IF-MINUS gadget on the bottom variable
and the PUSH-DOWN-IF-PLUS gadget on the top variable. Top left: The bottom and top variables
are both minus. Top right: The bottom and top variables are both plus. Bottom left: The bottom
variable is plus and the top is minus. Since no gadget pushes on the push square, this introduces
some slack so there are more than one perfect packing. Bottom right: The bottom variable is minus
and the top is plus, which causes an overlap at the black square.

three auxiliary variables that are below the gadget, using upside down pyramids of raised squares
with push columns, as shown in Figure 11. These pyramids are created by PUSH-UP-IF-MINUS
gadgets on the auxiliary variables. If all three push columns push up, then it is impossible to pack
the OR gadget. On the other hand, Figure 12 shows that it is possible to pack the OR gadget if
one or more of the columns is not pushed up. In this way we can think of the OR gadget as being
a gadget that pushes down on one of three input columns. Hence, one of the auxiliary variables
must be plus.

Figure 13 shows the negative OR gadget. Here we connect the auxiliary variables using PUSH-
DOWN-IF-PLUS gadgets, as shown in Figure 14. We use a slightly different variant of the PUSH-
DOWN-IF-PLUS gadget than what is shown in Figure 8: We shift the outdent one unit square to
the right, which causes the column of push squares to be on the right side of the pyramid instead of
the left. This allows for a slightly simpler OR gadget than if we were to use the usual push column
on the left side of the pyramids. By inspection, we obtain the following lemma.

Lemma 11. In a positive OR gadget, at least one of the connected auxiliary variables is plus. In
a negative OR gadget, at least one of the connected auxiliary variables is minus.
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Pyramid from yi Pyramid from yj Pyramid from yk

Figure 10: The positive OR gadget. In this figure, all the orange push columns are pushed up,
meaning that we can’t pack all the squares into the OR gadget. The labels yi, yj , yk refer to
Equation (1).

yi

yj

yk

Pyramid from yi

Pyramid from yj

Pyramid from yk

Figure 11: The figure shows how the auxiliary variable components are connected to the OR gadget
using pyramids. Here is shown the situation where all variables are minus, so there is no perfect
packing and the top left square sticks out.

Figure 12: Satisfying assignments of the OR gadget. As in Figure 10, we say that the push columns
represent values yi, yj , yk from left to right, respectively. The top two and the bottom left diagrams
show packings where the push squares of yi, yj , yk are down, respectively. To the bottom right is
shown the situation that all three are down, which creates some slack so that there are more perfect
packings.
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Pyramid to yi Pyramid to yj Pyramid to yk

Figure 13: The negative OR gadget. In this figure, all the orange push columns are pushed down,
meaning that we can’t pack all the squares into the OR gadget. The labels yi, yj , yk refer to
Equation (2).

yi

yj

yk

Figure 14: The figure shows how the variable components are connected to the negative OR gadget.
Here is shown the situation where all variables are plus, so there is no perfect packing, and the
bottom left square sticks out.

2.8 Verifying the construction

It is clear from our diagrams that a perfect packing exists when the instance is satisfiable, so
it remains to check that every perfect packing corresponds to a satisfying assignment of Φ, as
established by the following lemma.

Lemma 12. If there exists a perfect packing of P , then Φ is satisfied.

Proof. By Lemma 8, each variable component encodes a value of one of the variables xi of Φ or an
auxiliary yi used for an OR gadget. Consider a clause C(xi, xj , xk) of Φ. By Lemma 11, the packing
encodes values of the auxiliary variables yi, yj , yk that satisfy the corresponding clause C(yi, yj , yk).
It now follows from Lemma 10 that C(xi, xj , xk) is also satisfied. Hence, the full formula Φ is
likewise satisfied.

It is clear that our polygon can be constructed in polynomial time from the instance Φ. We
have thus proven the following theorem.

Theorem 13. The problem 2× 2-Square-Packing is NP-hard, even for simple grid polygons.
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3 Covering and partitioning

The proof of Theorem 2 is almost analogous to that of Theorem 13, but we need to modify the
gadgets and replace “push” by “pull” in many places.

Let us first show a connection between covering and partitioning. Recall that we define a
polygon Q to be small if Q is contained in an axis-aligned 2× 2 square.

Lemma 14. Suppose a polygon P is contained in the union of k axis-aligned 2× 2 squares in such
a way that the intersection of P with each square is a star-shaped polygon with the kernel containing
the center of the square. Then P can be partitioned into k small polygons.

Proof. Consider the L∞ distance Voronoi diagram for the set of centers of squares. For each square
S with center c and Voronoi region V , we use V ∩ P as a piece. We need to show that V ∩ P
is small, and it suffices to show that (i) V ∩ P ⊆ S and (ii) V ∩ P is connected. Part (i) follows
since the squares cover P , so every point in P is within a distance of 1 from the center of some
square. For part (ii), note that since V is a Voronoi cell, V is a star-shaped polygon with a kernel
containing c, and P ∩ S is also a star-shaped polygon with a kernel containing c by assumption.
Hence, V ∩ P = V ∩ (P ∩ S) is also a star-shaped polygon and therefore connected.

Note that axis-aligned unit squares could be replaced by circles, or indeed any symmetric convex
shape (as long as rotations are not allowed), and the same result can be obtained by changing the
metric used. The optimal coverings considered in the proof of Theorem 2 satisfy the conditions of
the lemma, implying Theorem 3.

Consider a polygon P and a set S of axis-aligned 2× 2 squares so that P ⊆
⋃
S. We say that

S is a square cover for P . In our construction, we adopt the use of reference centers, as described
in Section 2.2. Since the area of reference centers covered by one 2 × 2 square is exactly 1, we
know that |S| ≥ k, where k is the number of reference centers. We say that the cover S is perfect
if |S| = k.

We construct a polygon P based on a Monotone-Planar-3SAT instance Φ so that P has
a perfect square cover if and only if Φ is satisfiable. For our polygon P it holds that if a perfect
square cover S exists, then for each square S ∈ S, the polygon P ∩S is either S or three quadrants
of S, in particular P ∩ S is connected. Hence, Φ is satisfiable if and only if there are k small
polygons whose union is P , so Small-Cover is NP-hard. As the polygons P ∩ S have that form,
we also know by Lemma 14 that Φ is satisfiable if and only if there is a partition of P into k small
polygons. Hence, Small-Partitioning is also NP-hard. In the following, we therefore analyze
how a perfect square cover for P must look.

Analogous to Lemma 6, we have the following.

Lemma 15. If an orthogonal polygon with integer coordinates has a square cover of size k, then
such a square cover can be chosen where the coordinates of the vertices of all the squares are integers.

This again allows us to consider only four possible squares for each reference center, with the
reference center in each of the quadrants.

3.1 Components and gadgets

Due to the similarity with our construction for packing, we shall give a less detailed description of
the construction. Figure 15 shows the variable component, and we have the following analogue of
Lemma 8.
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Figure 15: Variable component for the covering problem.

Figure 16: The PULL-UP-IF-PLUS gadget. The gadget pulls up a pyramid of squares, and the
orange pull square is also pulled up in the plus position.

Lemma 16. In any perfect cover, one row of the variable component pulls left and the other pulls
right.

Proof. One row must pull left to cover the left end of the variable component, and the other must
pull right to cover the right end.

Figures 16 and 17 shows the PULL-UP-IF-PLUS and PULL-DOWN-IF-MINUS gadgets. In-
stead of a column of push squares, we now have a column of pull squares. Note that a PULL-UP-
IF-PLUS gadget on a variable y forces a pyramid of squares to pull up. Similarly as in packing,
we can make a matching PULL-DOWN-IF-MINUS gadget on a variable x below y, resulting in a
dependency between the variables. We have the following analogy of Lemma 10.

Lemma 17. In any perfect covering, the following holds. If a variable is plus, the pull square of any
PULL-UP-IF-PLUS gadget pulls up. If a variable is minus, the pull square of any PULL-DOWN-
IF-MINUS gadget is pulls down. As a consequence, combining a PULL-UP-IF-PLUS gadget and a
PULL-DOWN-IF-MINUS gadget, we can realize the implications y =⇒ x and ¬y =⇒ ¬x, i.e.,
ensure that the values of variables encoded by the packing satisfy the implications.

Figures 18 and 19 show the positive OR gadget, and Figures 20 and 21 show the negative. By
inspection, we get the following lemma, identical to Lemma 11.

Lemma 18. In a positive OR gadget, at least one of the connected auxiliary variables is plus. In
a negative OR gadget, at least one of the connected auxiliary variables is minus.

We conclude with the following analogue of Lemma 12 (which has an analogous proof).

Figure 17: The PULL-DOWN-IF-MINUS gadget. The gadget allows some number of squares to
pull up and requires the orange pull square to stay down in the minus position.
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Figure 18: The positive OR gadget. Top left: The situation where all the orange pull squares pull
down, and a unit square at the top is not covered. The other three: If one pull square goes up,
everything can be covered.

yi

yj

yk

Figure 19: Connecting the auxiliary variables to the positive OR gadget using PULL-DOWN-IF-
MINUS gadgets. We have made a slight adjustment to the PULL-DOWN-IF-MINUS gadgets as
compared to Figure 17 in order to have the pull squares in the right side of the pyramids.

Figure 20: The negative OR gadget. We show the situation where all the orange pull squares pull
up, and a unit square at the bottom is not covered. If one pull square goes down, everything can
be covered.
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yi

yj

yk

Figure 21: Connecting the auxiliary variables to the negative OR gadget using PULL-UP-IF-PLUS
gadgets.

Lemma 19. If there exists a perfect covering of P , then Φ is satisfied.

We have then shown Theorem 2. Note that if a perfect cover exists, then so does a perfect cover
where the intersection of P with any of the squares S is either S or three of the quadrants of S.
Hence, we get Theorem 3 from Lemma 14.

4 Packing in orthogonally convex polygons

Finally, we show that 2 × 2-Square-Packing for orthogonally convex grid polygons is also NP-
hard. This is a strictly stronger result than Theorem 13, but the proof is so much more difficult
that it seems better to give it separately. Recall that a polygon P is orthogonally convex if for any
horizontal or vertical line ℓ, the intersection P ∩ ℓ is connected.

4.1 Overview of the construction

The idea is again to convert the incidence graph of an instance of 3SAT into a schematic, which
then forms the structure of the polygon. The schematics that we use in Section 2.1 are usually
not going to have an orthogonally convex shape. We refine Planar-3SAT in such a way that the
schematics generated are orthogonally convex. We call this new problem Clover-3SAT. This is
described in Section 4.2.

In Section 4.5, we show that we can make variable components in the orthogonally convex
setting. The idea is to form parts of the “boundary” of the gadgets with squares in the packing
rather than with the actual polygon boundary. Unsurprisingly, this make the verification of the
variable components much more complicated. One key idea is that we can add redundancy to
the constraints that form the variable component, so that one variable component can be verified
without having already verified all the others.

Instead of having isolated OR gadgets, we use much more complicated clause components. The
clause components are described in Section 4.7. The clause components create a set of constraints

17



that are not obviously equivalent to the 3SAT instance. Verifying the clause gadgets requires a
detailed algebraic analysis, which is given in Section 4.8.

There will be two sections of border between the clause and variable components. These are
formed by static rows that we call the membrane rows. The clause and variable components are
each verified independently, with any interactions controlled by some simple properties of squares
in the membrane rows.

4.2 Clover-3SAT

The first step in our construction in Section 2 for simple polygons was to convert a planar graph
to a schematic that has a row for each variable and clause and a column for each edge, as shown
in Figure 1. In general, it isn’t possible to convert an instance of Planar-3SAT into a schematic
that is suitable for generating an orthogonally convex polygon. Instead, we will have to consider
a further restriction of Planar-3SAT. In this section, we define the problem Clover-3SAT,
show that it is NP-hard, and show that an instance can be converted into a schematic that has an
orthogonally convex shape.

An instance of Clover-3SAT consists of the following:
Input: An instance Φ of 3SAT containing variables x1, . . . , xn, two sets of clauses c1, . . . , cp and
d1, . . . , dq, and a planar embedding of the graph G that contains a vertex for each xi, ci or di and:

• An edge (xi, cj) whenever xi or ¬xi appears in cj , and similarly for the clauses dj .

• Edges (xi, xi+1) for i = 1, . . . , n − 1, (ci, ci+1) for i = 1, . . . , p − 1, and (di, di+1) for i =
1, . . . , q − 1.

• Edges (x1, c1), (c1, xn), (xn, d1), and (d1, x1).

Question: Is Φ satisfiable?
We say that an instance of Clover-3SAT is monotone if each clause ci is positive (i.e., it is of

form xj ∨ xk ∨ xℓ) and each clause di is negative (i.e., it is of form ¬xj ∨ ¬xk ∨ ¬vℓ). The problem
Monotone-Clover-3SAT is Clover-3SAT restricted to monotone instances.

Clover-3SAT is a restriction of (variable-linked) Planar-3SAT with an additional constraint
that it should also be possible to link some of the clauses as well. Figure 22 shows an example of
the “clover” graph that appears in this definition.

In 2018, Pilz [49] showed that Planar-3SAT remains hard if there is a cycle that passes through
all the clause vertices and then all of the variable vertices. This is called Variable-Clause-
Linked-Planar-3SAT. The reduction is from Planar-3SAT, but unlike either variable-linked
or clause-linked Planar-3SAT, the reduction requires modifying the original graph. By reducing
instead from Monotone-Planar-3SAT, Pilz also shows that this problem is hard when all the
edges inside the cycle represent positive literals and all the edges outside the cycle represent negative
literals.

Variable-Clause-Linked-Planar-3SAT is closely related to Clover-3SAT, and the proof
of hardness follows Pilz [49] closely. In particular, both proofs use something like what we call
Layered-Planar-3SAT as an intermediate step. An instance of Layered-Planar-3SAT con-
sists of:
Input: An instance Φ of 3SAT and a planar, integer-coordinate straight line embedding of the
incidence graph G where the variable vertices have even y coordinates, the clause vertices have odd
y coordinates, and each edge is between a pair of vertices whose y-coordinates differ by 1.
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x1 xn

c1

d1

Figure 22: A graph coming from an instance of Clover-3SAT. The 4 outer edges (x1, c1), (c1, xn),
(xn, d1), and (d1, x1) exist to prevent constraint edges from wrapping around to the other side of
the variables. When drawn like this, all the edges for c constraints hit the variable vertices from
above and all the edges for d constraints hit variable vertices from below.

Question: Is Φ satisfiable?
We call a problem instance monotone if clause vertices with y coordinates of the form 4k + 1

are positive and clause vertices with y coordinates of the form 4k − 1 are negative. The prob-
lem Layered-Planar-3SAT restricted to monotone instances is called Monotone-Layered-
Planar-3SAT.

Lemma 20. Monotone-Layered-Planar-3SAT is NP-hard.

Proof. Our proof closely follows Pilz [49]. We reduce from an instance Φ of Monotone-Planar-
3SAT.

We draw the incidence graph with integer-coordinate vertices, straight edges, and no crossings.
Since we have a cycle through the variable-vertices, we can draw this graph in such a way that
the variable-vertices all have y-coordinate 0, the clause vertices have odd y-coordinates, and the
positive clauses have positive y-coordinates while the negative clauses have negative y-coordinates.
The size of the coordinates needed is no more than polynomial in the size of Φ.

Next, we split each edge whenever it crosses a layer. The process of splitting edges will (tem-
porarily) cause some clauses to contain both negated and non-negated literals. In order to end up
with a monotone instance, the edge splitting process will preserve the following properties:

• Variable-vertices have even y-coordinates

• Clause-vertices have odd y-coordinates

• If a variable-vertex has y coordinate i ≡ 0 (mod 4) and is connected to a clause vertex with
y-coordinate k, then the sign of that variable in that clause is sign(k − i)

• If instead the variable vertex has coordinate i ≡ 2 (mod 4), then the sign of that variable in
that clause is sign(i− k)
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Figure 23: Splitting edges to form a layered planar graph. For our purposes, a 3SAT instance has
at most 3 vertices per clause.

This is satisfied by the initial configuration since the variable-vertices initially all have y-
coordinate 0. Whenever an edge spans a y-distance of more than 1, we can split this edge in
a way that preserves this property. Figure 23 shows the 4 cases that can occur depending on the
y-coordinate of the variable vertex and whether the clause vertex is above or below it. For example,
suppose a variable-vertex v has y-coordinate i ≡ 0 (mod 4) and is connected to a clause-vertex c
with y-coordinate k > i+ 1. We add a variable u with y-coordinate i+ 2 and a clause d = (v ∨ u)
with y coordinate i+ 1. Replace v in c with ¬u. The new clause d is equivalent to ¬u =⇒ v, so
the new 3SAT instance is equivalent, and we have reduced the the total number of times that an
edges crosses a layer by 2. The other cases are shown in Figure 23.

We repeat this process until all edges are between adjacent layers. If a clause has y-coordinates
of form 4k + 1 then variables from both adjacent layers must appear non-negated, and if a clause
has y-coordinates of form 4k − 1 then variables from both adjacent layers appear negated. So the
result is indeed a monotone instance.

These layered planar graphs appear in the proof by Pilz [49]. They are then wrapped up in
a spiral to obtain a graph with the variable-clause-linked property. To obtain a clover graph, we
wrap a layered planar graph in a spiral in a slightly different way.

Lemma 21. Monotone-Clover-3SAT is NP-hard.

Proof. We can add edges to a layered planar graph from an instance of Monotone-Layered-
Planar-3SAT to turn it into a clover graph, as shown in Figure 24 (left). This can be illustrated
more clearly by wrapping the layered planar graph graph around in a spiral, as shown in Figure 24
(right). One of the clause paths goes through all the positive clause vertices and the other goes
through the negative clause vertices, so this produces a monotone instance of Clover-3SAT.

The planar embedding of the clover graph does not appear directly in our construction. Instead,
we use the embedding to extract some combinatorial structure from the graph. The conversion
from a clover graph to a schematic for the orthogonally convex construction is shown in Figure 25.
Lemma 22 describes the properties that we will need.
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Figure 24: Left: If we order the vertices appropriately, then we can add the extra edges to convert
a layered-planar graph into a clover graph. The positive clauses are shown in red and the negative
clauses are shown in purple. Right: The same graph can be put into a form like that in Figure 22.
The layered planar graph is wrapped around the center in a spiral.

Figure 25: Converting a clover graph to a schematic. Note that the order of the clauses is reversed—
the innermost clauses in the graph become the outermost clauses in the schematic.
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Lemma 22. An instance of Clover-3SAT can be used to produce a schematic that is orthogonally
convex in the following sense: each y-coordinate represents a variable or clause row, with variable
rows in the middle and sets of clause rows above and below the variable rows. Each of the upper
clause rows covers a strictly smaller range of x-coordinates than the row below it, and each of the
lower clause rows covers a strictly smaller set of x-coordinates than the row above it. If a variable
row spans the x coordinates [a, b], then the one above it spans x-coordinates [c, d] with a < c < b < d.

If the instance is monotone, then the lower set of clause rows represent negative clauses and the
upper set of clause rows represent positive clauses. Furthermore, we have the following property:

Suppose there is a clause yi ∨ yj ∨ yk and the literal column for yi passes through the row for
another clause c, then the literal columns for yj and yk must also pass through the clause row for
c (here the yi are literals that could be of the form xj or ¬xj).

Proof. Start with an instance of Clover-3SAT with vertices representing variables x1, . . . , xn and
clauses c1, . . . , cp and d1, . . . , dq. The ith variable row from the bottom represents the variable xi.
The structure of the variable rows is straightforward, but we should check that it is possible to
arrange the clause rows appropriately.

In our schematic, the row for ci+1 is directly above the row for clause ci (and similarly di+1 has
a row below the row for di). We would like to show that it is possible to define, for a clause ci, an
interval Ii ⊆ {1, . . . , n} such that:

• Ii+1 ⊂ Ii

• If ci has variables xj , xk and xℓ, then j, k, ℓ ∈ Ii and each of j, k, ℓ is either not in Ii+1 or is
an endpoint of Ii+1

We show this by induction on i. First, we set I1 = {1, . . . , n}. We will also inductively define
regions Ri in the plane. Set R1 to be the region bounded by the path through the variable vertices
in G and the edges (x1, c1) and (c1, xn).

Let Ii = [a, b]. Say the variables in ci are xj , xk and xℓ with j ≤ k ≤ ℓ. The indices i, j and
k are in Ii by inductive assumption. In the graph G, ci is represented by a vertex that has three
“legs”. These legs and the link from ci−1 divide Ri into four subregions (if i = 1, then ci is already
on the boundary of Ri, so the 3 legs are enough to produce 4 regions). The clause ci+1 must be
in one of these regions, along with all the further clauses (see Figure 26). Each of these regions is
adjacent to a variable vertices with indices in one of the intervals:

[a, j], [j, k], [k, ℓ], [ℓ, b]

So define Ri+1 to be the region that contains ci+1 and define Ii+1 to be the corresponding
interval. The indices i, j, and k are all either outside of Ii+1 or an endpoint of it. Since the
edges corresponding to the literals in ci+1 can’t cross boundary of the region Ri+1, we see that Ii+1

contains the indices of all the variables that appear in ci+1.
These intervals can then be used to draw the clauses ci in our schematic. Since the intervals

are nested, this schematic is orthogonally convex. We can do the same thing for the di (only
upside-down).

In a monotone instance, the ci are positive and the di are negative, so all the upper clauses are
positive and all the lower clauses are negative.
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Figure 26: The region Ri is separated into 4 smaller regions, one of which is Ri+1.

For the last part, note that all the literal columns for clause ci pass through the row for clause
cj for each j < i and don’t intersect the row for clause ck when k is > i (similarly for the di). Also,
a literal column for a clause ci can never intersect the row for a clause dk (and visa-versa).

In analogy with the common definition of Monotone-Planar-3SAT, we have so far put the
positive clauses above the variables and the negative clauses below the variables. This is of course
arbitrary. There are several choices like this involved in our construction, and it seems to us that
it is not possible to simultaneously take the most natural choices for all of them. For this reason,
we will actually use rotated schematics where the negative clauses are above the variables and the
negative clauses are below.

4.3 Stacks, reference centers, and crossings

In the reduction of Section 2, the reference centers formed a regular grid. In the orthogonally
convex case, a few rows will have reference centers of form [2k, 2k + 1] × [2ℓ − 1, 2ℓ] instead of
[2k − 1, 2k]× [2ℓ− 1, 2ℓ]. The following lemma generalizes Lemma 7.

Lemma 23. Suppose that P is grid polygon, I ⊂ Z and let the reference centers be squares in P
of form [2k − 1, 2k]× [2ℓ− 1, 2ℓ] for ℓ ∈ I and [2k, 2k + 1]× [2ℓ− 1, 2ℓ] for ℓ /∈ I. Then any 2× 2
square in P that has integer coordinates contains exactly one reference center.

Proof. A 2× 2 square with integer coordinates has a span of y-coordinates that overlaps with one
row containing reference centers. As the square has width 2, it contains a single reference center
in that row.

The color scheme used in Section 2 is not so useful for the orthogonally convex gadgets. The
figures in this section will use a looser color-coding of the reference centers based on the function
that each square serves in the construction.

Next, we introduce the concept of a stack. This is a generalization of the pyramids from
Section 2.

A vertical stack is a maximal connected set of squares that share their vertical alignment. A
horizontal stack is a maximal connected set of squares sharing horizontal alignment. We say that
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Figure 27: A vertical stack crossing a horizontal stack. First: The horizontal stack maintains the
same width, while the vertical stack increases in width by 2 squares. Second: The vertical stack
maintains the same width while the horizontal stack grows by 2 squares. Third: Each stack grows
by 1 square. Fourth: A different way for each stack to grow by 1 square.

a vertical stack pushes up if all the squares in the stack push up, and pushes down otherwise.
Similarly, a horizontal stack pushes right if all the squares push right, and pushes left otherwise.

Most of our reference centers are of the form [2k − 1, 2k] × [2ℓ − 1, 2ℓ], so in general a vertical
stack always pushes either up or down and a horizontal stack pushes either right or left. However,
each variable component will require exactly one row where the reference centers are of the form
[2k, 2k + 1] × [2ℓ − 1, 2ℓ]. A horizontal stack containing these squares can’t be given a left/right
direction in general. We will avoid discussing horizontal stacks that contain these squares.

A static row is a row of squares where an edge of the polygon pushes the rightmost square to the
left or pushes the leftmost square to the right. All the static rows will have reference centers of the
form [2k−1, 2k]× [2ℓ−1, 2ℓ]. A left static row has squares that push left and a right static row has
squares that push right. If a pair of neighboring static rows have opposite horizontal alignments,
we call this a horizontal static shift.

In Section 2, we saw that a pyramid (i.e., a vertical stack) always grew when passing between
two unaligned rows. The following lemma makes a similar claim.

Lemma 24. Any vertical stack passing through a static shift grows in width by at least 1 square.

Proof. Without loss of generality, we consider a vertical stack that pushes up. If the stack has
width k in the row just below the static shift, then clearly, the stack pushes up k + 1 squares in
the row just above the static shift.

We also need to understand the situation where a vertical stack crosses a horizontal stack.
Figure 27 shows 4 different ways in which this can happen. As expressed by the following lemma,
such a crossing always makes the stacks grow in width by at least 2 squares in total.

Lemma 25. Consider a set of reference centers with upper right corners (2x, 2y) for x = 0, . . . , x0+
1 and y = 0, . . . , y0+1. Consider a packing of 2×2 squares where each of these reference centers is
covered by a square, and let ⟨x, y⟩ denote the square covering the reference center with upper right
corner (2x, 2y). Suppose that

• ⟨1, 0⟩, . . . , ⟨x0, 0⟩ push up, and

• ⟨0, 1⟩, . . . , ⟨0, y0⟩ push right.

Then it holds that

1. ⟨1, y0 + 1⟩, . . . , ⟨x0, y0 + 1⟩ push up,
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Figure 28: Two left figures: The square ⟨x0 +1, y0 +1⟩ pushes up or right. Two right figures: The
square ⟨0, 1⟩ pushes up or ⟨1, 0⟩ pushes right.

2. ⟨x0 + 1, 1⟩, . . . , ⟨x0 + 1, y0⟩ push right,

3. ⟨x0 + 1, y0 + 1⟩ pushes up or right, and

4. ⟨0, y0 + 1⟩ pushes up or ⟨x0 + 1, 0⟩ pushes right.

In conclusion, when a vertical stack crosses a horizontal stack in a region where the reference
centers all have the form [2k− 1, 2k]× [2ℓ− 1, 2ℓ], then the two stacks together grow in width by at
least 2 squares.

Proof. Statements 1 and 2 follow since the reference centers form a regular grid. Figure 28 (left)
shows that 3 follows. Figure 28 (right) shows that ⟨0, 1⟩ pushes up or ⟨1, 0⟩ pushes right. Then
statement 4 also follows.

The concept of a stack was inspired by the work by El-Khechen, Dulieu, Iacono and van Omme
[25] showing that these packing problems are in NP even when the coordinates of the polygon can
be exponentially large. The methods in [25] seem to suggest that there could be several other types
of crossings, but all of these would leave a reference center uncovered. These can be disregarded as
long as the reference tiling is a regular grid. We will have to be more careful for stacks that pass
through rows with differently-aligned reference centers.

4.4 Verification order and membrane rows

We are given a formula Φ of Monotone-Clover-3SAT and describe how to construct an equiv-
alent instance of 2 × 2-Square-Packing with an orthogonally convex polygon. This boils down
to describing variable and clause components. However, it won’t be possible to fully verify the
clause components until after the variable components are verified. Verifying the variable compo-
nents, on the other hand, requires determining a few details about packings of squares in the clause
components. The purpose of this section is to explain how the variable components interact with
the clause components, allowing us to isolate the verification of the variable component from the
verification of the clause component.

The variable components are separated from the clause components by two special static rows
that we call the membrane rows. There are two such rows, one above and one below the variable
components. These separate the variable components from the upper and lower clause components,
respectively. All the dependence of the variable components on the clause components is through
these rows—the variable components don’t (directly) depend on squares in the clause components.
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Figure 29: Logical dependence of the different parts of the construction.

Similarly, all the dependence of the clause components on the variable components is through these
rows. We say a square in one of the membrane rows pushes in if it pushes towards the variable
components—that is, it is in the upper membrane row and pushes down or is in the lower membrane
row and pushes up. A square in one of the membrane rows pushes out if it does the opposite—that
is, it pushes away from the variable components. We divide the squares in the membrane rows into
4 types depending on the role that they play in the construction. Each square in either of the two
membrane rows will be one of these types. The types are as follows:

• Variable membrane squares are squares that need to always push in order to verify the variable
components.

• Connecting membrane squares are squares that may or may not be allowed to push in de-
pending on the position of a variable component.

• Clause membrane squares are squares that need to push out in order to verify the clause
components.

• Spacing membrane squares are all the other squares on the membrane rows. We will describe
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Figure 30: Left: The variable membrane squares always push down. Right: Each block of variable
membrane squares has clause membrane squares on either side, creating a vertical static shift on
each side.

satisfying assignments that have these pushing out, but the verification doesn’t depend on
this; there could be some slack in these squares.

The variable membrane squares and connecting membrane squares are organized into blocks,
each containing some number of adjacent squares. The clause membrane squares are exactly the
squares directly adjacent to a block of variable membrane or connecting membrane squares.

We will verify the variable components first, then verify the clause components (see Figure 29).
In particular, we will only know that the clause membrane squares push out after verifying the
variable components. However, we can show that the variable membrane squares push in already.
Each block of variable membrane squares is part of a vertical stack created in a clause component
above or below the variable components. An edge of the polygon pushes a square in, which creates
the stack. By Lemma 24, the vertical stack grows each time it passes through a static shift. By the
time the stack reaches the membrane row, it has grown to the full width of the block of variable
membrane squares, and so all those squares push in. Figure 30 (left) shows a simplified example
of this. In order to be able to make this construction, we just need to make sure that each block
of variable membrane squares has a number of squares equal to 1 plus the number of static shifts
above it (or below it for a block of variable membrane squares in the lower membrane row).

Lemma 26. The variable membrane squares push in.

Proof. Each block of variable membrane squares in the upper membrane row has width equal to
1 plus the number of static shifts above it. Each block of variable membrane squares in the lower
membrane row has width equal to 1 plus the number of static shifts below it. At the top or bottom
of the polygon, a section of polygon boundary forces one square to push in for each block of variable
membrane squares. So by Lemma 24, the variable membrane squares push in.

Each block of variable membrane squares will have a pair of clause membrane squares on either
side. This creates vertical static shifts between the stack containing the variable membrane squares
and the squares next to it. Figure 30 (right) shows a simplified example of this.
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Figure 31: The variable rows for orthogonally convex polygons. The left figure shows what we call
the minus position and the right figure shows what we call the plus position.

Figure 32: The squares with red reference centers are the pinch squares. These push in to form
part of the boundary of the variable rows.

Lemma 27. If the clause membrane squares push out, then any horizontal stack that doesn’t contain
a static row and passes through a vertical static shift grows in size by 1 square.

Proof. By Lemma 24, the stack containing the variable membrane squares grows at each static shift
(moving inwards). By the same lemma, the two adjacent stacks created by the clause membrane
squares grow at each static shift when moving out. So the squares on opposite sides of a vertical
static shift must have opposite vertical alignments, and the result follows by the same proof as
Lemma 24.

We are now ready to describe the variable components.

4.5 Variable components

The purpose of this section is to describe the variable components and show how they can be packed
in a satisfying assignment. In Section 4.6, we will verify that any packing of the variable components
must correspond to an assignment of variables in the Monotone-Clover-3SAT instance.

The variable components used in Section 2 involved two rows that always have alternate align-
ment, sandwiched between two static rows that are aligned with each other. Here, we instead use
variable components where the two rows always have the same alignment; as shown in Figure 31.
In order for this to work, the bottom row of reference centers needs to have a different horizontal
alignment than all the other reference centers.

Similarly as in Section 2, we designate the two positions of the variable components by plus
and minus, with plus corresponding to squares pushing in a counterclockwise direction around the
gadget and minus corresponding to squares pushing in a clockwise direction. The advantage of this
type of variable component is that parts of its boundary can be formed by other static squares,
allowing the boundary of the polygon to remain orthogonally convex. This is shown in Figure 32.
In order for these to be the only packings of the gadget, we need to know that the two marked
squares push in. We call these the pinch squares.
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Figure 33: A stack grows once when it passes through the variable component.

Figure 34: The blocks of pinch squares can be arbitrarily wide, and we can ensure that the squares
adjacent to each block of pinch squares push out.

The static rows above and below the variable component have different horizontal alignments,
with the upper static rows pushing right and the lower static rows pushing left. As long as the
pinch squares push in, the variable component will always be aligned with either the top or bottom
row of static squares, so a stack passing through it always grows once, see Figure 33.

The width of a block of pinch squares depends on the number of static shifts and variable
components above it, so we should make sure that these blocks can be exactly as large as they need
to be. In order to make sure the clause membrane squares push out, we should also make sure that
the squares on either side of each block of pinch squares push out. Figure 34 shows how these can
be accomplished.

4.5.1 Helper rows

A few rows immediately above and below the variable rows in a variable component are helper rows,
and these will be necessary for our PUSH gadgets to work. The PUSH gadgets will be described
later in Section 4.5.2. The upper helper rows are immediately above the variable rows, and the lower
variable rows are immediately below the variable rows. A helper row is a row that is sometimes
forced to split, with squares on the left of the split pushing left and squares on the right of the split
pushing right. The squares in the helper rows are shown with light blue and dark green reference
centers in our diagrams. The helper rows will satisfy the follow:

• If the variable component is plus, then the squares in the upper helper rows push away from
the helper row gadgets. That is, the squares in the upper helper rows that are to the right
of the helper row gadgets (dark green reference centers) push right, and the squares in upper
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Figure 35: The marked squares are the helper row creation squares. The rows directly above and
below the variable rows are the helper rows. We may need a large number of helper rows, but there
will always be the same number of upper helper rows as lower helper rows.

helper rows that are to the left of the helper row gadgets (light blue reference centers) push
left.

• If the variable component is minus, then the squares in the lower helper rows push away from
the helper row gadgets. That is, the squares in the lower helper rows that are to the right
of the helper row gadgets (light blue reference centers) push right, and the squares in upper
lower rows that are to the left of the helper row gadgets (dark green reference centers) push
left.

When the helper rows don’t split, they can have slack, but we will carefully design the variable
components so that this slack can’t propagate outside the helper rows. Figure 35 shows how the
helper rows are created. Each helper row gadget creates both an upper and a lower helper row, so
the number of upper helper rows is the same as the number of lower helper rows.

In order for the helper rows to be created, the squares marked in Figure 35 need to push down.
We call these the helper row creation squares. The blocks of helper row creation squares can be any
size, so we can always create the helper row gadget no matter how many static shifts and variable
components are above.

Since the polygon should be orthogonally convex, each helper row gadget requires adding an
extra static row below it.

4.5.2 PUSH gadgets

The variable components should control the blocks of connecting membrane squares in the mem-
brane row. Each block of connecting membrane squares forms part of a stack that terminates
at a PUSH gadget in one of the variable components. Some of the blocks of connecting mem-
brane squares should depend on the variable components, but others should always be allowed
to push down. So we should create 4 types of PUSH gadget—these are the PUSH-UP-IF-PLUS,
PUSH-UP-NEVER, PUSH-DOWN-IF-MINUS, and PUSH-DOWN-NEVER gadgets.

The PUSH-UP-IF-PLUS gadget is shown in Figure 36. If the variable component is plus, then
it isn’t possible for all the marked squares to push down. This will prevent all the squares in some
block of connecting membrane squares in the upper membrane row from pushing down.
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Figure 36: The PUSH-UP-IF-PLUS gadget.

Figure 37: The PUSH-DOWN-IF-MINUS gadget.

Since the polygon is orthogonally convex, we need to add an extra row below the gadget for
spacing. The part of the PUSH gadget that interacts with the polygon boundary should carry some
information about the position of the variable component, so it isn’t possible to use a static row for
this purpose. This is why we need the helper rows. There will be helper rows on either side of the
variable component, with the lower helper rows “helping” to space out the PUSH-UP gadgets and
the upper helper rows helping with the PUSH-DOWN gadgets. The squares in the helper rows are
shown with light blue and dark green reference centers in our figures.

The PUSH-DOWN-IF-MINUS gadget is just a mirror image of the PUSH-UP-IF-PLUS, and
is shown in Figure 37. If the variable component is minus, then the connecting membrane squares
can’t all push up.

Some of the blocks of connecting membrane squares not supposed to depend on variable com-
ponents (see Section 4.7). The squares in these blocks should all be able to push in for either
position of the variable gadget. The clause membrane squares adjacent to this block still need to
push out. This is accomplished with a PUSH-NEVER gadget. The PUSH-UP-NEVER gadget
is shown in Figure 38. Like the true PUSH gadgets, these gadgets each consume a helper row.
Note that a PUSH-NEVER gadget may have true PUSH gadgets on both its right and left. The
PUSH-UP-NEVER gadget is almost identical to the PUSH-UP-IF-PLUS gadget, but there is an
extra 1×1 square of space that allows the gadget to not push when the variable component is plus.

4.5.3 Redundancy columns

Each variable component relies on some squares from below pushing up and some squares from
above pushing down. The main part of the verification of the variable components is done working
from top-to-bottom, so a variable component may depend on the variable components above it,
but shouldn’t depend on the ones below it.

The first step in verifying a single variable component is to ensure that the two variable rows
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Figure 38: The PUSH-UP-NEVER gadget. The PUSH-DOWN-NEVER gadget is a mirror image.

Figure 39: The variable rows should always be aligned with each other. These are the two cases
that need to be ruled out by some gadgets.

share their alignment. This is the only step that requires some squares from below to push up.
Observe that there are two “bad” cases where the rows do not share an alignment. These are shown
in Figure 39.

These are not symmetric. The case where both push right is excluded by knowledge about the
squares packed in parts of the polygon above this variable component. The case where both push
left must be ruled out by other means. Here, we use that a vertical stack crossing the unaligned
variable rows would grow more in width than if the rows were aligned. We utilize this insight by
introducing vertical stacks called redundancy columns. This is shown in Figures 40 and 41.

The redundancy columns need to pass through rows that haven’t been verified yet, so we
cannot be sure about its width as it reaches this variable component. We can have a large number
of redundancy columns. As long as one of these columns has full width by the time it hits the
variable component, it will enforce the necessary constraint. In Section 4.6, we will show that if
the total number of redundancy columns is larger than the number of helper rows and variables
rows below the variable component, then at least one of the redundancy columns needs to reach
full width.

Figure 42 shows how to pack the polygon when there are multiple redundancy columns and
some helper rows. Each redundancy column requires adding an extra static row above the upper

Figure 40: The dark purple squares are redundancy squares, which create a redundancy column.
The redundancy column prevents both variable rows from pushing left.
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Figure 41: Even if the left pinch squares fail to push up, at least one of the variable rows still has
to push right because of the redundancy column.

Figure 42: Multiple redundancy columns.

helper rows for spacing reasons.
The redundancy columns only help to verify the part of the variable component that is to the

right of the redundancy columns. The PUSH-DOWN gadgets will be to the left of the redundancy
columns, so we do need to eventually verify that the pinch square on the left pushes up. The left
pinch squares are verified after the right parts of all the variable components have been verified.

In summary, the strategy for verifying the variable components is to first verify the parts of
each gadget that are right of the redundancy columns working from top-to-bottom, and then to
verify the remaining parts of each variable component working from bottom-to-top.

4.5.4 The complete variable component

Figure 43 shows a schematic of a full variable component. Each variable component has two variable
rows and some number of helper rows above and below the variable rows. These are flanked by
static rows. Because the polygon needs to be orthogonally convex, we need several static rows
on each side for spacing reasons. The upper static rows are created in order to make redundancy
columns, and the lower are created in order to make helper rows. The lower static rows push left
and the upper static rows push right. There is a static shift between the lower static rows for this
variable component (which push left) and the upper static rows for the next variable component
(which push right).

There are three types of vertical stacks that are used to verify the variable components. These
are pinch columns, helper row creators, and redundancy columns. The upper pinch column is
always near the right edge of the gadget and the lower pinch column is at the left edge. We place
the redundancy columns as far right as possible and place the helper row creators as far left as
possible. So all the PUSH-UP columns are between the helper row creators and the upper pinch
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Figure 43: A schematic of a variable component.

column, while the PUSH-DOWN columns are between the lower pinch column and the redundancy
columns.

Figure 44 shows a complete variable component with helper rows, a PUSH gadget on each
side, and one redundancy column. It is not hard to check from the construction that there exists a
packing corresponding to any assignment of variables in the formula Φ, as described by the following
lemma.

Lemma 28. For any assignment of variables, there is a packing of the variable components where
the variable membrane squares push in, and:

• Each square in a block of connecting membrane squares in the upper (resp. lower) membrane
row that is connected to a variable in the minus (resp. plus) position pushes in.

• Each square in a block of connecting membrane squares connected to a PUSH-NEVER gadget
pushes in.
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Figure 44: A variable component in the plus (top) and minus (bottom) position. There are two
pairs of helper rows, one PUSH-DOWN-IF-MINUS gadget, one PUSH-UP-IF-PLUS gadget, one
redundancy column, and one vertical stack passing through.

4.6 Verification of the variable components

We now give the verification of the various properties of a variable component. Throughout this
section, the square ⟨x, y⟩ refers to the the square containing the reference center with upper right
corner (2x, 2y). We choose coordinates so that the squares in the upper variable row are written
⟨x, 0⟩ for an integer x. Squares in the lower variable row then have the form ⟨x + 1

2 ,−1⟩. We
also suppose that there are n helper rows, so the static rows on either side of the variable row are
written ⟨x, n+ 1⟩ and ⟨x,−n− 2⟩.

In order to verify a variable component, we need to be able to show that at least one of the
redundancy columns reaches full width. We use the following observation:

Lemma 29. Consider two rows of squares with k rows between them. Let L be the set of squares
in the lower row that push up, and let xs be the x-coordinate of the left corners of each s ∈ L. Let
U be the squares of the top row where the x-coordinate of the left corners is xs − 1, xs or xs + 1
for some s ∈ L. Then at most k squares in U push down.

Proof. For each row of squares, there are three cases:

• All the squares push left.
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Figure 45: There is 1 slack row between two static rows, so at least one of the vertical stacks needs
to grow by 1 square.

• All the squares push right.

• Some of the squares on the left push left and the rest push right. There is a split separating
the two sets of squares.

Each split has width 1, and the squares (and hence also the splits) have integer coordinates, so
each split is directly above at most one of the squares in the bottom row.

Consider the square s ∈ L, covering the range of x-coordinates [xs, xs + 2]. If there is no split
with the range [xs, xs + 1], then all squares covering that range push up, and similarly if there is
no split in [xs+1, xs+2]. There can be a split in the range [xs, xs+2] for at most k squares s ∈ L,
one for each of the intermediate layers. Hence, all but at most k squares in U must push up.

Corollary 30. Suppose there is a left static row of squares of the form ⟨x, 0⟩ and k+1 rows above
it there is a right static row of squares of the form ⟨x, k + 1⟩. Suppose that there are blocks of
squares ⟨ai, 0⟩ through ⟨bi, 0⟩ for i ∈ {1, . . . , j} that all push up. Then for all but k indices, all of
the squares ⟨ai − 1, k + 1⟩ through ⟨bi, k + 1⟩ push up.

This is illustrated in Figure 45. Note that Lemma 24 is a special case of Corollary 30 when
k = 0.

Lemma 31. Suppose that a variable component (which has possibly not yet been verified) has m
helper rows in total. Suppose there are k stacks below the variable component pushing up. Then at
least k −m − 2 of those stacks grow in size by 2 squares by the time they reach the next variable
component above this one.

Proof. There is a left static row below the lowest helper row and a right static row above the
highest helper row, with m+ 2 rows in between them. There is a static shift between this variable
component and the next one above. So the result follows by Corollary 30 and Lemma 24.

We are now ready to begin the verification of a single variable component. We first show that the
variable rows share their alignment to the right of the rightmost redundancy column, as expressed
by the following lemma.

Lemma 32. Suppose that the rightmost square in the upper block of pinch squares for a variable
component pushes down. Then the squares in the variable rows that are to the right of the rightmost
redundancy column share their horizontal alignment. Precisely, each square in the upper row spans
the same x-coordinates as a square in the lower row and each square in the lower row spanes the
same x-coordinates as a square in the upper row (except for the rightmost squares at the end of the
variable gadget).
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Figure 46: If rightmost of the upper pinch squares pushes down, then one of the rows in the variable
component pushes left.
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Figure 47: If the rightmost square in any block of redundancy squares pushes up, then at least one
of the rows in the variable component pushes right (for squares to the right of that square).

Proof. Together with the pinch squares, the edges of the polygon at the right end of the variable
row force the squares in one of the rows to push left, as shown in Figure 46.

Recall that the number of redundancy columns is larger than the number of variable rows and
helper rows in all the gadget below it. By Lemma 31, the number of redundancy columns that
have full width decreases by m+ 2 when crossing a variable component with m helper rows. So at
least one of the redundancy columns must grow by its full size (growing twice at each of the lower
variable components, once at the static shift and once when crossing the variable rows).

Let ⟨x,−2− n⟩ be the rightmost redundancy square in a redundancy column that reaches full
width. So ⟨x,−2 − n⟩ pushes up, and therefore ⟨x,−2⟩ pushes up. The boundary of the polygon
forces squares in column x + 1 push down, so square ⟨x + 1, 0⟩ pushes down. So one of ⟨x + 1, 0⟩
or ⟨x+ 1

2 ,−1⟩ pushes left, as shown in Figure 47.
The conclusion is that, for squares to the right of the rightmost redundancy column, one of

the variable rows pushes left and the other pushes right. Since these rows have differently-aligned
reference centers, the two rows are aligned with each other.

When the reference centers form a regular grid and a square pushes up, all the squares in the
column above that square must also push up. This isn’t a priori true for a column passing through
a variable component since the reference centers don’t form a regular grid. Figure 33 shows that
a similar conclusion does still hold as long as the variable rows are aligned. We formulate this
observation as the following lemma:
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Lemma 33. Suppose that a square ⟨x, 0⟩ in the upper row of a variable component is aligned with
a square (either ⟨x + 1

2 ,−1⟩ or ⟨x − 1
2 ,−1⟩) in the lower variable row. If the square ⟨x, 0⟩ pushes

down, then the square ⟨x,−2⟩ also pushes down. If the ⟨x,−2⟩ pushes up, then the square ⟨x, 0⟩
also pushes up.

Proof. Straightforward.

When the upper pinch squares push down, Lemma 32 lets us define the plus/minus position
of the two variable rows as the position matched by the squares to the right of the rightmost
redundancy column. The following lemma expresses what we need to know about the alignments
of the helper rows.

Lemma 34. Suppose that the upper pinch squares push down and all the helper row creation squares
for the variable component push down. The if the variable component is in the plus (resp. minus)
position, then all the squares in the upper (resp. lower) helper rows push left if they are left of the
helper row squares and push right if they are right of the helper row squares.

Proof. We show the claim about the upper helper rows when the squares in the variable rows are
plus. The claim about the lower helper rows for the minus position follows by a similar argument.

Suppose that the variable rows are plus. We first show the claim that the squares in the helper
rows to the left of the leftmost set of helper row creation squares push left. We proceed by induction,
showing that the kth upper helper row that are to the left of the kth helper row gadget from the
right must push left. The base case is k = 0—we think of the “zeroth” helper row as being the top
row of the variable component.

The inductive step is shown in Figure 48 (left). Let ⟨xk, n+ 1⟩ be the rightmost square in the
kth block of helper row creation squares, which pushes down by assumption. So the square ⟨xk, k⟩
pushes down also. By inductive assumption, the square ⟨xk + 1, k − 1⟩ pushes left. This square
also pushes up because of the boundary of the polygon (Lemma 33 is used here since this column
crosses over the row with differently-aligned reference centers). This means that the square ⟨xk, k⟩
must push to the left, so all the squares in the kth helper row to the left of ⟨xk, k⟩ push to the left.
So for x-coordinates to the left of the leftmost of the helper row creation squares, the squares in
all the upper helper rows push left.

By induction, we now show that the squares in the (n + 1 − (k + 1))th helper row that are to
the right of the (n+ 1− k)th helper row gadget from the right push to the right. We think of the
upper static row as being the (n+ 1)st helper row, so the case for k = 0 is clear.

The inductive step is shown in Figure 48 (right). We label the reference centers as before. Now
square ⟨xn+1−k, n+ 1− k⟩ pushes down and right, and square ⟨xn+1−k + 1, n+ 1− (k+ 1)⟩ pushes
up. So square ⟨xn+1−k + 1, n+ 1− (k+ 1)⟩ pushes right, and all the squares in the n+ 1− (k+ 1)
helper row that are to the right of ⟨xn+1−k + 1, n+ 1− (k + 1)⟩ push to the right.

We have now determined the horizontal positions of squares in the upper helper rows when the
variable component is plus.

We are now ready to prove a claim made early in this section and shown in Figure 33 that a
vertical passing through a variable component grows in width by 1.

Lemma 35. If all the helper row creation squares and upper pinch squares push down, then any
vertical stack passing through the variable component grows in width by 1.
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xk

k − 1
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xk + 1

xn+1−k

n+ 1− (k + 1)

n+ 1− k

xn+1−k + 1

Figure 48: Left: The square ⟨xk, k⟩ pushes left. Right: The square ⟨xn+1−k + 1, n + 1 − (k + 1)⟩
pushes right.

Proof. Suppose that square ⟨x,−2 − n⟩ in the below static row pushes up. Any stack that is the
left of the redundancy columns will hit the top wall of the polygon instead of passing through the
variable component, so we can assume that this square is to the right of the redundancy columns
and so the conclusions of Lemmas 32 and 33 can be used. The square ⟨x, n + 1⟩ pushes up (by
Lemma 33), and we want to show that the square ⟨x − 1, n + 1⟩ also pushes up. There are two
cases to consider.

If the variable component is plus, then the square ⟨x, n⟩ pushes left by Lemma 34. ⟨x, n⟩ pushes
up and the square ⟨x− 1, n+ 1⟩ pushes right, so ⟨x− 1, n+ 1⟩ must also push up.

If the variable component is minus, then ⟨x,−2⟩ pushes left by Lemma 34. ⟨x,−2⟩ also pushes
up, and so the squares ⟨x + 1

2 ,−1⟩ and ⟨x − 1
2 ,−1⟩ must also push up (these squares overlap the

x-coordinates of ⟨x, n⟩ by Lemma 32). Again by Lemma 32, this means that ⟨x, 0⟩ and ⟨x − 1, 0⟩
push up, so ⟨x− 1, n+ 1⟩ pushes up.

So if ⟨x,−2 − n⟩ pushes up, then ⟨x, n + 1⟩ and ⟨x − 1, n + 1⟩ push up. Similarly, it can be
shown that if ⟨x, n+ 1⟩ pushes down, then ⟨x,−2− n⟩ and ⟨x+ 1,−2− n⟩ push down. This gives
the required result.

Corollary 36. Each vertical stack grows by 2 squares for each variable component that it fully
passes through.

Proof. There is a static shift between every pair of variable components, so this is clear by Lem-
mas 24 and 35.

We can now verify that the push squares of the PUSH gadgets work as claimed.

Lemma 37. If a variable component is plus, then the rightmost square of each of its PUSH-UP
gadgets pushes up. If a variable component is minus, then the leftmost square of each of its PUSH-
DOWN gadgets pushes down.

Proof. The PUSH-UP gadgets are right of the helper row gadgets and the PUSH-DOWN gadgets
are left of the helper row gadgets. So by Lemma 34, if the variable component is in the up position
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then the upper helper row squares in a PUSH-UP gadget push right, which means that the rightmost
wire square pushes up (see Figure 36). Similarly, if the variable component is in the down position,
then the lower helper row squares in a PUSH-DOWN gadget push left, so the leftmost wire square
pushes down (see Figure 37).

Put together, we can now verify all the properties of the variable components.

Lemma 38. Suppose that all of the variable membrane squares push in. The our construction has
the following properties:

• All the clause membrane squares push out.

• If all the squares in a block of connecting membrane squares connected to a PUSH-UP-IF-
PLUS gadget push down, then that variable component must be minus.

• If all the squares in a block of connecting membrane squares connected to a PUSH-DOWN-
IF-MINUS gadget push up, then that variable component must be in the push position.

Proof. The conclusions of Lemmas 32 and 34 require only that squares in the static row above a
variable component push down. If the conclusions of these lemmas hold for the first k variable
components from the top, then by Corollary 36 the upper pinch squares and helper row creation
squares for (k+1)st variable component push down. By induction, we conclude that the results of
Lemmas 32 and 34 hold for all variable components.

Again by Corollary 36, we can now conclude that all lower pinch squares push up. So each
pair of variable rows in a variable component are aligned going all the way to the left edge (this is
important because the PUSH-DOWN gadgets are left of redundancy gadgets).

Each set of variable membrane squares connects to a block of pinch, helper row creation, or
redundancy squares. The two squares on either side of such a block push out by construction of
the gadgets (see our diagrams). So by Corollary 36, the squares adjacent to the block of variable
membrane squares also push out. This is shown in Figure 49.

By a similar principal and Corollary 36, the connecting membrane squares behave as required.
That is, the clause membrane squares adjacent to the block of connecting membrane squares push
out, and it is only possible for all the squares in the block to push in if the variable component is
in the appropriate position (see Lemma 37). This is shown in Figure 50.

4.7 Clause components

We will need two sets of clause components, one above the variable components and one below.
These are both created in the same way, so throughout this section we just consider the top set
of components. To create the bottom set of components, just exchange “up” and “down”. The
clause components above the variable components represent negative clauses in the formula Φ that
we reduce from, while the clause components below the variables represent positive clauses.

4.7.1 Tester stacks and SWITCH gadgets

Each set of clause components is formed by a large number of criss-crossing horizontal and vertical
stacks. Each stack is limited in how wide it can grow. Figure 51 shows how the start of a stack is
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Membrane row

Variable gadget

Variable gadget

Pinch, helper row creation, or redundancy squares

Clause membrane squares

Static shift

Static shift

Variable
membrane
squares

Figure 49: A block of e.g. pinch squares are created by a block of variable squares at the boundary.
The squares adjacent to the block of pinch squares push out by construction of the gadget, so by
Corollary 36 the squares adjacent to the set of variable membrane squares also push out.

Membrane row

Variable component

Variable component

Clause membrane squares

Static shift

PUSH-UP-IF-PLUS gadget

Static shift

Connecting
membrane
squares

Figure 50: When the push squares are up, the rightmost connecting membrane square is also up,
is if all connecting membrane squares are down, the variable component containing the PUSH-UP-
IF-PLUS gadget must be minus.
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Figure 51: The squares in the middle must form part of a horizontal stack that pushes to the right,
due to the edge of the polygon at the left side that pushes a square to the right. The adjacent
squares could also be part of this stack. A vertical stack or a stack pushing to the left could be
created in a similar way. For horizontal stacks, a section of the polygon boundary on the opposite
side prevents the horizontal stack from growing more than a set amount, as shown here.

Clause membrane squares

PUSH-NEVER block

Figure 52: A block of connecting membrane squares (which are attached to a PUSH-NEVER gadget
in a variable component below) allow a vertical stack created in a clause component above to grow
only by up to a certain amount and no more.

created. On the other side of the polygon, the boundary prevents the stack from growing by more
than a certain amount. For a vertical stack, the membrane row prevents the stack from growing
more than a certain amount, as shown in Figure 52.

An important ingredient is the SWITCH gadget, which must create a vertical stack or a hor-
izontal stack, but generally not both. This is shown in Figure 53. Consider a negative clause
¬xi∨¬xj ∨¬xk of the formula Φ that we reduce from. We make a corresponding clause component
in which we have three SWITCH gadgets corresponding to xi, xj , xk, respectively. These define
variables yi, yj , yk, and for each of these yℓ, we define yℓ = 1 if the SWITCH gadget creates a
vertical stack, and otherwise we define yℓ = 0. The clause component will enforce the constraint
yi+ yj + yk = 1, i.e., exactly one SWITCH gadget will make a vertical stack. When yℓ = 1 and the
respective gadget creates a vertical stack, this stack hits a block of connecting membrane squares
that is connected to a PUSH-UP-IF-PLUS gadget in the corresponding variable component xℓ. An
example of this is shown in Figure 54. The PUSH-UP-IF-PLUS gadget only allows all these squares
to push down if the variable component is minus. This creates a constraint yℓ =⇒ ¬xℓ. Since
one of the SWITCH gadgets make a vertical stack, we conclude that the clause ¬xi ∨ ¬xj ∨ ¬xk
is satisfied. This is only a one way implication—if yℓ is 0 then there is no constraint on xℓ, so
even though just one SWITCH gadget makes a vertical stack, there can be more than one variable
satisfying the clause.

The corresponding construction in the clause components below the variable components result
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Figure 53: A SWITCH gadget that either creates a vertical stack or a horizontal stack.

PUSH-UP-IF-PLUS block

Membrane row

Static shift

SWITCH gadget

Figure 54: If the SWITCH gadget creates a vertical stack, then all the squares in a block of
connecting membrane squares push down. These connect to a PUSH-UP-IF-PLUS gadget, so this
can only happen if the variable component is minus.

in the implication yi =⇒ xk, since there we connect the SWITCH gadget to a PUSH-DOWN-IF-
MINUS gadget. Hence, we can also realize a positive clause xi ∨ xj ∨ xk.

The rows and columns created by the SWITCH gadgets are called literal rows and literal
columns. We say that a literal row is aligned if there is no stack present and unaligned otherwise.
Note that the literal row created by a SWITCH gadget on the left side of the polygon should be
unaligned when pushing right, but the literal row created by a SWITCH gadget on the right side
of the polygon should be unaligned when pushing left. Whenever we need a SWITCH gadget on
the right side of the polygon, we will need a static shift above and below it to change the alignment
of the static squares. This can be seen in Figure 60.

There are also some stacks that will always exist. These are called tester rows and tester
columns. Each tester row is constrained to grow at most a fixed number of times, a constraint that
is easier to satisfy the fewer vertical stacks there are. The tester columns, on the other hand, create
constraints that get easier to satisfy the fewer horizontal stacks there are.

4.7.2 Defining the clause components

We are now ready to fully define the clause components. Figure 55 shows the setup at a schematic
level. Due to the structure of the schematics produced from an instance of Monotone-Clover-
3SAT, all the literal columns and tester columns from the ith clause from the top pass through
the literal and testers rows from the kth clause if k > i.
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Literal
rows

Clause
component

Tester columns of
this component
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other components

Literal columns of
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Literal columns of
other components

Figure 55: Expanding the schematic described in Lemma 22 to make space for the tester rows and
tester columns. Each red or light blue line in this schematic represents multiple tester rows or
columns.

Now we just need to specify the number of tester rows and tester columns for each clause and the
amount by which each stack in the construction may grow. Here we mostly ignore horizontal static
shifts (needed to change the alignment between left and right SWITCH gadgets) and vertical static
shifts (needed to push down the variable membrane squares). By Lemmas 24 and 27, each stack
grows exactly once when it passes through one of these shifts. When creating the final construction,
the full amount that each stack can grow will be increased to account for this. The tester rows and
tester columns are defined as follows:

• Starting with i = 0, the ith clause component from the top has 3 + i tester columns. These
start above the literal rows for this clause component and are created by a section of the top
wall of the polygon. Let ti = 3(i + 1) + 1

2 i(i + 1) be the total number of tester columns in
clauses 0, . . . , i.

• Each tester column is allowed to grow by at most two squares on each side, so by at most 4
squares in total. Since the column starts with width 1, this means that it should be allowed
to reach a size of at most 5 squares (plus the total number of static shifts that is passes
through).

• The ith clause component from the top has 1+ 2ti tester rows directly below its literal rows.

• A tester row below the ith clause component is allowed to grow by at most i+1+ ti squares
on each side, so by 2(i+ 1 + ti) squares in total.

An unaligned literal column should always push down on an entire block of connecting membrane
squares, even if it only grows at static shifts. Since the clause membrane squares adjacent to the
connecting membrane squares push up, this prevents an unaligned literal column from growing any
further. So it just remains to specify how much the literal rows can grow. Each clause component
has 3 literal rows.
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• The top literal row in the ith clause component from the top (again starting at i = 0) can
grow by at most i+ ti−1 squares on each side, so by at most 2(i+ ti−1) squares in total.

• The lower two literal rows in the ith clause component can grow by an additional square on
each side, so by at most 2(1 + i+ ti−1) in total.

This finishes the description of the clause component and thus of the entire polygon. It remains
to show that if Φ is satisfiable, then there is a perfect packing of the clause components and to
verify that if there is a perfect packing, then Φ is satisfiable.

4.7.3 Packing the clause components

The following lemma describes how to pack the clause components using a satisfying assignment
of Φ.

Lemma 39. Suppose there is a satisfying assignment of the Monotone-Clover-3SAT formula
Φ. Then there is a packing of the upper clause components where:

• The clause membrane squares push up.

• Each square in a block of connecting membrane squares connected to a PUSH-UP gadget
pushes up unless the corresponding variable is 0 in the satisfying assignment.

Proof. Each literal has a corresponding SWITCH gadget. For each clause, choose a true literal in
that clause. The SWITCH gadgets corresponding to those literals are set to create a vertical stack
and not a horizontal stack. The remaining SWITCH gadgets each create a horizontal stack and
not a vertical stack.

So each clause component has two unaligned literal rows and one unaligned literal column. This
determines which rows and columns are aligned or unaligned. Now we just need to specify how the
stacks grow at each crossing. This is done by assigning each stack a priority p. When two stacks
cross, the stack with a larger value of p grows by 2 squares and the stack with the smaller value of
p does not grow. The priorities are assigned as follows:

• The literal columns have priority 0.

• The literal rows in the ith clause component have priority 2i+ 1.

• The tester columns starting above the ith clause component have priority 2i+ 2.

• The tester rows have priority ∞.

That is to say, the literal columns only grow at static shifts. Each tester column grows at the
first two unaligned literal rows that it crosses, then doesn’t grow any more.

The unaligned literal rows in the ith clause component grow when they cross a tester column
for one of the previous clause components, but do not grow at the tester columns for that column.
The literal rows also grow at each of the unaligned literal columns. There are ti−1 and i unaligned
literal columns coming from the clause components above. The lower of the two literal rows also
cross some of the literal columns from this variable component, so may need to grow 1 + i + ti−1

times.
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Tester row

Tester column

Unaligned literal rows

Aligned literal row
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Figure 56: A simplified clause component. The tester column (red) grows twice at the two unaligned
literal rows (green). There are two unaligned literal rows (light green), which have corresponding
aligned literal columns (orange). There is one aligned literal row (dark green), with a corresponding
unaligned literal column (gold). The tester row (light blue) grows at the tester column and at the
unaligned literal column.

The tester rows grow at all the stacks that they pass through. Below the ith clause component,
there are ti tester columns and i+ 1 unaligned literal columns (recall that i starts at 0).

Figures 56 to 58 show some schematics of what this looks like.
Recall that a block of connecting membrane squares that is connected to a PUSH-UP gadget

below is connected to a literal column above. Recall also that the clause above contain only negative
literals. The literal columns that push down all correspond to true literals, which correspond to
variables with value 0. So the only connecting membrane squares that push down are connected
to variables that are 0 in the satisfying assignment.

These are not the only ways to pack the clause components. Figure 59 shows a schematic of a
different packing of the first clause component. That the rightmost tester column has not grown
to its maximum width, creating some slack that can propagate down into the clause components
below. This extra slack is the reason that the number of testers needs to increase in the subsequent
gadgets. This construction may seem unnecessarily complicated, but it is actually quite difficult to
limit this slack propagation without needing exponentially many testers.

Figures 60 to 63 show how the first clause component is realized and how to pack it in a
satisfying assignment.

4.8 Verification of the clause components

We now formally verify that any packing of the clause components requires one of the literal columns
for each clause to push down. To carefully check this, we write some algebraic constraints that
must be satisfied. Say there are n clauses ci : y3i + y3i+1 + y3i+2 = 1, with c0 being at the top and
cn−1 being at the bottom.

For the ith SWITCH gadget (starting with i = 0), we define a variable yi that takes values in
{0, 1}. The variable yi is 1 when the SWITCH gadget creates a vertical stack and 0 otherwise.

We give a name to each stack in the construction that can grow. The row for the literal yi is ℓi.
The jth tester column for the clause ci is called ci,j . The jth tester row for the clause ci is called
ri,j .
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Figure 57: The three ways to pack the first clause component, depending on which literal is true.
Here only one tester row is pictured, in the actual construction there would be seven. Note that in
the top left figure, the middle literal row doesn’t grow to its full width.

Figure 58: The second clause component. The bottom two literal rows need to be able to grow 5
times, once for the crossing with the third literal column, once for the one true literal from the first
clause component, and once for each of the tester columns from the first clause component. The
top literal row is only allowed to grow 4 times. The tester rows are omitted. The second clause
component has a 4th tester column in case the first one sends some slack down.
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Figure 59: If the lowest literal row is the one that is aligned, then some slack can propagate.

Recall that when two stacks cross each other, combined they grow by a total of at least 2 squares
(Lemma 25). For the crossing between a horizontal stack a and a vertical stack b, we designate a
variable x(a, b) ∈ {0, 1, 2} that records how many times a grows when passing through this crossing.
The vertical stack b then grows 2− x(a, b) times. The stacks created by unaligned literal columns
can’t grow, so any row that crosses an unaligned literal column grows by 2 and we don’t need an
x variable to keep track of this.

The full set of constraints can now be written. For 0 ≤ i < n and 0 ≤ j < 1 + 2ti there is a
tester row ri,j . This is allowed to grow at each tester column and at one of the literal columns for
each of the clauses above it, up to a total width of 2 (i+ 1 + ti) (recall that ti = 3(i+1)+ 1

2 i(i+1)
is the number of tester columns in clauses c0, . . . , ci). The constraint created by a tester row can
then be expressed as follows:

2

3i+2∑
p=0

yp +

i∑
p=0

3+p−1∑
q=0

x(ri,j , cp,q) ≤ 2 (i+ 1 + ti) (3)

For 0 ≤ i < n, the uppermost literal row in the ith clause is ℓ3i. The literal row ℓ3i is allowed to
grow once at each of the tester columns for previous clauses, and at one of the literal columns for
each of the clauses above it, for a total of 2 (i+ ti−1) times. This leads to the following inequality.

(1− y3i)

2

3i−1∑
p=0

yp +
i∑

p=0

3+p−1∑
q=0

x(ℓ3i, cp,q)

 ≤ 2 (i+ ti−1) (4)

The next two literal rows in the ith clause are each allowed to grow by an additional two squares.
So for 0 ≤ i < n and m ∈ {1, 2}, we have the following:

(1− y3i+m)

2

3i+m−1∑
p=0

yp +

i∑
p=0

3+p−1∑
q=0

x(ℓ3i+m, cp,q)

 ≤ 2 (1 + i+ ti−1) (5)

Finally, for 0 ≤ p < n and 0 ≤ q < 3+ i, we have a tester column cp,q, which is allowed to grow
4 times. Recall that cp,q crosses all literal and tester rows in clauses cp+1 through cn−1. This leads
to the constraint:
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Figure 60: The clause component, showing a state where none of the literals are true and so no
perfect packing exists (two squares overlap).

Figure 61: A perfect packing does exist if the first literal column is allowed to lower. The packing
shown here is not quite the same packing described in Lemma 39. Instead we show a case where
the middle tester column has not grown to its maximum width in this component, creating some
slack that can propagate down.
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Figure 62: A perfect packing when the second literal column is allowed to lower.

n−1∑
i=p

2∑
m=0

(1− y3i+m) (2− x (ℓ3i+m, cp,q)) +
n−1∑
i=p

2ti∑
j=0

(2− x (ri,j , cp,q)) ≤ 4 (6)

Here we are assuming that a literal row is always aligned when the corresponding literal column
is unaligned. There could be both vertical and horizontal stacks starting at a single SWITCH
gadget, but this could only increase the values of the left hand sides of (3)–(6).

Lemma 40. Inequalities (3)–(6) imply that, for each i, y3i + y3i+1 + y3i+2 = 1.

Proof. By induction on k, we show that for i < k, we have

y3i + y3i+1 + y3i+2 = 1. (7)

We will simultaneously show (in the same induction) that:

k−1∑
p=0

3+p−1∑
q=0

k−1∑
i=p

2∑
m=0

(1− y3i+m) (2− x (ℓ3i+m, cp,q)) ≥ 4tk−1 − 2k (8)

The left hand side of (8) counts how much the tester columns grow in total when crossing literal
rows in the first k clause components. Recall that each of the tk−1 tester columns is allowed to
grow by 4 squares, so in total they can grow by 4tk−1 squares. So what (8) says is that at most 2k
squares worth of slack is propagating downward after the first k clause components.

The base case for the induction is k = 0. Since there are no literals and no tester columns, the
result is trivial in the base case.

For induction, suppose the above holds for some k. First, we show that y3k+y3k+1+y3k+2 ≤ 1.
By using (7) in (3), we have, for 0 ≤ j < 1 + 2tk:
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Figure 63: A perfect packing when all the squares in the third literal column are allowed to lower.

2k + 2(y3k + y3k+1 + y3k+2) +
k∑

p=0

3+p−1∑
q=0

x(rk,j , cp,q) ≤ 2 (k + 1 + tk) (9)

We want to show that there is a value of j where the sum of the x(rk,j , cp,q) is at least 2tk − 1.
All the terms in (6) are positive, so for each p, q we can extract that:

2tk∑
j=0

(2− x (rk,j , cp,q)) ≤ 4

Summing over the tk values of p and q:

2tk∑
j=0

k∑
p=0

3+p−1∑
q=0

(2− x (rk,j , cp,q)) ≤ 4tk

The outermost sum sums over 2tk + 1 positive integral values. Since 2(2tk + 1) < 4tk, at least one
of these values must be less than 2 (and so less than or equal to 1). That is to say, there is some j
such that:

k∑
p=0

3+p−1∑
q=0

(2− x (rk,j , cp,q)) ≤ 1

This can be rearranged to obtain:

k∑
p=0

3+p−1∑
q=0

x (rk,j , cp,q) ≥ 2tk − 1

Subtracting this from (9), we see that:
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2(y3k + y3k+1 + y3k+2) ≤ 3

Since the yi are integer valued, this implies that y3k + y3k+1 + y3k+2 ≤ 1.
Next we should show that y3k + y3k+1 + y3k+2 ≥ 1. Suppose for contradiction that

y3k = y3k+1 = y3k+2 = 0 (10)

By subtracting the inductive hypothesis (8) from the sum of (6) over 0 ≤ p < k and 0 ≤ q < 3+ p,
we see that:

2k ≥
k−1∑
p=0

3+p−1∑
q=0

2∑
m=0

(2− x (ℓ3k+m, cp,q)) = 6tk−1 −
k−1∑
p=0

3+p−1∑
q=0

2∑
m=0

x (ℓ3k+m, cp,q) (11)

Adding up (4) and versions of (5) for both values m ∈ {1, 2} (and simplifying using (10) and (7)):

6k +

2∑
m=0

k∑
p=0

3+p−1∑
q=0

x(ℓ3k+m, cp,q) ≤ 4 + 6 (k + tk−1)

Splitting the sum into the cases p = k and p < k, we get:

6k +

2∑
m=0

3+k−1∑
q=0

x(ℓ3k+m, ck,q) +

2∑
m=0

k−1∑
p=0

3+p−1∑
q=0

x(ℓ3k+m, cp,q) ≤ 4 + 6 (k + tk−1)

So together with (11), we see that:

2∑
m=0

3+k−1∑
q=0

x(ℓ3k+m, ck,q) ≤ 4 + 2k

Since 2(3 + k) > 4 + 2k, there must be some value of q for which:

2∑
m=0

x(ℓ3k+m, ck,q) ≤ 1

This implies that:

2∑
m=0

(2− x (ℓ3k+m, ck,q)) ≥ 5

From (6) we can extract that:

2∑
m=0

(2− x (ℓ3k+m, ck,q)) ≤ 4,

a contradiction. We conclude that y3k, y3k+1 and y3k+2 can’t all be zero, and since we already saw
that y3k + y3k+1 + y3k+2 ≤ 1, we get y3k + y3k+1 + y3k+2 = 1. It remains to check that (8) holds for
k + 1.

For a general function f in two variables:
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k∑
p=0

k∑
i=p

f(p, i) =
k−1∑
p=0

k−1∑
i=p

f(p, i) +
k∑

p=0

f(p, k)

So going from k to k + 1, the left hand side of (8) increases by:

k∑
p=0

3+p−1∑
q=0

2∑
m=0

(1− y3k+m) (2− x (ℓ3k+m, cp,q))

Going from k to k+1, the right hand side of (8) increases by 4 (3 + k)−2 (since tk− tk−1 is 3+k).
So to show that (8) holds for k + 1, it is sufficient to show that:

k∑
p=0

3+p−1∑
q=0

2∑
m=0

(1− y3k+m) (2− x (ℓ3k+m, cp,q)) ≥ 4 (3 + k)− 2

There are 3 cases to check based on which of y3k, y3k+1 or y3k+2 is equal to 1. Consider the
case y3k+2 = 1. Summing (4) for i = k and (5) for i = k and m = 1, and simplifying using (7), we
get:

4k +

1∑
m=0

k∑
p=0

3+p−1∑
q=0

x(ℓ3k+m, cp,q) ≤ 2 + 4 (k + tk−1)

Rearranging (using that the number of pairs of (p, q) is tk = tk−1 + 3 + k), we obtain:

k∑
p=0

3+p−1∑
q=0

1∑
m=0

(2− x(ℓ3k+m, cp,q)) ≥ 4(3 + k)− 2

So:

k∑
p=0

3+p−1∑
q=0

2∑
m=0

(1− y3k+m) (2− x(ℓ3k+m, cp,q)) ≥ 4(3 + k)− 2

as required. The cases y3k = 1 and y3k+1 = 1 are similar. By induction, this completes the
proof.

Lemma 41. Suppose there is a perfect packing of the clause components where the membrane
clause squares push out. Then if Φ has a clause of form ¬xi ∨¬xj ∨¬xk (resp. xi ∨ xj ∨ xk), then
there is a block of membrane connecting squares in the upper (resp. lower) membrane row that all
push in and connects to a PUSH-UP-IF-PLUS (resp. PUSH-DOWN-IF-MINUS) gadget for one of
the variables xi, xj or xk.

Proof. Whenever a SWITCH gadget creates a vertical stack, the corresponding block of membrane
connecting squares must all push in (by Lemma 24). Lemma 40 says that, for each clause, at least
one of the SWITCH gadgets must create a vertical stack. So for clause of form ¬xi ∨ ¬xj ∨ ¬xk
(resp. xi∨xj∨xk) in Φ, one of the variables has a PUSH-UP-IF-PLUS (resp. PUSH-UP-IF-MINUS)
gadget that is connected to a block of membrane connecting squares that all push in.
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4.9 Proof of Theorem 1

We are now ready to give the proof of our main theorem.

Theorem 1. The problem 2× 2-Square-Packing is NP-hard, even for orthogonally convex grid
polygons.

Proof. Let Φ be an instance of Monotone-Clover-3SAT. Construct the orthogonally convex
grid polygon P and the number k of squares to be packed as above. The number k is O(m8) where
m is the number of variables and clauses in Φ. This size is dominated by squares in and surrounding
the tester rows. The polygon P can be explicitly constructed in polynomial time, as outlines in the
following.

Assume that Φ has m clauses and v variables. We start by drawing the full schematics includ-
ing all the variable rows, helper rows, vertical static shifts, pinch columns, helper row columns,
redundancy columns, literal rows, literal columns, tester rows, tester columns, and PUSH columns.
We then compute the size that each stack is allowed to grow (taking into account any static shifts),
and construct the polygon by gluing together the various gadgets appropriately. In total:

• There are v variable gadgets, which in total have O(m) helper rows. Since variables that
don’t appear in any clauses can be excluded, we can assume that v = O(m).

• Each variable gadget has an upper and lower pinch column, O(m) helper row columns, and
O(m) redundancy columns. All of these grow by at most O(m) before terminating. Eacg if
these columns has a vertical static shift, so the total number of vertical static shifts in the
clause gadgets is O(m2).

• There are 3m literal columns and O(m2) tester columns, which each grow by O(m). These
continue as PUSH columns in the variable components.

• There are 3m literal rows and O(m3) tester rows, which each grow by O(m2).

The size of the polygon is dominated by squares in and around the literal rows. There are
O(m3) literal rows, growing to a size of O(m2). Since there are O(m2) columns growing to a width
of O(m) each, the total number of squares in the polygon is at most O(m8).

Lemmas 28 and 39 say that there is a packing of P with k squares of size 2× 2 whenever Φ has
a satisfying assignment. Lemmas 38 and 41 say that any such packing of P must correspond to
a satisfying assignment of Φ. So by the NP-hardness of Monotone-Clover-3SAT, the problem
2× 2-Square-Packing is NP-hard for orthogonally convex polygons.

5 Concluding remarks

To our knowledge, these represent the first results on NP-hardness for packing or covering a sim-
ple polygon with identical (fixed) shapes and the first NP-hardness result for partitioning simple
polygons into connected pieces. There are many interesting problems that are known to be hard
for polygons with holes but with unknown complexity for simple polygons. Until now, techniques
for showing hardness of many of these problems have not been available.

The problem 2×2-Square-Packing in a grid polygon is equivalent toMaximum-Independent-
Set on a grid graph G with diagonals added; see Figure 64. We can define G to be orthogonally
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Figure 64: The equivalence between 2 × 2-Square-Packing and Maximum-Independent-Set.
Left: A polygon and the equivalent instance of Maximum-Independent-Set. Middle: A packing
with 2× 2 squares. Right: The corresponding independent set.

convex if whenever two vertices u, v ∈ V (G) are from the same row or column, then all grid points
between u and v are also vertices of G. Our result has the following interesting consequence:

Corollary 42. The maximum independent set problem for orthogonally convex grid graphs with
diagonals is NP-hard.

The most natural class of polygons for which the complexity of 2 × 2-Square-Packing is
unresolved is staircase grid polygons, i.e., grid polygons where the boundary can be partitioned
into two chains, both of which are simultaneously x- and y-monotone. Many of our ideas about
packing in orthogonally convex polygons work here, but we do not know of a way to make clause
components that could be used for this problem. Another related problem is 2×2-Square-Packing
when the polygon P is convex, but not a grid polygon.

Allowing the squares to rotate arbitrarily changes the problem significantly, and although it
seems obvious that it makes the packing problem no more tractable than in the axis-aligned case,
we have not found a way to prove hardness. A long line of mathematical research has been devoted
to this problem when the container P is also a (larger) square. This was initiated by Erdős and
Graham [26] in 1975, and it is still an active research area [21]. The complicated nature of this
problem is exemplified by the fact that even for a mere 11 unit squares, it is unknown what is the
smallest square in which they can be packed [33]. It may be possible to apply our ideas to show
that it is NP-hard to pack unit squares in a simple polygon with rotation, but this would require
at minimum a much more sophisticated version of the reference center idea.

For certain geometric shapes other than squares, our techniques may be useful for showing
hardness of the associated packing problems in simple polygons. The problem that seems most
amenable to this approach is packing equilateral triangles (with 180-degree rotations allowed). We
have not taken the effort to figure out the details, as packing equilateral triangles seems to be of
limited interest. Hardness of packing unit disks may be possible, but has some of the same problems
as packing squares with rotations.

It may also be possible to show hardness for packing n× k rectangles with 90-degree rotations
allowed into a simple (not necessarily grid) polygon using these techniques. It seems much more
difficult to apply our ideas to the problem of packing n× k rectangles into a simple grid polygon.
This problem is in P for 1× 2 rectangles, but little is known even for 1× 3 rectangles.

In a forthcoming paper (with another set of authors), we show that reconfiguration from one
packing of axis-aligned unit squares to another is PSPACE-hard, even in a simple polygon. The
construction relies on a slight modification of the construction from Section 2. Until now, it was
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only known that reconfiguration in a polygon with holes is PSPACE-hard [52].
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