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Derived geometric Satake for PGL
×3
2 /PGL

diag
2

S. K. Devalapurkar

Abstract. In this note, we study the local relative geometric Langlands con-

jecture of Ben-Zvi–Sakellaridis–Venkatesh for the spherical subgroup PGLdiag
2

of the triple product PGL×3
2 (and also for the spherical subgroup G2 of

SO8/µ2), whose corresponding Langlands dual SL×3
2 -variety can be identi-

fied with the symplectic vector space (A2)⊗3 ∼= A8 of 2 × 2 × 2-cubes. Our
analysis relies on a construction of Bhargava relating 2× 2× 2-cubes to Gauss
composition on quadratic forms, arising here as the moment map for the Hamil-
tonian SL×3

2 -action on (A2)⊗3, and the Cayley hyperdeterminant as studied
by Gelfand-Kapranov-Zelevinsky.
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1. Introduction

The goal of this brief note is to study the geometrization of a story from the
arithmetic context pioneered by Böcherer, Gross, Harris, Ichino, Kudla, Prasad,
Schulze-Pillot, and Watson, among many others (see, e.g., [HK, Ich, Pra, Wat]):
this tale is about the “triple product period”. In the language of geometric represen-
tation theory, our goal is to study derived geometric Satake ([BZSV, Conjecture

7.5.1]) for the spherical PGL×3
2 -variety PGL×3

2 /PGLdiag
2 . This is a natural general-

ization of the “group case”, i.e., derived geometric Satake for the spherical PGL×2
2 -

variety PGL×2
2 /PGLdiag

2 (which amounts simply to the derived geometric Satake
equivalence of [BF] for PGL2). Similar methods allow us to analyze the spherical
PSO8-variety PSO8/G2, too. In order to state our main result, some notation is
necessary.

Part of this work was done when the author was supported by NSF DGE-2140743.
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Notation 1.1. Let std denote the standard representation of SL2, so that std⊗3

consists of cubes

b2 d3

a

⑦⑦⑦
b1

⑥⑥⑥

d1 c.

b3

⑦⑦⑦

d2

⑥⑥⑥

Fix an integer n. Equip std⊗3 with the grading where the entries of a cube have
the following weights: a lives in weight −4n, each bi lives in weight −2n, c lives in
weight 2n, and each di lives in weight 0. Write std⊗3(4n, ~2n,−2n,~0) to denote the
corresponding graded variety.

Similarly, equip SL2 with the grading where the entries of a matrix
(
a b
c d

)
have

the following weights: a and d live in weight 0, b lives in weight 2n, and c lives in
weight −2n. Write SL2(−2nρ) to denote this graded group. Then there is a natural

graded action of SL2(−2nρ)×3 on std⊗3(4n, ~2n,−2n,~0).

Recall that the process of shearing (denoted sh1/2) discussed in [Rak, Lur], as
well as [Dev, Section 2.1], converts gradings into homological shifts (more precisely,
it sends a module in weight n to the same module shifted homologically by n). This
functor is symmetric monoidal when restricted to the subcategory of modules in
even weights, and therefore extends to an operation on evenly graded stacks. If

Y is a graded stack, let sh1/2Y denote the corresponding derived stack obtained

by shearing, and let Perfsh(Y ) denote Perf(sh1/2Y ). Almost all of our discussion
below takes place in the setting of ordinary, and not derived, algebraic geometry,
and so the reader unfamiliar with derived algebraic geometry should feel free to
ignore this procedure of shearing.1

As in [Dev], we will state all of our results with “arithmetic shearing” in the
sense of [BZSV, Section 6.7]. The following result concerns [BZSV, Conjecture

7.5.1] for the Hamiltonian PGL×3
2 -variety T ∗(PGL×3

2 /PGLdiag
2 ) and the Hamilton-

ian SL×3
2 -variety std⊗3.

Theorem 1.2 (Derived geometric Satake for PGL×3
2 /PGLdiag

2 ). Suppose that the

PGL×3
2 [[t]]-action on PGL×3

2 ((t))/PGLdiag
2 ((t)) is optimal in the sense of [Dev, Hy-

pothesis 3.5.2]. There is an equivalence2

Shvc,Sat
PGL×3

2 [[t]]
(PGL×3

2 ((t))/PGLdiag
2 ((t)));Q) ≃ Perfsh(std⊗3(4,~2,−2,~0)/SL2(−2ρ)×3).

Moreover, this equivalence is equivariant for the action of the spherical Hecke
category for PGL×3

2 ; on the spectral side, this action is encoded by Bhargava’s

construction std⊗3 → sl
∗,×3
2 of three quadratic forms from a point of std⊗3 (see

[Bha1, Woo]).

1The reader intent on ignoring shearing might feel some solace in noting that our main results
should continue to hold with the ∞-category of constructible sheaves replaced by a mixed variant.
However, this must (hopefully temporarily) be regarded as a reverie, since no “mixed” version of
the derived geometric Satake equivalence seems to exist in the literature.

2The ∞-category on the left-hand side is as in [Dev, Definition 3.6.1]; see Definition 3.1 for
a quick review.
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Remark 1.3. The hypothesis of optimality in Theorem 1.2 is equivalent to the
hypothesis that the diagonal action of PGL2[[t]] on GrPGL2

× GrPGL2
is optimal,

where GrPGL2
is the affine Grassmannian of PGL2. In particular, [Dev, Hypothesis

3.5.2(a) and (b)] can be deduced from this observation. Checking purity of the IC-
sheaves seems a bit trickier, but should not be difficult.

Remark 1.4. Let PSO2n := SO2n/µ2. Then, the embedding PGLdiag
2 ⊆ PGL×3

2

can be identified with the diagonal embedding SO3 ⊆ SO3 × PSO4; and similarly,
the action of SL×3

2 on std⊗3 can be identified with the action of Spin4× Sp2 on the
tensor product of their respective defining representations. From this perspective,
Theorem 1.2 could be viewed as a special case of the geometrized analogue of the
Gan-Gross-Prasad period (or at least a period isogenous to it). See Remark 3.12
(as well as [Dev, Example 3.6.24]) for a discussion of the Gan-Gross-Prasad period
along the lines of this article.

See Remark 3.10 for an analogue of Theorem 1.2 for the non-spherical variety

PGL×4
2 /PGLdiag

2 .
An argument similar to that of Theorem 1.2 shows a variant for PSO8. (The

arithmetic version of the result stated below was studied, for instance, in [Jia2,

Jia3].) Namely, there is an embedding G2 ⊆ PSO8 given by triality, which exhibits
G2 as a spherical subgroup of PSO8. To see that this situation is analogous to that
of Theorem 1.2, note that the Dynkin diagram • of A1 is obtained from the Dynkin
diagram ••• of A×3

1 by folding with respect to the obvious action of the symmetric
group Σ3. In the same way, the Dynkin diagram of G2 is obtained from the

Dynkin diagram of D4 by folding with respect to the action of Σ3 permut-

ing the three vertices around the branching vertex. The following result concerns
[BZSV, Conjecture 7.5.1] for the Hamiltonian PSO8-variety T ∗(PSO8/G2) and the

Hamiltonian Spin8-variety Ind
Spin8

SL×3
2

(A1 ⊕ std⊗3).

Theorem 1.5 (Derived geometric Satake for PSO8/G2). Suppose that the PSO8[[t]]-
action on PSO8((t))/G2((t)) is optimal in the sense of [Dev, Hypothesis 3.5.2]. Then
there is an equivalence

Shvc,SatPSO8[[t]]
(PSO8((t))/G2((t));Q) ≃ Perfsh(std⊗3(12,~6,−6,~0)/SL2(−6ρ)×3×A1(4)).

This implies, for instance, that the spherical subgroups PGL×2
2 ⊆ PGL×4

2 (given
by (g, h) 7→ (g, g, g, h)) and G2 ⊆ PSO8 have the same dual quotient stacks (namely,

std⊗3/SL×3
2 ×A1) up to grading. Therefore, they fit into the paradigm of [Dev,

Remark 4.1.5].
The proofs of Theorem 1.2 and Theorem 1.5 reduce to showing that the con-

ditions of [Dev, Theorem 3.6.4] are met. This ultimately relies on studying Bhar-
gava’s construction from [Bha1] relating 2 × 2 × 2-matrices to quadratic forms,
and the work [GKZ] of Gelfand-Kapranov-Zelevinsky describing the relationship
to Cayley’s hyperdeterminant. The work presented in this article indicates that
there is much more to explore regarding the relationship between (relative) geo-
metric Langlands (following [BZSV]), prehomogeneous vector spaces (following
[SK]), and the progress in arithmetic invariant theory (using the terminology of
[BG]) over the past 20 years spurred by Bhargava’s thesis. To illustrate this, here
are two concrete questions in the interface of these subjects:
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• Can one use Bhargava’s work [Bha1] on the SL6(Z)-action on ∧3Z6 to
approach the geometrized version of [GR1] (i.e., [BZSV, Line 16 of Table
1.5.1])? (Here, the information flows from arithmetic invariant theory to
relative geometric Langlands.)

• Following the work of Moore and Tachikawa in [MT], let O := Omin(so8)
denote the minimal nilpotent coadjoint orbit of so8, so that it is 10-
dimensional. It has a canonical action of SO8, and hence a canonical
action of SL×4

2 ⊆ SO8. In fact, more is true: there is an action of the sym-
metric group Σ4 on so8 extending the Σ3 ⊆ Σ4-action by triality, whose
fixed subgroup is sl3 ⊆ g2. (See [FJLS, Section 4.1] for a description of

this action.) This defines an action of Σ4 on O, and in fact the action of

SL×4
2 on O is Σ4-equivariant for the permutation action on SL×4

2 .

The action SL×4
2 	 O should be viewed as the analogue of SL×3

2 	

(A2)⊗3; see also Remark 3.10.3 There is a map O → A1, which we will
call the “discriminant”, which defines an isomorphism

O//SL×4
2

∼−→ A1,

at least over C. The above isomorphism should also hold true over Z.
Following [Bha1], let us introduce some terminology. An ordered

tuple (I1, I2, I3, I4) of oriented ideals of a quadratic ring S such that
I1I2I3I4 ⊆ S and N(I1)N(I2)N(I3)N(I4) = 1 will be called balanced,
and say that two such balanced tuples (I1, I2, I3, I4) and (I ′1, I

′
2, I

′
3, I

′
4) are

equivalent if there are elements x1, · · · , x4 ∈ S ⊗Q such that I ′j = xjIj .

Say that an SL×4
2 (Z)-orbit on O(Z) is nondegenerate if its discriminant is

nonzero. Then, one should have the following analogue of [Bha1, Theorem
11]:

Conjecture 1.6. There is a canonical bijection between the set of non-
degenerate SL×4

2 (Z)-orbits on O(Z) and the set of isomorphism classes of
pairs (S, (I1, I2, I3, I4)) of a nondegenerate oriented quadratic ring S and
an equivalence class (I1, I2, I3, I4) of balanced oriented ideals of S.

If this were true, one could symmetrize, i.e., take I1 = I2 = I3 = I4,
so that I := I1 will be a 4-torsion element in the class group of S. It
would be very interesting if one could use the explicit description of the
invariant quotient O//Σ4 in [FJLS, Theorem 4.6 and Theorem 4.12] to
describe the asymptotics of 4-torsion in class groups of quadratic rings
over Z. (Here, the information flows from relative geometric Langlands to
arithmetic invariant theory.)

In Remark 2.14 and Remark 4.14, I have included some further natural observa-
tions/questions whose role in the picture of geometric Langlands is unclear to me,
in the hopes that it will stimulate further investigation into these questions.

3Here is another (related) reason. As described in [Dev, Remark 3.6.25], both of these

examples can be placed in the following context. The groups (SL2,SL
×2
2 ) form a reductive dual

pair in Sp8, and (A2)⊗3 is a double cover of the minimal nilpotent orbit closure of Sp8. Similarly,

the groups (SL2, SL
×3
2 ) form a reductive dual pair in SO8, and O is the minimal nilpotent orbit

closure of SO8. One should therefore view these examples as falling under the purview of Howe
duality.
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Remark 1.7. The arguments of this article should continue to hold if one considers
sheaves with coefficients in Z[ 12 ]; we have not checked this explicitly, but it seems
likely to be true. In fact, we expect that the results of this article should continue
to hold for sheaves with coefficients in Z itself. This, however, is a rather more
subtle question: the prime 2 is an interesting one (see Remark 2.8).

More generally, following the philosophy of [Dev], it should also be possible
to use a variant of the methods of this article to prove analogues of Theorem 1.2
and Theorem 1.5 for sheaves with coefficients in connective complex K-theory ku.
We have not attempted to do this, but we expect the corresponding 1-parameter
deformation of std⊗3 over π∗(ku) ∼= Z[β] to be a rather interesting ku-Hamiltonian
SL×3

2 -variety.

Remark 1.8. The equivalence of Theorem 1.2 can heuristically be viewed as geo-
metric Langlands for PGL2 on the “doubled raviolo”, obtained by gluing three
formal disks along their common punctured disk. I expect Theorem 1.2 to be re-
lated to the work of [MT], and hope to address this relationship and the context
of Theorem 1.2 in physics in joint work with Ben-Zvi and Gunningham.

Theorem 1.2 is also related to the monoidality of the derived Satake equiva-

lence. The ∞-category Shvc,Sat
PGL×3

2 [[t]]
(PGL×3

2 ((t))/PGLdiag
2 ((t)));Q) can be identified

with Shvc,SatPGL2[[t]]
(GrPGL2

× GrPGL2
;Q), where GrPGL2

is the affine Grassmannian

of PGL2. In particular, it can be used to describe the ordinary tensor product on

Shvc,SatPGL2[[t]]
(GrPGL2

;Q). Theorem 1.2 says that under the derived geometric Satake

equivalence of [BF] identifying this ∞-category with Perfsh(Sym2(std)/SL2), the

ordinary tensor product on Shvc,SatPGL2[[t]]
(GrPGL2

;Q) can be identified with Gauss

composition of binary quadratic forms (in the way described by Bhargava), i.e., via
the correspondence (2).4 (In fact, I learned after writing this article that the main
calculation of this article also appears in [BFN, Section 5(iii)]. The approach taken
here is somewhat different, in that the calculations are more explicit and fit into
the story of [Dev]; I hope that the reader might find this alternative perspective
useful.)

In the final section of this article, we suggest some variants of Theorem 1.2
with PGL×3

2 replaced by variants. Namely, we expect:

• Let G = ResC[[t1/3]]/C[[t]]PGL2, where PGL2 is viewed as a constant group

scheme over C[[t1/3]]. Then there should be a fully faithful functor from
the ∞-category of perfect complexes on a shearing of the quotient stack

Sym3(std)/SL2 to Shvc,SatG[[t]] (G((t))/PGL2((t));Q). The grading with respect

to which the shearing is taken is described in Conjecture 4.7.
• Let G = Res(C[[t1/2]]×C[[t]])/C[[t]]PGL2. Then there should be a fully faithful

functor from the ∞-category of perfect complexes on a shearing of the quo-

tient stack (std⊗ sl∗2)/SL
×2
2 to Shvc,SatG[[t]] (G((t))/PGL2((t));Q). The grading

with respect to which the shearing is taken is described in Conjecture 4.11.

Remark 1.9. The quotient stack std⊗3/SL×3
2 is also studied (in different language,

of course) in quantum information theory; see Remark 2.11 below.

4This is similar to how the convolution tensor product on Shvc,Sat
PGL2[[t]]

(GrPGL2
;Q) can be

identified with the usual tensor product on Perfsh(Sym2(std)/SL2).
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Theorem 1.2 and Theorem 1.5 are predicted by (the Betti version of) the local
geometric conjecture of Ben-Zvi–Sakellaridis–Venkatesh; see [BZSV, Conjecture
7.5.1]. My homotopy-theoretic interpretation of their conjecture is as follows. Sup-
pose G is a reductive group over C and G/H is an affine homogeneous spherical G-
variety (meaning that it admits an open B-orbit for its natural left B ⊆ G-action).
Then, there should be a dual graded Ǧ-variety M̌ equipped with a moment map
µ : M̌ → ǧ∗, and an equivalence of the form

Shvc,SatG[[t]] (G((t))/H((t));C) ≃ Perfsh(M̌/Ǧ),

where Perfsh denotes the ∞-category of perfect complexes on the shearing of M̌/Ǧ
with respect to its given grading. In fact, [BZSV, Section 4] gives an explicit con-

struction of this predicted dual M̌ , and in the examples (G,H) = (PGL×3
2 ,PGLdiag

2 )

and (PSO8,G2), one can compute that the stacky quotient M̌/Ǧ is isomorphic to
the right-hand sides of Theorem 1.2 and Theorem 1.5 respectively.5

Lest Theorem 1.2 seem like an oddly specific example to focus on, we note
that it is essentially the only “new” example of a spherical pair (G,H) of the form
(H×j , Hdiag), as shown by the following lemma.

Lemma 1.10. Suppose H is a simple linear algebraic group over C. Then the
subgroup Hdiag ⊆ H×j is spherical if and only if:

(a) j = 2, and H arbitrary;
(b) j = 3 and H is of type A1.

Proof. If the subgroup Hdiag ⊆ H×j is spherical, there is an open Hdiag-
orbit on the flag variety of H×j . This implies that the dimension of H must
be at least j|Φ+|, where Φ+ is the set of positive roots; equivalently, one needs
rank(H) ≥ (j − 2)|Φ+|. Of course, this is always satisfied if j = 2 (this is the
group case corresponding to the symmetric subgroup Hdiag ⊆ H ×H). Using the
classification of simple linear algebraic groups over C, it is easy to see that the
only other case when the above inequality can hold is when j = 3 and H is of type
A1; one can then check by hand that the diagonal subgroup in this case is indeed
spherical. �

In the first case of Lemma 1.10, [BZSV, Conjecture 7.5.1] is precisely the
derived geometric Satake equivalence of [BF]. Therefore, the only other case of
Lemma 1.10 is when H is simple of type A1, and Theorem 1.2 precisely addresses
[BZSV, Conjecture 7.5.1] for the adjoint form PGL2 of H .

Acknowledgements. I am very grateful to Yiannis Sakellaridis for his support
and help in answering my numerous questions about [BZSV]; to Aaron Landes-
man, Ashvin Swaminathan, and Akshay Venkatesh for interesting conversations;

5In the first case, this computation is straightforward given the prescription of [BZSV,
Section 4]; see [Sak, Example 7.2.4] for a reference. The computation in the second case goes as
follows. As in [BZSV, Remark 7.1.1], the quotient stack M̌/Ǧ can be identified with the quotient

V̌X/ǦX , where ǦX is the Gaitsgory-Nadler/Sakellaridis-Venkatesh/Knop-Schalke dual group of
X and V̌X is constructed in [BZSV, Section 4.5]. In the case X = PSO8/G2, a calculation shows
that ǦX is the Levi subgroup of the maximal parabolic subgroup of PSO8 corresponding to the

central vertex of the D4 Dynkin diagram; so ǦX
∼= SL×3

2 . Using the prescription of [BZSV,

Section 4.5], one can check that V̌X
∼= std⊗3 ⊕ A1, where ǦX acts only on the first factor. See,

e.g., [Sak, Line 9 of Table in Appendix A].
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to Alison Miller for directing me (via MathOverflow) to the inspirational work of
Bhargava; and to Charles Fu and Jesper Grodal for helpful suggestions.

2. Some properties of std⊗3

In this section, we establish some basic properties of std⊗3 as a SL×3
2 -variety;

our base field will always be Q, and we will write Ǧ = SL×3
2 . Some of this material

appears in [Bha1, Woo]. In particular, Construction 2.3 is due to Bhargava.

Observation 2.1. An element A =
(
a b
c −a

)
∈ sl∗2 ∼= sl2 can be identified with a

binary quadratic form qA(x, y) = cx2 + 2axy − by2. The resulting identification
between Sym2(std) = (std ⊗ std)Σ2

and sl2 is SL2-equivariant. Note, moreover,
that the discriminant of qA(x, y) is −4det(A).

Warning 2.2. Note that under Observation 2.1, the element of sl∗2 associated to
a binary quadratic form bx2 + axy+ cy2 is not the symmetric matrix associated to

the quadratic form! Indeed, the associated symmetric matrix is
(

b a/2
a/2 c

)
, while

the associated element of sl∗2 is
(
a/2 c
b −a/2

)
.

Note, also, that we are relying quite heavily on the assumption that 2 is in-
vertible in Q. Over Z, one can in fact identify the space (A2 ⊗ A2)Σ2

of binary
quadratic forms with the coadjoint representation sl∗2 ∼= pgl2 of SL2. Working over
Z and keeping track of the difference between sl2 and pgl2 has the effect of elim-
inating extraneous factors of 2 in our discussion below; but working over Z also
introduces new complications (see Remark 2.8) which we do not wish to address in
the present article.

Construction 2.3. The affine space A8 = std⊗3 can be regarded as parametrizing
cubes

b2 d3

a

⑦⑦⑦
b1

⑥⑥⑥

d1 c,

b3

⑦⑦⑦

d2

⑦⑦⑦

which we will represent by a tuple (a,~b, c, ~d); we will often use the symbol C to
denote such a cube. If {e1, e2} are a basis for std, the above cube corresponds to

the element of std⊗3 given by

ae1 ⊗ e1 ⊗ e1 + b1e2 ⊗ e1 ⊗ e1 + b2e1 ⊗ e2 ⊗ e1 + b3e1 ⊗ e1 ⊗ e2

+d1e1 ⊗ e2 ⊗ e2 + d2e2 ⊗ e1 ⊗ e2 + d3e2 ⊗ e2 ⊗ e1 + ce2 ⊗ e2 ⊗ e2.

Associated to a cube C are three pairs of matrices, given by slicing along the top,
leftmost, or front faces:

M1 =
(
a b2
b3 d1

)
, N1 =

(
b1 d3
d2 c

)
,

M2 =
(
a b1
b3 d2

)
, N2 =

(
b2 d3
d1 c

)
,

M3 =
(
a b1
b2 d3

)
, N3 =

(
b3 d2
d1 c

)
;

each of these defines a binary quadratic form

qi(x, y) = −det(Mix+Niy).
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Explicitly,

q1(x, y) = det(M1)x
2 + (ac+ b1d1 − b2d2 − b3d3)xy + det(N1)y

2,

q2(x, y) = det(M2)x
2 + (ac− b1d1 + b2d2 − b3d3)xy + det(N2)y

2,

q3(x, y) = det(M3)x
2 + (ac− b1d1 − b2d2 + b3d3)xy + det(N3)y

2.

Viewing sl∗2 as the space of binary quadratic forms as in Observation 2.1, these
three quadratic forms define a map

µ : std⊗3 → sl
∗,×3
2 .

An easy check shows that this map is Ǧ-equivariant.

Lemma 2.4 (Cayley, [Cay]). The composite

std⊗3 µ−→ sl
∗,×3
2 → sl

∗,×3
2 //Ǧ

factors through the diagonal inclusion sl∗2//SL2 → sl
∗,×3
2 //Ǧ. In fact, the induced

map std⊗3 → sl∗2//SL2 defines an isomorphism

std⊗3//Ǧ
∼−→ sl∗2//SL2

∼= A1//(Z/2).

Proof. The map sl
∗,×3
2 → sl

∗,×3
2 //Ǧ sends a triple of matrices to their determi-

nants, or equivalently a triple of quadratic forms to their discriminants. Therefore,
we need to check that the three quadratic forms of Construction 2.3 have the same
discriminant. This is easy: one finds that their common discriminant is

det(qi) = a2c2 + b21d
2
1 + b22d

2
2 + b23d

2
3 − 2(ab1cd1 + ab2cd2 + ab3cd3

+ b1b2d1d2 + b1b3d1d3 + b2b3d2d3) + 4(ad1d2d3 + b1b2b3c).(1)

It remains to show that the map std⊗3//Ǧ → A1 defined by this polynomial is an
isomorphism. This is stated/proved in [GKZ, Proposition 1.7 in Chapter 14], and
is due to Cayley (see [Cay, Page 89] for the original source!). �

Notation 2.5. Write det to denote the map std⊗3 → sl∗2//SL2 from Lemma 2.4,
so that if C is a cube, det(C) is the quantity of (1).

Remark 2.6. The standard SL2-equivariant symplectic structure on std defines
an SL×3

2 -equivariant symplectic structure on std⊗3. This action is Hamiltonian,

and one can verify by explicit calculation that the map µ : std⊗3 → sl
∗,×3
2 from

Construction 2.3 is in fact simply the moment map for this SL×3
2 -action. In other

words, if ω1, ω2, ω3 denote the standard symplectic forms on the three copies of std,
and ω = ω1 ⊗ ω2 ⊗ ω3 is the resulting symplectic form on std⊗3, one can identify

µ : std⊗3 → sl
∗,×3
2 , v 7→

[
ξ 7→ 1

2ω(v, ξv)
]
.

This gives a more “invariant” way to think about Bhargava’s three quadratic forms.
Along these lines, let us remark that [Bha1, Theorem 1] implies that the span

(2) std⊗3

µ1×µ2

xx♣♣
♣♣
♣♣
♣♣
♣♣
♣♣

µ3

""❉
❉❉

❉❉
❉❉

❉❉

sl∗2 ×sl∗2//SL2
sl∗2 sl∗2

given by the moment maps encodes Gauss composition on quadratic forms, in
the sense that given two (SL2-orbits of) quadratic forms q1 and q2 with the same
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discriminant, the (SL2-orbit of) the Gauss composition −(q1 + q2) is given by
µ3((µ1 × µ2)

−1(q1, q2)). The above span induces a span of stacks

std⊗3/SL×3
2

µ1×µ2

tt❥❥❥
❥❥❥

❥❥❥
❥❥❥

❥❥❥
❥

µ3

&&▼
▼▼

▼▼
▼▼

▼▼
▼▼

(sl∗2 ×sl∗2//SL2
sl∗2)/(SL2 × SL2) sl∗2/SL2,

which, using the isomorphism Spin4
∼= SL2 × SL2, can be identified with the

Lagrangian correspondence [Dev, Corollary 3.6.20] for H = SO3 sitting inside
G = PSO4.

Remark 2.7. An alternative way of constructing det(C) is as follows. Write C =

e1 ⊗ v1 + e2 ⊗ v2 with v1, v2 ∈ std⊗2 ∼= A4, and consider the symmetric bilinear
form on std⊗2 given by

〈e1 ⊗ e1, e2 ⊗ e2〉 = −〈e1 ⊗ e2, e2 ⊗ e1〉 = 1,

and all other pairings zero. This is the symmetric form on std⊗2 induced from the
standard symplectic form on std. Then, one can identify

det(C) = det
(

〈v1,v1〉 〈v1,v2〉
〈v2,v1〉 〈v2,v2〉

)
.

Remark 2.8. Lemma 2.4 is not quite true over F2 (and hence not over Z). One
can already see the subtlety that arises over F2 from the formula (1): namely, the
Cayley hyperdeterminant (appropriately normalized) admits a square root over F2.

Explicitly, if C = (a,~b, c, ~d) is a cube and det(C) is defined by the formula (1), one
has

det(C)

2
≡ (ac+ b1d1 + b2d2 + b3d3)

2

2
(mod 2).

In fact, over an F2-algebra, there is an analogue of Lemma 2.4 which states that
the composite

std⊗3 → sl
∗,×3
2

∼= pgl×3
2

Tr−→ (A1)×3

factors through the diagonal A1 ⊆ (A1)×3; the resulting map std⊗3 → A1 is given
by the Ǧ-invariant quadratic function

C 7→ Tr(C) := ac+ b1d1 + b2d2 + b3d3.

I expect that Tr defines an isomorphism std⊗3//Ǧ→ A1 overF2, i.e., H0(Ǧ; Sym(std⊗3,∗)) ∼=
F2[Tr]. In particular, this means that the Cayley hyperdeterminant does not define

an isomorphism det : std⊗3//Ǧ→ A1 over F2.
However, I expect more to be true (this is based on discussions with Akshay

Venkatesh). Namely, the moment map should induce an isomorphism of derived
schemes

std⊗3//derǦ

µ

((P
PP

PP
PP

PP
PP

P

∼
��

sl∗2//derSL2
diag

// (sl∗2//derSL2)
×3

even over Z, where the symbol //der denotes the derived invariant-theoretic quotient
(i.e., V//derH = SpecRΓ(BH ; Sym(V ∗))). We also expect that

H∗(SL2,Z; sh
1/2 Sym(sl2,Z(2))) ∼= H∗

SO3
(∗;Z).
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There is an isomorphism H∗
SO3

(∗;Z) ∼= Z[p1, e]/2e, where the Euler class e lives
in cohomological degree 3. For example, the class p1 should correspond to the
determinant sl∗2 → A1, and the fact that it has a square root modulo 2 corresponds
to the fact that the determinant map admits a square root over F2, given by the
trace sl∗2 ∼= pgl2 → A1. Similarly, the class e should correspond to the nontrivial
extension of sl∗2 ∼= Sym2(std) given by gl2

∼= std⊗ std.

We will now define an analogue of the Kostant slice, as it will be needed to
apply [Dev, Theorem 3.6.4] (see [Dev, Strategy 1.2.1(b)]). For the purposes of our
discussion, one should view this Kostant section as an analogue of the construction
of the companion matrix associated to a characteristic polynomial.

Construction 2.9. If n is an integer, let ~n denote the triple (n, n, n). Let

κ : sl∗2//SL2
∼= A1//(Z/2) ∼= A1 → std⊗3

denote the map sending a2 7→ (a2,~0, 0,~1). This corresponds to the cube

0 1

a2
⑧⑧⑧

0

���

1 0.

0

⑦⑦⑦
1

⑧⑧⑧

In this case, det(κ(a2)) = 4a2, so that κ defines a section of det (at least up to the
unit 4 ∈ k×). The associated quadratic forms are all equal, and are given by

q1(x, y) = q2(x, y) = q3(x, y) = a2x2 − y2,

which corresponds to the traceless matrix
(

0 1
a2 0

)
∈ sl∗2. (Note that this is exactly

the companion matrix associated to the characteristic polynomial y2 − a2.)

Remark 2.10. Fix an integer n. Then the Ǧ-variety std⊗3 admits a natural

grading, where the entries of a cube (a,~b, c, ~d) have the following weights: a lives
in weight −4n, b lives in weight −2n, c lives in weight 2n, and d lives in weight 0.
Write std⊗3(4n, ~2n,−2n,~0) to denote the associated graded variety. Equip sl∗2 with
the grading where the entries of a matrix

(
a b
c −a

)
have the following weights: a lives

in weight −2n, b lives in weight 0, and c lives in weight −4n. Similarly, equip SL2

with the grading coming from 2nρ, so that the entries of a matrix
(
a b
c d

)
have the

following weights: a and d live in weight 0, b lives in weight 2n, and c lives in weight
−2n. With these gradings, the SL×3

2 -equivariant map µ : std⊗3 → sl
∗,×3
2 is a graded

map, and κ defines a graded map sl∗2(2n)//SL2
∼= A1(4n) → std⊗3(4n, ~2n,−2n,~0).

The cases n = 1 and n = 3 will be relevant below (corresponding to Theorem 1.2
and Theorem 1.5, respectively).

Remark 2.11. As mentioned in Remark 1.9, the quotient stack std⊗3/SL×3
2 is

studied in quantum information theory. For instance, in [DVC], Dür-Vidal-Cirac

study the orbit structure of SL×3
2 acting on std⊗3 (in particular, they recover Fig-

ure 1 independently of [GKZ]). See also [CKW], where the Cayley hyperdetermi-
nant is rediscovered as [CKW, Equations 20 and 21].

For the interested reader, let us describe the translation between our nota-
tion/terminology and that of quantum information theory. Our base field will now
be C. An element of std⊗n (really, of the projective space P(std⊗n) ∼= P2n−1) is
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called an n-qubit, and the action of SL×n
2 is via stochastic local operations and clas-

sical communication (SLOCC) operators (replacing SL×n
2 by GL×n

2 simply amounts
to dropping the word “stochastic”). The space std is equipped with a basis {|0〉, |1〉},
and a cube C = (a,~b, c, ~d) ∈ std⊗3 corresponds to the three-qubit6

a|000〉+ b1|100〉+ b2|010〉+ b3|001〉
+d1|011〉+ d2|101〉+ d3|110〉+ c|111〉.

Here, the bra-ket notation |ijk〉 means |i〉 ⊗ |j〉 ⊗ |k〉. The state

1√
2
(1,~0, 1,~0) = 1√

2
(|000〉+ |111〉)

is known as the Greenberger–Horne–Zeilinger (GHZ) state, and the state

1√
3
κ(0) = 1√

3
(0,~1, 0,~0) = 1√

3
(|001〉+ |010〉+ |100〉)

is called the W state. These two states are known to represent two very differ-
ent kinds of quantum entanglement; the reason for this is simply that the Cayley
hyperdeterminant of the GHZ state is nonzero, but the Cayley hyperdeterminant
of the W state vanishes. Nevertheless, the proof of Proposition 2.15 shows that
there is a natural degeneration of (the SLOCC/SL×3

2 -equivalence class of) the GHZ

state into the W state. (This degeneration is κ(a2), whose norm is
√
a4 + 3; in

particular, it passes through zero when a = 4
√
−3, and so this one-parameter family

is not physical!) In fact, this state already appears as [DVC, Equation 20].

One of the key properties of the Kostant section/companion matrices is that
a matrix A ∈ sl∗2 is conjugate to κ(det(A)) if and only if A is regular (i.e., the
minimal polynomial of A agrees with its characteristic polynomial), if and only if

A is nonzero. We will now prove an analogous result concerning κ : A1 → std⊗3.

Proposition 2.12. The Ǧ-orbit of the image of κ is a dense open subscheme whose
complement has codimension 3.

Proof. We will use the classification of Ǧ-orbits on std⊗3 as in [GKZ, Ex-
ample 4.5 in Chapter 14]; see Figure 1 for a graph of the seven orbits of Ǧ on

std⊗3. Namely, if λ 6= 0, all elements of det−1(λ) are in a single Ǧ-orbit. (In fact,

all elements in the fiber det−1(1) are in the Ǧ-orbit of (1,~0, 1,~0).) The Ǧ-orbit of

det−1(Gm) is open and dense, and hence is 8-dimensional; moreover, it agrees with
the Ǧ-orbit of κ(Gm). Next, there is a maximal Ǧ-orbit inside the fiber det−1(0),

given by the orbit of (0,~0, 0,~1) = κ(0). This orbit is 7-dimensional, and the largest

Ǧ-orbits contained in the complement det−1(0) − Ǧ · κ(0) have dimension 5. In

particular, the complement of Ǧ ·κ(A1) ⊆ std⊗3 has dimension 5, i.e., codimension
8− 5 = 3. �

6Technically, a qubit is required to have norm 1, so one must rescale C by
√

a2 + ‖~b‖2 + c2 + ‖~d‖2; but this could in theory introduce a singularity when a2 + ‖~b‖2 + c2 +

‖~d‖2 = 0. We will ignore this (important!) point below.
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(1,~0, 0, (1, 0, 0)); 5

κ(Gm); 8 κ(0); 7 (1,~0, 0, (0, 1, 0)); 5 (1,~0, 0,~0); 4 (0,~0, 0,~0); 0

(1,~0, 0, (0, 0, 1)); 5

Figure 1. Ǧ-orbits on std⊗3, representatives, and their dimensions (indicated after

the semicolon), connected by closure. Note that κ(0) = (0,~0, 0,~1), and that the

Ǧ-orbit of κ(1) = (1,~0, 0,~1) is the same as the Ǧ-orbit of (1,~0, 1,~0).

Remark 2.13. As explained in [GKZ, Example 4.5 in Chapter 14], the closure of

the associated orbits inside P(std⊗3) = P7 can be described as follows. First, the
closure of the generic orbit is P7. Next, the closure of the orbit of next smallest
dimension is the zero locus of det, which cuts out the dual variety of the Segre
embedding (P1)×3 →֒ P7 (just as the usual determinant for 2×2-matrices cuts out

the quadric P1×P1 →֒ P3). The projective orbit associated to (1,~0, 0, (0, 1, 0)), say,
is cut out inside the locus {det = 0} by the Segre embedding P(std)×P(std⊗2) =
P1×P3 → P7. Finally, the minimal nonzero orbit is cut out by the Segre embedding
(P1)×3 → P7.

Remark 2.14. More generally, let stdn denote the standard n-dimensional repre-
sentation of SOn, so that the symplectic vector space std⊗stdn is equipped with an
action of SL2 × SOn. Using [SK, Section 7], one finds that the obvious analogue of
the formula for det(C) in Remark 2.7 defines a map std⊗ stdn → A1//(Z/2) which
induces an isomorphism

(std⊗ stdn)//(SL2 × SOn) ∼= A1//(Z/2).

If we allow ourselves a square root of 2, then Proposition 2.12 admits an analogue
in this more general setting (at least if one works over C): there is a Kostant slice
κ : A1//(Z/2) → std ⊗ stdn whose SL2 × SOn-orbit is open and has complement
of codimension 3. Namely, assume n = 2j is even for simplicity (a slight variant
of this construction will work for odd n), so that without loss of generality, the

symmetric bilinear form on stdn is given by ( 0 1
1 0 )

⊕j
. If e1, · · · , e2j is a basis for

stdn, let v1 = a2e1 + e2, and let v2 =
∑j

i=2(e2i−1 + e2i). Then 〈v1, v1〉 = 2a2,
〈v2, v2〉 = 2(j − 1), and 〈v1, v2〉 = 0. If e1, e2 is a basis for std, the Kostant slice
sends

κ : A1//(Z/2) → std⊗ stdn, a
2 7→ 1√

2
e1 ⊗ v1 +

1√
2(j−1)

e2 ⊗ v2.

It is easy to check that this map does indeed give a section of det. To check that
the SL2×SOn-orbit of κ has complement of codimension 3, we need an analogue of
Remark 2.13. This succumbs to an analysis similar to that of [GKZ, Chapter 14].
One finds that if n ≥ 5, the poset of closures of SL2×SOn-orbits in P(std⊗stdn) ∼=
P2n−1 is as shown in Figure 2. The case n = 4 is “degenerate” and one instead gets
Figure 1.
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P1 ×Pn−1

P(std⊗ stdn) {det = 0} X ∩ (P1 ×Pn−1)

X

Figure 2. SL2 × SOn-orbit closures on std ⊗ stdn, connected by closure. The
generic orbit is given by the nonvanishing of det. If an element of std ⊗ stdn is
given by e1 ⊗ v1 + e2 ⊗ v2 with v1, v2 ∈ stdn, the subvariety X has codimension 3,

and is cut out by
(

〈v1,v1〉 〈v1,v2〉
〈v2,v1〉 〈v2,v2〉

)
= 0. Moreover, the inclusion P1×Pn−1 →֒ P2n−1

is the Segre embedding, i.e., is cut out by v1 ∧ v2 = 0 ∈ ∧2stdn.

The motivation for this example comes from attempting to generalize the dis-
cussion in [Bha1, Section 4]. Indeed, removing the vertex in the Dynkin diagram
of type Dj+2 which is connected to the affine root in the extended Dynkin dia-
gram defines a maximal parabolic subgroup P of SO2j+2, and its Levi quotient
L is SL2 × SO2j . (When this procedure is applied to the Dynkin diagram of a
general semisimple G, the resulting Levi subgroup is the centralizer of the SL2 em-
bedded in G via the highest root of g.) If U denotes the unipotent radical of P ,
then L acts on the vector space U/[U,U ] by conjugation, and the Lie bracket on
U defines a symplectic form on U/[U,U ]. With a bit of pain, one can check that
U/[U,U ] ∼= std⊗ std2j as a symplectic L ∼= SL2 × SO2j-representation.

The same construction with the Dynkin diagram of type Bj+2 produces SL2 ×
SO2j+1 acting on std ⊗ std2j+1. Doing this procedure for the other Dynkin dia-
grams produces some of the “vectorial” examples in one of the columns in [BZSV,
Table 1.5.1]. For example, the type An+1 Dynkin diagram produces GLn acting
on T ∗(stdn), and I believe the Dynkin diagram for E6 will produce SL6 acting on
∧3std6. One also obtains some representations not included by [BZSV]; for in-
stance, the Dynkin diagram of G2 will produce SL2 acting on Sym3(std), which is
not “hyperspherical” (see [BZSV, Example 5.1.10]). For this last calculation, see
[Spr, Pages 160-161]. I do not yet understand the significance of these observations
in the context of relative geometric Langlands.

This leads us to the main calculation. It implies, for instance, that the stabilizer
(inside SL×3

2 ) of a element of std⊗3 with nonvanishing Cayley hyperdeterminant can

be identified with G2
m

∼= ker(G3
m

prod−−−→ Gm).

Proposition 2.15. Let J̌ denote the group scheme over sl∗2//SL2
∼= SpecQ[a2] of

regular centralizers for SL2, so that

J̌ ∼= SpecQ[a, α±1, α−α
−1

a ]Z/2 ∼= SpecQ[a2, α+ α−1, α−α
−1

a ]

∼= ker(ResQ[a]/Q[a2]Gm
Nm−−→ Gm),

where the action of Z/2 sends a 7→ −a and α 7→ α−1, and the group structure is
such that α is grouplike. Then there is an isomorphism

sl∗2//SL2 ×std⊗3/Ǧ sl∗2//SL2
∼= ker(J̌ ×sl∗2//SL2

J̌ ×sl∗2//SL2
J̌

prod−−−→ J̌)
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of group schemes over sl∗2//SL2 = SpecQ[a2]; of course, this group scheme is in
turn isomorphic to J̌ ×sl∗2//SL2

J̌ .

Proof. The fiber product on the left identifies with the subgroup of sl∗2//SL2×
Ǧ of those (a2, ~g) such that ~g = (g1, g2, g3) ∈ SL×3

2 stabilizes κ(a2). The trick to
determining this stabilizer is to use Bhargava’s construction from Construction 2.3:
if ~g stabilizes a cube C, it must also stabilize the corresponding triple µ(C) ∈ sl

∗,×3
2

of quadratic forms.
First, a simple calculation shows that if a is a unit, the triple of matrices

~g =

((
−1 a−1

a 1

)
,

(
−1 a−1

a 1

)
,

(
−1 a−1

a 1

))
∈ SL×3

2

sends

κ(a2) 7→ −4(a2,~0, a−1,~0).

The triple ~g can be thought of as “diagonalizing” κ(a2). The stabilizer of the cube

−4(a2,~0, a−1,~0) precisely consists of triples of matrices of the form

(3)

((
α1 0
0 α−1

1

)
,

(
α2 0
0 α−1

2

)
,

(
α3 0
0 α−1

3

))
with α1α2α3 = 1.

For α ∈ Gm, let h(α) denote the matrix

h(α) =
1

2

(
α+ α−1 α−1−α

a

a2 · α−1−α
a α+ α−1

)
∈ SL2.

Conjugating (3) by the element ~g ∈ Ǧ, we find that the triple (h(α1), h(α2), h(α3))
of matrices stabilizes κ(a2) as long as α1α2α3 = 1 and a2 ∈ Gm ⊆ A1. (See
[BFM, Section 3.2] for a slight variant of this calculation.) Note that the subgroup
of such triples is 2-dimensional, and therefore the associated homogeneous Ǧ-space
is 9−2 = 7-dimensional. Using that the Ǧ-orbit of κ(a2) is also 7-dimensional (e.g.,
by [GKZ, Example 4.5 in Chapter 14]), it is not hard to see from this calculation
(by a limiting argument for a→ 0) that the stabilizer of the family κ(A1) ⊆ std⊗3

is precisely the claimed group scheme. �

Remark 2.16. Using [Dev, Corollary 3.6.20] with H = SO3 and G = PSO4, we
find the following consequence of Proposition 2.15. Choose one of the factors SL2 ⊆
SL×3

2 , let Ga ⊆ SL2 denote the subgroup of strictly upper-triangular matrices, and
let ψ : Ga → Ga denote the identity character. Then, there is an isomorphism

(std⊗3)reg/ψGa
∼= T ∗(SL2)

reg

of SL2 × SL2-varieties.

3. The proof, and some remarks

Before proceeding, let us remind the reader of the definition of the left-hand
side of the equivalence of Theorem 1.2, following [Dev, Definition 3.6.1].

Definition 3.1. Let G be a complex reductive group, and let H ⊆ G be a closed
subgroup. Let ShvcG[[t]](G((t))/H((t));Q) denote the ∞-category of G[[t]]-equivariant

sheaves of Q-modules on G((t))/H((t)) which are constructible for the orbit strat-
ification on G((t))/H((t)). There is a natural left-action of the E3-monoidal ∞-
category Shvc(G×G)[[t]](G((t));Q) on ShvcG[[t]](G((t))/H((t));Q), and in particular, a
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left-action of Rep(Ǧ) by the abelian geometric Satake theorem of [MV]. Let

IC0 ∈ ShvcG[[t]](G((t))/H((t));Q)

denote the pushforward i!Q of the constant sheaf along the inclusion (G/H)(C[[t]]) →
(G/H)(C((t))). Let

Shvc,SatG[[t]] (G((t))/H((t));Q) ⊆ ShvcG[[t]](G((t))/H((t));Q)

denote the full subcategory generated by IC0 under the action of Rep(Ǧ). If
Q is any Q-algebra, base-changing along the unit map defines the ∞-category

Shvc,SatG[[t]] (G((t))/H((t));Q).

Proof of Theorem 1.2. It suffices to verify conditions (a) and (b) of [Dev,
Theorem 3.6.4], which gives a criterion for establishing an equivalence of Q-linear
∞-categories of the form

Shvc,SatG[[t]] (G((t))/H((t));Q) ≃ Perf(sh1/2M̌/Ǧ).

The map κ is given by the map sl∗2(2)//SL2 → std⊗3(4,~2,−2,~0) from Construc-
tion 2.9. For condition (a) of [Dev, Theorem 3.6.4], we need to show that if
J̌X = sl∗2(2)//SL2 ×std⊗3(4,~2,−2,~0)/Ǧ sl∗2(2)//SL2, the ring of regular functions on the

quotient (sl∗2(2)//SL2×Ǧ)/J̌X is isomorphic (as a graded algebra) to Ostd⊗3(4,~2,−2,~0).

The quotient (sl∗2(2)//SL2 × Ǧ)/J̌X identifies with the Ǧ-orbit of the image of
κ, which has complement of codimension 3 in std⊗3 by Proposition 2.12; there-
fore, the algebraic Hartogs theorem implies that there is a graded isomorphism
O(sl∗2(2)//SL2×Ǧ)/J̌X

∼= Ostd⊗3(4,~2,−2,~0).

For condition (b) of [Dev, Theorem 3.6.4], we need to check that there is an
isomorphism

J̌X ∼= SpecHPGL2

∗ (Ω(PGL×3
2 /PGLdiag

2 );Q)

of graded group schemes over sl∗2(2)//SL2
∼= SpecH∗

PGL2
(∗;Q). There is an isomor-

phism

(4) SpecHPGL2

∗ (ΩPGL2;Q) ∼= SpecQ[a, α±1, α−α
−1

a ]Z/2 ∼= J̌ ,

and the action of the Z/2 on the middle term sends a 7→ −a and α 7→ α−1. This is
proved, e.g., in [BFM]. (As in Proposition 2.15, J̌ denotes the group scheme over
sl∗2//SL2 of regular centralizers for SL2.) The Künneth theorem implies that there
is an isomorphism

SpecHPGL2

∗ (Ω(PGL×3
2 );Q) ∼= SpecQ[a, α±1

i ,
αi−α−1

i

a |1 ≤ i ≤ 3]Z/2,

and the fiber sequence

PGLdiag
2 → PGL×3

2 → PGL×3
2 /PGLdiag

2

implies that

SpecHPGL2
∗ (Ω(PGL×3

2 /PGLdiag
2 );Q) ∼= ker(J̌ ×sl∗2//SL2

J̌ ×sl∗2//SL2
J̌

prod−−−→ J̌).

The desired isomorphism now follows from this observation and Proposition 2.15.
�
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Remark 3.2. Let Q[~] = H∗
S1
rot

(∗;Q), so that ~ lives in weight −2. Let D~(std
∗,⊗3)

denote the Weyl algebra of std⊗3, so that it is generated over Q[~] by SymQ(std∗,⊗3),
where the commutation relation is

[v1 ⊗ w1 ⊗ u1, v2 ⊗ w2 ⊗ u2] = ~〈v1, v2〉〈w1, w2〉〈u1, u2〉.

The algebra D~(std
∗,⊗3) acquires a grading coming from the graded symplectic

vector space std⊗3(4,~2,−2,~0), and it can be characterized as the unique graded
Q[~]-algebra such that the induced Poisson bracket on D~(std

∗,⊗3) ⊗Q[~] Q is the

one coming from the symplectic form on std⊗3. Using this fact, one can show that
there is a Q[~]-linear equivalence

Shvc,Sat
PGL×3

2 [[t]]⋊Grot
m

(PGL×3
2 ((t))/PGLdiag

2 ((t));Q) ≃ sh1/2
(
D~(std

∗,⊗3)-modSL2(−2ρ)×3
)

which extends Theorem 1.2.

Remark 3.3. Specializing [Dev, Remark 3.6.12] to the present case, one can argue

as in [AG2, Theorem 12.5.3] to show that an object of Shvc,Sat
PGL×3

2 [[t]]
(PGL×3

2 ((t))/PGLdiag
2 ((t));Q)

is compact if and only if its image under the equivalence of Theorem 1.2 is set-
theoretically supported on the vanishing locus of the Cayley hyperdeterminant.

Remark 3.4. We have already verified most of [Dev, Conjecture 3.5.11] in the

case of the spherical PGL×3
2 -variety PGL×3

2 /PGLdiag
2 . It remains to check the final

part, which is the same as [FGT, Conjecture 1.1.1]. This states that if B ⊆
PGL2 is a Borel subgroup, the set of B×3-orbit closures on PGL×3

2 /PGLdiag
2 agrees

with the set of irreducible components of std⊗3 ×b̌∗,×3 {0}. (We will not check
that this bijection is equivariant for the Weyl group.) The set of B×3-orbits on

PGL×3
2 /PGLdiag

2 can be identified with the set of PGL2-orbits on PGL×3
2 /B×3 ∼=

(P1)×3. Direct computation verifies that there are five such orbits.
On the other hand, the formulas of Construction 2.3 show that the fiber product

std⊗3 ×b̌∗,×3 {0} consists of those cubes (a,~b, c, ~d) such that

ad1 = b2b3,

ad2 = b1b3,

ad3 = b2b1,

ac+ b1d1 = b2d2 + b3d3,

ac+ b2d2 = b1d1 + b3d3,

ac+ b3d3 = b1d1 + b2d2.

The primary decomposition of the ideal in Ostd⊗3 cut out by these equations is
given by the intersection of the following five prime ideals:

(a, b1, b3, d2),(a, b1, b2, b3),

(a, b1, b2, d3),(a, b2, b3, d1),

(b2d2 − b3d3, b1d1 − b3d3, b3c− d1d2,b2c− d1d3, b1c− d2d3, ac− b3d3,

b2b3 − ad1, b1b3 − ad2,b1b2 − ad3, ad1d2 − b23d3).

In particular, the fiber product std⊗3 ×b̌∗,×3 {0} has five irreducible components,
as desired.
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Remark 3.5. The proof of Theorem 1.5 is exactly the same as the proof of The-
orem 1.2 above. Indeed, one only needs to observe the following (which we will
prove momentarily).

Lemma 3.6. There is a homotopy equivalence PSO8/G2 ≃ RP 7 ×RP 7.

The replacement of (4) is given by [Dev, Proposition 4.8.6], which gives an
isomorphism

SpecHG2
∗ (ΩRP 7;Q) ∼= SpecQ[a, b, α±1, α−α

−1

a ]Z/2

where a is in weight −6 and b is in weight −4; the argument of Theorem 1.2 then
proves Theorem 1.5.

Proof of Lemma 3.6. This follows from the claim that Spin8/G2 ≃ S7×S7.
Perhaps the most “conceptual” way to see this is as follows. Using triality, one
can identify Spin8 with the subgroup of SO×3

8 of those triples (A1, A2, A3) such
that A1(x1)A2(x2) = A3(x1x2) for octonions x1, x2. Under this presentation, G2

corresponds to the subgroup where A1 = A2 = A3. The subgroups where A1 = A3

(resp. A2 = A3) are both isomorphic to Spin7; these are sometimes denoted Spin±7 .
The action of Spin8 on S7×S7 sends (x, y) 7→ (A1x,A2y); one can check that this is
transitive, and that the stabilizer of the point (1, 1) is precisely Spin+7 ∩Spin−7 ∼= G2.

That there is an equivalence Spin8/G2 ≃ S7 × S7 at the level of cohomol-
ogy with Z[1/2]-coefficients and mod 2 coefficients, at least, is much simpler. On
cohomology with Z[1/2]-coefficients, the map G2 → Spin8 is given by the map
Z[1/2, p1, p2, p3, c4] → Z[1/2, c2, c6] sending

p1 7→ 2c2, p2 7→ c22, p3 7→ c6, c4 7→ 0.

Indeed, the map G2 → Spin8 induces a map on maximal tori, whose effect on
cohomology is the map Z[1/2, x1, x2, x3, x4] → Z[1/2, y1, y2] sending

x1 7→ 0, x2 7→ y1, x3 7→ y2, x4 7→ −(y1 + y2).

Expressing pj as the jth elementary symmetric polynomial in x21, · · · , x24 and c4 =
x1x2x3x4, and using that c2 = y21+y

2
2+y1y2 and c6 = y21y

2
2(y1+y2)

2 gives the desired
claim. The Serre spectral sequence for the fibration Spin8/G2 → BG2 → BSpin8
implies that

H∗(Spin8/G2;Z[1/2]) ∼= Z[1/2, σ(4p2 − p21), σ(c4)]/(σ(4p2 − p21)
2, σ(c4)

2),

where σ(4p2−p21) and σ(c4) both live in (homological) weight −7. This is precisely
the cohomology of S7 × S7, as desired.

The story in mod 2 cohomology is similar. Namely, [Qui] tells us that H∗
Spin8

(∗;F2)

is isomorphic to the polynomial algebra F2[w4, w6, w7, w8, ǫ], where ǫ lives in co-
homological degree 8; the map H∗

Spin8
(∗;F2) → H∗

G2
(∗;F2) ∼= F2[w4, w6, w7] sends

w8, ǫ 7→ 0. It follows that

H∗(Spin8/G2;F2) ∼= F2[σ(w8), σ(ǫ)]/(σ(w8)
2, σ(ǫ)2),

where σ(w8) and σ(ǫ) both live in (homological) weight −7. This is again the
cohomology of S7 × S7, as desired. �

Remark 3.7. The ∞-category Shvc,Sat
PGL×3

2 [[t]]
(PGL×3

2 ((t))/PGLdiag
2 ((t));Q) admits a

natural action of the symmetric group Σ3. Under the equivalence of Theorem 1.2,
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this corresponds to the Σ3-action on std⊗3/SL×3
2 which permutes the tensor fac-

tors. As explained in [Dev, Remark 3.6.7], this Σ3-action can be understood as an
analogue of the Gelfand-Graev action (which, for connected semisimple G, gives an
action of the Weyl group of G on the affine closure of T ∗(G/N)).

Remark 3.8. Remark 2.6 guarantees that the equivalence of Theorem 1.2 is com-
patible with the action of the spherical Hecke category

Shvc,Sat
(PGL×3

2 ×PGL×3
2 )[[t]]

(PGL×3
2 ((t));Q) ≃ Perfsh(sl∗,×3

2 (2− 2ρ)/SL×3
2 (−2ρ)).

Namely, there is a commutative diagram

Shvc,Sat
(PGL×3

2 ×PGL×3
2 )[[t]]

(PGL×3
2 ((t));Q)

act on IC0

��

∼
[BF]

// Perfsh(sl∗,×3
2 (2− 2ρ)/SL×3

2 (−2ρ))

µ∗

��

Shvc,Sat
PGL×3

2 [[t]]
(PGL×3

2 ((t))/PGLdiag
2 ((t));Q)

∼
Theorem 1.2

// Perfsh(std⊗3(4,~2,−2,~0)/SL×3
2 (−2ρ)),

where µ∗ is given by pullback along the moment map for the Hamiltonian SL×3
2 -

action on std⊗3.
Let us also note that taking cohomology (i.e., pushforward to a point) defines

a functor

Shvc,Sat
PGL×3

2 [[t]]
(PGL×3

2 ((t))/PGLdiag
2 ((t));Q) → ShvPGL×3

2 [[t]](∗;Q),

which, as discussed in [Dev, Remark 3.5.10], factors through the functor ShvPGLdiag
2 [[t]](∗;Q) →

ShvPGL×3
2 [[t]](∗;Q). Under Theorem 1.2 and the equivalence ShvPGLdiag

2 [[t]](∗;Q) ≃
Perfsh(sl∗2(2)//SL2), there is a commutative diagram

Shvc,Sat
PGL×3

2 [[t]]
(PGL×3

2 ((t))/PGLdiag
2 ((t));Q)

cohomology

��

∼
Theorem 1.2

// Perfsh(std⊗3(4,~2,−2,~0)/SL×3
2 (−2ρ))

κ∗

��

ShvPGLdiag
2 [[t]](∗;Q) ∼

// Perfsh(sl∗2(2)//SL2),

where κ is the Kostant slice of Construction 2.9.

Remark 3.9. Theorem 1.2 does not need the full strength of optimality in the
sense [Dev, Hypothesis 3.5.2]. Indeed, the first and second assumptions in [Dev,
Hypothesis 3.5.2] are included to ensure formality of the algebra from [Dev, Equa-
tion 16 in the proof of Theorem 3.6.4]. However, as in [Dev, Remark 3.2.22], the
formality of this algebra is guaranteed in our case: since Theorem 1.2 shows that
the homotopy of the algebra in question is Ostd⊗3(4,~2,−2,~0), i.e., is polynomial on

classes in even weights. This algebra admits an E3-structure (essentially from fac-
torization; see, e.g., [BZSV, Proposition 16.1.4]), and is therefore automatically

formal by [Dev, Lemma 2.1.9]. Note, however, that since Ind
Spin8

SL×3
2

(std⊗3 ⊕A1) is

not an affine space, this argument does not go through in the case of Theorem 1.5
to prove formality of the algebra from [Dev, Equation 16 in the proof of Theorem
3.6.4].

Remark 3.10. As in the introduction, let O := Omin(so8) denote the closure of
the minimal nilpotent coadjoint orbit of so8. This is a 10-dimensional scheme with
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a canonical action of SO8, and hence a canonical action of SL×4
2 ⊆ SO8. By [Jia1,

Proposition 3.18], one can identify O with the Hamiltonian reduction at zero of the
symplectic vector space (A2)⊗3 ⊗A2 with respect to the Hamiltonian SL2-action
coming from the final factor. That is, if µ : (A2)⊗3⊗A2 → sl∗2 denotes the moment
map for this Hamiltonian SL2-action, then

µ−1(0)/SL2
∼= O

over C. Another way of saying this is that O is the quotient of (A2)⊗3 ⊗ A2 ∼=
(A2)⊗3 ⊕ (A2)⊗3 by the action of the symplectic groupoid T ∗SL2.

Using this description of O and our calculations in Proposition 2.15, it is not
difficult to show that there is an isomorphism

O ∼= (SL×4
2 × sl∗2//SL2)/J̌0,4,

where the overline on the right-hand side denotes the affine closure, and J̌0,4 is the

closed subgroup scheme of SL×4
2 × sl∗2//SL2 defined by

J̌0,4 = ker(J̌ ×sl∗2//SL2
J̌ ×sl∗2//SL2

J̌ ×sl∗2//SL2
J̌

prod−−−→ J̌).

In particular, by arguing as in Theorem 1.2, it follows that if the PGL×4
2 [[t]]-action

on PGL×4
2 ((t))/PGLdiag

2 ((t)) is optimal in the sense of [Dev, Hypothesis 3.5.2], there
is an equivalence

Shvc,Sat
PGL×4

2 [[t]]
(PGL×4

2 ((t))/PGLdiag
2 ((t)));C) ≃ Perfsh(O/SL×4

2 )

where the shearing is taken with respect to a certain grading on the stack O/SL×4
2 .

Remark 3.11. There is also an analogue of Proposition 2.15 for the SL2 × SL3 ×
SL3-representation A2 ⊗A3 ⊗A3, studied in [Bha2]. Namely, it turns out that:

• The invariant quotient (A2 ⊗A3 ⊗A3)//(SL2 × SL3 × SL3) is isomorphic
to A1. If one views A2 ⊗A3 ⊗A3 as the space of pairs (M,N) of 3 × 3-
matrices, the invariant quotient map is given by

A2 ⊗A3 ⊗A3 → A1, (M,N) 7→ ∆(det(Mx−Ny)),

where ∆ denotes the discriminant of a binary cubic form.
• There is a map κ : A1 → A2⊗A3⊗A3 which gives a section of the above

invariant quotient map, and its SL2 × SL3 × SL3-orbit has complement of
codimension 2. Moreover, its stabilizer is given by the group scheme

A1 ×(A2⊗A3⊗A3)/(SL2×SL3×SL3) A
1 ∼= Spec

(
HPGL3

∗ (ΩPGL3;Q)⊗Q[c2,c3] Q[c3]
)

over A1 ∼= SpecQ[c3]. Here, we have identified H∗
PGL3

(∗;Q) ∼= Q[c2, c3],
and the map Q[c2, c3] → Q[c3] sends c2 7→ 0. This group scheme has
relative dimension 2 = rank(PGL3), and can be identified with the group
of matrices of the form{(

a b c
cc3 a b
bc3 cc3 a

)∣∣∣ a3 + b3c3 + c3c23 − 3abcc3 = 1
}
⊆ SL3 ×A1.

In fact, one can more generally identify

Spec
(
HPGLn

∗ (ΩPGLn;Q)⊗Q[c2,··· ,cn] Q[cn]
) ∼= ker(Res

Q[c
1/n
n ]/Q[cn]

(Gm)
norm−−−→ Gm) ⊆ SLn×A1.

This is closely related to [Bha2, Theorem 2]. I hope to use the above observations
to explore relationships to relative geometric Langlands in future work.
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Remark 3.12 (Gan-Gross-Prasad). As mentioned in the introduction, Theorem 1.2
can be regarded as a special case of the geometrized analogue of the Gan-Gross-
Prasad period (or at least a period isogenous to it), which describes transfer along
SOm ⊆ SOm+1 when m = 3. In general, transfer along SOm ⊆ SOm+1 is de-
scribed by the Hamiltonian variety which is dual, in the sense of [BZSV], to

the spherical SOm × SOm+1-variety (SOm × SOm+1)/SO
diag
m . In [Dev, Example

3.6.24], we described how when m = 2n, one can obtain the Hamiltonian variety

Hom(std2j , std2n) which is dual to (SO2n×SO2n+1)/SO
diag
2n via the regular central-

izer group schemes J̌SO2n
and J̌Sp2n

. Following the philosophy of [Dev, Example
3.6.24], let us describe how to obtain the Hamiltonian variety Hom(std2n, std2n−2)

which is dual to (SO2n−1×SO2n)/SO
diag
2n−1 via the regular centralizer group scheme.

When n = 2, this gives an “alternative approach” to the results of this article (but
it is really a rephrasing of the same argument used above).

Namely, consider H = SO2n−1 ⊆ SO2n = G, so that Ȟ = Sp2n−2 and

Ǧ = SO2n. In this case, we claim that the Hamiltonian scheme M̌‡ from [Dev, Con-
struction 3.6.19], defined as the affine closure of (Ǧ×Ȟ× ȟ∗//Ȟ)/(J̌Ǧ×ǧ∗//Ǧ ȟ∗//Ȟ),

can be identified with Hom(std2n, std2n−2). Again, as in [Dev, Example 3.6.24],
let us just describe the “Kostant section” κ : ȟ∗//Ȟ → Hom(std2n, std2n−2). The
desired map M̌‡ → Hom(std2n, std2n−2) is then obtained using the Ǧ× Ȟ-action:

Ǧ× Ȟ × ȟ∗//Ȟ
κ

//

��

Hom(std2n, std2n−2);

(Ǧ× Ȟ × ȟ∗//Ȟ)/(J̌Ǧ ×ǧ∗//Ǧ ȟ∗//Ȟ)

∃

33❤❤❤❤❤❤❤❤❤❤

the dotted map factors through the affine closure of the source, and thereupon
induces an isomorphism.

Recall from [Dev, Example 3.2.14] that:

• We may identify

ȟ∗//Ȟ ∼= SpecQ[p1, · · · , pn−1] ∼= SpecH∗
SO2n−1

(∗;Q),

and the regular centralizer J̌Ȟ is the group scheme whose fiber over ~p :=
(p1, · · · , pn−1) is the subgroup of those units f(t) ∈ Q[t]/(t2n−2+p1t

2n−4+
· · ·+pn−1) such that f(t)−1 = f(−t). Observe that Q[t]/(t2n−2+p1t

2n−4+
· · · + pn−1) admits the structure of a symplectic vector space: the sym-
plectic pairing sends

(f, g) 7→ coefficient of t2n−3 in f(t)g(−t).
• We may identify

ǧ∗//Ǧ ∼= SpecQ[p1, · · · , pn−1, cn] ∼= SpecH∗
SO2n

(∗;Q),

and the regular centralizer J̌Ǧ is the group scheme whose fiber over (~p, cn) :=
(p1, · · · , pn−1, cn) is the subgroup of those units f(t, v) ∈ Q[t, v]/(tv −
cn, t

2n−2 + p1t
2n−4 + · · · + pn−1 + v2) such that f(t, v)−1 = f(−t,−v).

Observe that Q[t, v]/(tv−cn, t2n−2+p1t
2n−4+ · · ·+pn−1+v

2) admits the
structure of a quadratic vector space: the associated symmetric bilinear
form sends

(f, g) 7→ coefficient of t2n−2 in f(t, v)g(−t,−v).
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The map π : ȟ∗//Ȟ → ǧ∗//Ǧ is induced by the map

π : Q[p1, · · · , pn−1, cn] ։ Q[p1, · · · , pn−1], cn 7→ 0.

The map π induces a map of Q-vector spaces

ϕ~p : Q[t, v]/(tv, t2n−2 + p1t
2n−4 + · · ·+ pn−1 + v2)

∼= Q[t, v]/(tv − cn, t
2n−2 + p1t

2n−4 + · · ·+ pn−1 + v2)⊗O
ǧ∗//Ǧ

Oȟ∗//Ȟ

→ Q[t]/(t2n−2 + p1t
2n−4 + · · ·+ pn−1)

sending v 7→ 0. In other words, this is a linear map ϕ~p : std2n → std2n−2. That is,
π induces a map

κ : ȟ∗//Ȟ ∼= SpecQ[p1, · · · , pn−1] → Hom(std2n, std2n−2), ~p 7→ ϕ~p;

this is the desired Kostant section.

Remark 3.13. Now let k = Q2(ζ8). The theory of 2-compact groups as studied,
e.g., in [AG1], suggests viewing the Dwyer-Wilkerson space DW3 from [DW] as
an analogue of the groups SO3

∼= PGL2 and G2; see Table 1. The 2-complete
space DW3 is equipped with an E1-structure, and it has finite mod 2 cohomology.
It is therefore natural to ask whether there is an analogue of Theorem 1.2 and
Theorem 1.5, where PGL2 and G2 are replaced by DW3; this is closely related to
[Dev, Appendix C(s)].

Group Rank Dimension F2-cohomology of BG Weyl group

Gn n (2n+1 − 1)n Ŝym
∗
(Fn+1

2 (−1))GLn+1(F2) Z/2×GLn(F2)

PGL2 1 3 F2[[w2, w3]] Z/2
G2 2 14 F2[[w4, w6, w7]] Z/2× Σ3

DW3 3 45 F2[[w8, w12, w14, w15]] Z/2× PSL2(F7)

Table 1. Analogies between the (2-compact) groups PGL2 =
SO3, G2, and DW3; all of these are Poincaré duality complexes
of dimension indicated in the third column. Here, wn denotes the
nth Stiefel-Whitney class, and the ring in the fourth column is
known as the algebra of rank n+1 Dickson invariants. Note, also,
that the Weyl group of DW3 is called G24 in the Shephard-Todd
classification.

It is difficult to answer this question since the representation theory of DW3 is
not well-understood. For instance, one can ask the somewhat outrageous question
of whether there is a 2-compact group G with an E1-map DW3 → G such that
G/DW3 is the 2-completion of a framed 30-manifold with Kervaire invariant one.
(See [Jon] for a construction of such a 30-manifold.) This desideratum is analogous
to the equivalences PGL×3

2 /PGL2
∼= RP 3 × RP 3 and PSO8/G2

∼= RP 7 × RP 7.
If such a G exists, and there is a good theory of G[[t]]-equivariant sheaves of (“2-
completed”) k-modules, it seems reasonable to expect that there is an equivalence
of the form

Shvc,SatG[[t]] (G((t))/DW3((t)); k) ∼= Perfsh(std⊗3(28, ~14,−14,~0)/SL2(−14ρ)×3×A2(8, 12)).
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Here, the “Whittaker” factor A2(8, 12) on the right-hand side comes from the iso-
morphism

Spf H∗(BDW3; k) := Spf H∗(BDW3;Z2)⊗Z2
k ∼= Â3(8, 12, 28),

which follows from running the Bockstein spectral sequence on

H∗(BDW3;F2) ∼= F2[[w8, w12, w14, w15]],

and the fact that the Bockstein sends w14 7→ w15.
7 Even if such a G does not exist,

one can still wonder about the analogue of the “regular centralizer” group scheme
calculation from Theorem 1.2:

• Is there a good notion of genuine equivariant DW3-cohomology (with
coefficients in k = Q2(ζ8), say)? One should have SpecH∗

DW3
(∗; k) ∼=

A3(8, 12, 28).
• Is there a faithful (basepoint-preserving) action of DW3 on S15? Simi-

larly, is there a faithful (basepoint-preserving) action of DW3 on the 2-
completion of a framed 30-manifold M30 with Kervaire invariant one?

• For the above expected action, is there an isomorphism

SpecHDW3

∗ (ΩM30; k) ∼= A2(8, 12)× (A1(28)×std⊗3(28, ~14,−14,~0)/SL2(−14ρ)×3 A
1(28))

of graded group schemes over k?

4. Variants

Remark 4.1. As in [Bha1], understanding the SL×3
2 -equivariant geometry of cubes

can be specialized to understand variant situations. We will sketch some such
variants below. The observations motivating the discussion in this section are the
main results of [Bha1], and the analogy, likely already observed by the reader
familiar with Bhargava’s work, between the stack BA1//(Z/2)J̌ and the narrow class
group of a quadratic extension of Q. This analogy is not very surprising once
one recognizes that J̌ is just the nonsplit torus x2 − a2y2 = 1 over A1//(Z/2) =
SpecQ[a2] (see [Dev, Example 3.7.14]).

Let us begin with the case of squares/degree 2 extensions. More precisely, recall
from [BF] that the (arithmetically sheared; see [BZSV]) derived geometric Satake
equivalence for PGL2 states:

Theorem 4.2 (Bezrukavnikov-Finkelberg). There is a monoidal equivalence of ∞-
categories

Shvc,Sat
PGL×2

2 [[t]]
(PGL×2

2 ((t))/PGLdiag
2 ((t));Q) ≃ Perfsh(sl∗2(2− 2ρ)/SL2(−2ρ)).

The latter can alternatively be understood as the ∞-category of perfect complexes
on a shearing of T ∗(SL2)/SL

×2
2 .

7A previous version of this remark asked for G/DW3 to be RP 15 × RP 15. One can check
that such a G, if it existed, would have rational cohomology given by

H∗(BG;Z2)⊗Z2
k ∼= k[[c4, c6, c14, x, y]],

where both x and y live in cohomological degree 16. In an email, Jesper Grodal told me that such
a G cannot exist (it would have to be the 2-completion of a compact Lie group, but no compact
Lie group has the desired cohomology).
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As described in [Dev, Section 3.2], one key input into Theorem 4.2 is that if
J̌ denotes the group scheme of regular centralizers for SL2, with the embedding
J̌ →֒ SL2 × SL2 × sl∗2//SL2 via g 7→ (g, g−1), the affine closure of the quotient
(SL2 × SL2 × sl∗2//SL2)/J̌ is isomorphic to T ∗SL2.

8

One can ask for a variant of Theorem 4.2, where the embedding PGLdiag
2 ((t)) →֒

PGL×2
2 ((t)) is replaced by the embedding of PGL2((t)) into (ResC[[t1/2]]/C[[t]]PGL2)((t)).

The latter is the base-change to C((t)) of the Weil restriction of the constant group
scheme PGL2 along C[[t]] ⊆ C[[t1/2]]. More generally, one could replace C[[t1/2]] by
C[[t1/n]]. In this case, we have the following expectation.

Conjecture 4.3. Let Gn = ResC[[t1/n]]/C[[t]]G. Then there is a fully faithful functor

Perfsh(Ǧ\(Ǧ× ǧ∗(2)//Ǧ)/J̌ [n]) →֒ ShvcGn[[t]](Gn((t))/G((t));Q),

where Ǧ × ǧ∗(2)//Ǧ denotes the constant group scheme over ǧ∗(2)//Ǧ, J̌ is the
group scheme of regular centralizers for Ǧ, J̌ [n] is its n-torsion subgroup, and

(Ǧ× ǧ∗(2)//Ǧ)/J̌ [n] is the affine closure of the quotient (Ǧ× ǧ∗(2)//Ǧ)/J̌ [n]. Fur-
thermore, this full subcategory is stable under the action of the spherical Hecke
category Shvc(Gn×Gn)[[t]](Gn((t));Q) on ShvcGn[[t]](Gn((t))/G((t));Q).

The affine closure (Ǧ× ǧ∗(2)//Ǧ)/J̌ [n] admits the structure of a (finite-type)
Hamiltonian Ǧ-scheme of dimension

dim
(
(Ǧ× ǧ∗(2)//Ǧ)/J̌ [n]

)
= dim(Ǧ) + rank(Ǧ) = 2 dim(Ǧ/Ň).

Moreover, its invariant-theoretic quotient by the Ǧ-action is ǧ∗//Ǧ. When G =
PGL2, we describe this variety explicitly for n = 2, 3, 4.

Although [Dev, Theorem 3.6.4] does not apply in this situation, because Gn
is not the base-change of a constant group scheme over C, we can nevertheless
attempt to compute the analogue of the regular centralizer group scheme for the
pair G →֒ Gn. The following is a helpful tool in understanding these variant cases;
assume for simplicity that G is a connected reductive group whose derived subgroup
is almost simple.

Lemma 4.4. Let n be a nonnegative integer, so that the degree n map S2 → S2

induces an E1-endomorphism9 [n] of Ω2BG ≃ ΩG. Under the homotopy equivalence
ΩG ≃ G((t))/G[[t]], the map [n] is induced by the map C[[t]] → C[[t1/n]]. Moreover,
under the isomorphism

SpecHG∗ (ΩG;Q) ∼= J̌

of [YZ, Theorem 1.2] (see also [BFM]), the map [n]∗ : OJ̌ → OJ̌ induced by
[n] : ΩG→ ΩG is given by multiplication by n on the ring of functions OJ̌ .

Remark 4.5. Although the map [n] : ΩG → ΩG is only an E1-endomorphism,
it can be shown that the induced endomorphism of CG∗ (ΩG;Q) is one of E2-Q-
algebras. Upon Borel-completion (so CG∗ (ΩG;Q) is replaced by Q[ΩG]hG), this

8The fact that the embedding sends g 7→ (g, g−1), as opposed to being the diagonal, is
ultimately why the Chevalley involution shows up in the spectral side of geometric Langlands.

9This is an analogue for E2-spaces of the observation that if X is a space, the degree n map
S1 → S1 induces a map ΩX → ΩX which sends γ → γn. This is only a pointed map, and not
necessarily an E1-map, since taking powers is generally not a map of monoids. However, if X is
itself an E1-space, so that ΩX is an E2-space, the map γ → γn is one of E1-spaces.
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is a consequence of the observation that Q[ΩG]hG is an E3-Q-algebra: it is the
E2-Hochschild cohomology of Q[ΩG], and the E3-structure comes from the Deligne
conjecture. Alternatively, the completion of CG∗ (ΩG;Q) at the cellular filtration
of ΩG can be identified with the E2-Hochschild cohomology of C∗

G(∗;Q), and the
E3-structure again comes from the Deligne conjecture. See [Dev, Corollary 3.5.12].

Let us now describe Conjecture 4.3 explicitly when G = PGL2.

Example 4.6 (Conjecture 4.3 for n = 2). Lemma 4.4 suggests that the analogue of
the regular centralizer group scheme for Conjecture 4.3 is the the 2-torsion subgroup
J̌ [2] of J̌ . As described in [BFM], J̌ can be viewed as the group scheme over
sl∗2//SL2

∼= SpecQ[y] of matrices of the form g =
(
a b
by a

)
with det(g) = a2−b2y = 1.

To understand J̌ [2], note that g2 =
(
a2+b2y 2ab

2aby a2+b2y

)
, and since 2 is a unit in Q, we

find that g is 2-torsion if and only if ab = 0 and a2+ b2y = 1. But since det(g) = 1,
this forces a2 = 1 and b = 0. In other words, J̌ [2] is isomorphic to the constant
group scheme µ2×sl∗2//SL2. It follows that (SL2×sl∗2//SL2)/J̌ [2] ∼= PGL2×sl∗2//SL2.
No affine closure is necessary, since this is already affine. This suggests that there
is a fully faithful functor from the ∞-category of perfect complexes on a shearing
of the SL2-quotient of PGL2 × sl∗2//SL2 to ShvcG[[t]](G((t))/PGL2((t));Q), i.e., a fully
faithful functor

Perfsh((PGL2 × sl∗2(2)//SL2)/SL2) ≃ Perfsh(Bµ2 × sl∗2(2)//SL2)

→֒ ShvcG[[t]](G((t))/PGL2((t));Q).

This is the specialization of Conjecture 4.3 to the present case. Such a fully faithful
functor does indeed exist: the inclusion of a basepoint of each of the two connected
components of G((t)) corresponds to the inclusion of each of the two factors of

Perfsh(Bµ2 × sl∗2(2)//SL2) ≃ Perfsh(sl∗2(2)//SL2)
⊕2.

Let us now turn to the cubic case.

Conjecture 4.7 (Conjecture 4.3 for n = 3). Let Sym3(std)(4, 2, 0,−2) denote the
graded vector space of binary cubic forms, where such a form is viewed as a function
A2(−2, 0) → A1(−2). In other words, the coefficients of ax3+3bx2y+3cxy2+dy3

have the following weights: a lives in weight −4, b lives in weight −2, c lives in
weight 0, and d lives in weight 2. Let G3 = ResC[[t1/3]]/C[[t]]PGL2. Then there is a
fully faithful functor

Perfsh(Sym3(std)(4, 2, 0,−2)/SL2(−2ρ)) →֒ ShvcG3[[t]](G3((t))/PGL2((t));Q).

Note that the example of SL2 acting on Sym3(std) does not fit into the formal-
ism of [BZSV], since it is not hyperspherical in the sense of loc. cit. (see [BZSV,
Example 5.1.10]). Let us show that Conjecture 4.7 is indeed Conjecture 4.3 spe-
cialized to n = 3.

Proposition 4.8. Let V = Sym3(std) denote the 4-dimensional symplectic vector
space of binary cubic forms, so that V admits an action of SL2. Then:

(a) Let ∆ : V → A1 denote the map sending a binary cubic form f = ax3 +
3bx2y + 3cxy2 + dy3 to its discriminant

∆(f) = a2d2 − 6abcd− 3b2c2 + 4(ac3 + b3d).

Then ∆ defines an isomorphism V//SL2
∼= A1.
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(b) The closed immersion κ : A1 → V sending a 7→ −a
4x

3 + 3xy2 defines
a section of ∆, and the SL2-orbit of the image of κ has complement of
codimension ≥ 2.

(c) Identify A1 = sl∗2//SL2, let J̌ denote the group scheme over sl∗2//SL2 of
regular centralizers for SL2, and let J̌ [3] denote its 3-torsion subgroup.
Then there is an isomorphism

sl∗2//SL2 ×V/SL2
sl∗2//SL2

∼= J̌ [3]

of group schemes over sl∗2//SL2. In particular, the affine closure of (SL2 ×
sl∗2//SL2)/J̌ [3] is SL2-equivariantly isomorphic to V .

Proof. The first statement is in [PV, Section 0.12], and the second statement
can be deduced similarly. For the final statement, recall as in [Bha1] that there is

a closed immersion V ⊆ std⊗3 given by ax3 + 3bx2y + 3cxy2 + dy3 7→ (a,~b, d,~c).
This corresponds to the triply-symmetric cube

b c

a

✂✂✂
b

���

c d.

b

✂✂✂
c

���

The above embedding is SL2-equivariant for the natural action on V and the diag-

onally embedded SLdiag
2 ⊆ SL×3

2 = Ǧ acting on std⊗3. Moreover, the composite

V ⊆ std⊗3 det−−→ sl∗2//SL2
∼= A1

sends f 7→ ∆(f). This implies that sl∗2//SL2 ×V/SL2
sl∗2//SL2 can be identified with

the intersection sl∗2//SL2 ×std⊗3/Ǧ sl∗2//SL2 with the diagonally embedded SLdiag
2 ×

sl∗2//SL2 ⊆ SL×3
2 × sl∗2//SL2. By Proposition 2.15, we find that

sl∗2//SL2 ×V/SL2
sl∗2//SL2

∼= ker(J̌ ×sl∗2//SL2
J̌ ×sl∗2//SL2

J̌
prod−−−→ J̌) ∩ (SLdiag

2 × sl∗2//SL2)

∼= J̌ [3].

The claim about the affine closure of (SL2 × sl∗2//SL2)/J̌ [3] follows from (b). �

Remark 4.9. If we identify Sym3(std) with the affine closure of (SL2×sl∗2//SL2)/J̌ [3]
via Proposition 4.8, the inclusion J̌ [3] ⊆ J̌ along with the identification of sl∗2 with
the affine closure of (SL2× sl∗2//SL2)/J̌ gives an SL2-equivariant map Sym3(std) →
sl∗2 ∼= Sym2(std). (Note that this map is quadratic, not linear.) This map is very
classical: it produces the quadratic resolvent of a binary cubic form. Explicitly, it
sends f = ax3 + 3bx2y + 3cxy2 + dy3 to the binary quadratic form

q = (ac− b2)x2 + (ad− bc)xy + (bd− c2)y2.

Said differently, Sym3(std) admits the structure of a Hamiltonian SL2-space, and
the moment map Sym3(std) → sl∗2 for this SL2-action can be identified with the
quadratic resolvent construction. Moreover, this moment map is SL2(−2ρ)⋊Gm-
equivariant for the grading on Sym3(std) described in Conjecture 4.7 and the (2−
2ρ)-grading on sl∗2.
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There is an action of Shvc,SatG3[[t]]×G3[[t]]
(G3((t));Q) on ShvcG3[[t]](G3((t))/PGL2((t));Q)

by convolution. Theorem 4.2 allows us to identify Shvc,SatG3[[t]]×G3[[t]]
(G3((t));Q) with

Perfsh(sl∗2(2 − 2ρ)/SL2(−2ρ)) as monoidal categories. Under Conjecture 4.7, the

resulting action of Perfsh(sl∗2(2− 2ρ)/SL2(−2ρ)) on ShvcG3[[t]](G3((t))/PGL2((t));Q)

should preserve the full subcategory Perfsh(Sym3(std)(4, 2, 0,−2)/SL2(−2ρ)). The
action on this full subcategory should be given by the moment map/quadratic re-
solvent Sym3(std) → sl∗2.

Remark 4.10. What about binary forms of higher degree? Let V denote the 5-
dimensional affine space of binary quartic forms; the action of SL2 on V descends
to an action of PGL2.

(a) Let π : V → A2 denote the map sending a binary quartic form f =
ax4 + 4bx3y + 6cx2y2 + 4dxy3 + ey4 to the invariants

I = ae− 4bd+ 3c2,

J = ace+ 2bcd− ad2 − b2e− c3.

Then π defines an isomorphism V//PGL2
∼= A2.

(b) The closed immersion κ : A2 → V sending (a, b) 7→ 4x3y + dxy3 + ey4

defines a section of π, and the PGL2-orbit of the image of κ has complement
of codimension ≥ 2. In fact, the PGL2-orbit consists of those binary
quartic forms with at least one root of multiplicity 1.

(c) Let E denote the elliptic curve over A2 = SpecQ[d, e] given by y2 =
x3 + dx + e, and let E[2] denote its 2-torsion subgroup. Then there is an
isomorphism

A2 ×V/PGL2
A2 ∼= E[2]

of group schemes over A2. In particular, the affine closure of (PGL2 ×
A2)/E[2] is PGL2-equivariantly isomorphic to V . (Tantalizingly, the co-
ordinates d and e live in weights 4 and 6, and so the base A2 can actually
be identified with SpecH∗

SL3
(∗;Q).)

Once one knows the formulas, (a) and (b) are not difficult calculations (see [PV]),
and part (c) can be proved as in [CF, Sections 3-5] and [BS, Theorem 3.2]. Finally,

note that if V = Symj(A2) denote the (j + 1)-dimensional affine space of binary
j-forms, so that V admits an action of SL2, the invariant-theoretic quotient V//SL2

is not an affine space if j ≥ 5 (see [PV, Example 1 in Section 8.2]).

The poset of SL2-orbit closures in P(Sym3(std)) is shown in Figure 3.

P(Sym3(std)) {∆ = 0} P1

Figure 3. SL2-orbit closures on Sym3(std), connected by closure. The inclusion
P1 →֒ P3 is the embedding of the twisted cubic, and the vanishing locus of ∆ is
the dual variety/tangent developable of the twisted cubic.

Before proceeding to Conjecture 4.3 for higher n, let us note the following
modification of the cubic case. Instead of considering PGL2[[t]] as a subgroup of
ResC[[t1/3]]/C[[t]]PGL2, one could also consider the Weil restriction ResC[[t1/2]]×C[[t]]/C[[t]]PGL2
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along the extension C[[t]] ⊆ C[[t1/2]]×C[[t]]. For this, one obtains the following vari-
ant of Theorem 1.2.

Conjecture 4.11. Let (std⊗sl∗2)(4, 2, 0,−2) denote the graded vector space of pairs
of binary quadratic forms, where the coefficients of a pair (q1, q2) = (ax2 + 2bxy +
cy2, dx2 + 2exy + fy2) have the following weights: a lives in weight −4, b lives in
weight −2, c lives in weight 0, d lives in weight −2, e lives in weight 0, and f
lives in weight 2. In other words, (std⊗ sl∗2)(4, 2, 0,−2) ∼= A2(2, 0)⊗ sl∗2(−2ρ). Let
G = ResC[[t1/2]]×C[[t]]/C[[t]]PGL2. Then there is a fully faithful functor

Perfsh((std⊗ sl∗2)(4, 2, 0,−2)/SL2(−2ρ)×2) →֒ ShvcG[[t]](G((t))/PGL2((t));Q).

Again, [Dev, Theorem 3.6.4] does not apply in this situation, because G is
not the base-change to C((t)) of a constant group scheme over C. Nevertheless, we
expect that Conjecture 4.7 is a consequence of Lemma 4.4 and Proposition 4.12
below; together, these results should give an analogue of the criteria of [Dev,
Theorem 3.6.4].

Proposition 4.12. Let V = std ⊗ sl∗2, equipped with an action of SL2 × SL2 via
the SL2-actions on std and sl∗2. Then:

(a) Let ∆ : V → A1 denote the map sending a pair of binary quadratic forms
(q1, q2) = (ax2 + 2bxy + cy2, dx2 + 2exy + fy2) to the function

∆(q1, q2) = a2f2 + c2d2 − 2acdf + 4(ae− bd)(ce− bf).

Then ∆ defines an isomorphism V//(SL2 × SL2) ∼= A1.
(b) The closed immersion κ : A1 → V sending a 7→ (a4x

2 + y2, 2xy) defines a
section of ∆, and the SL2 × SL2-orbit of the image of κ has complement
of codimension ≥ 2.

(c) Identify A1 = sl∗2//SL2, let J̌ denote the group scheme over sl∗2//SL2 of
regular centralizers for SL2, and define the embedding

J̌ →֒ SL2 × SL2 × sl∗2//SL2, g 7→ (g−2, g).

Note that this is indeed a homomorphism since J̌ is commutative. Then
there is an isomorphism

sl∗2//SL2 ×V/(SL2×SL2) sl
∗
2//SL2

∼= J̌ ⊆ SL2 × SL2 × sl∗2//SL2

of group schemes over sl∗2//SL2. In particular, the affine closure of (SL2 ×
SL2 × sl∗2//SL2)/J̌ is SL2 × SL2-equivariantly isomorphic to V .

Proof sketch. These statements follow exactly as in Proposition 4.8. Indeed,
as described in [Bha1], there is a closed immersion V ⊆ std⊗3 given by

(ax2 + 2bxy + cy2, dx2 + 2exy + fy2) 7→ (a, (b, d, b), f, (e, c, e)).

This corresponds to the doubly-symmetric cube

d e

a

✂✂✂
b

���

e f.

b

✄✄✄
c

✁✁✁
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The above morphism is SL2 × SL2-equivariant for the natural action on V and the
embedding

ι : SL2 × SL2 ⊆ SL×3
2 = Ǧ, (g, h) 7→ (g, h, h).

One can check that the composite

V ⊆ std⊗3 det−−→ sl∗2//SL2
∼= A1

sends (q1, q2) 7→ ∆(q1, q2). Finally, as in Proposition 4.8, we find that

sl∗2//SL2 ×V/(SL2×SL2) sl
∗
2//SL2

∼= ker(J̌ ×sl∗2//SL2
J̌ ×sl∗2//SL2

J̌
prod−−−→ J̌) ∩ (ι(SL2 × SL2)× sl∗2//SL2)

∼= ker(J̌ ×sl∗2//SL2
J̌

(g,h) 7→gh2

−−−−−−−→ J̌)

∼= J̌ ,

where J̌ is a subgroup of (ι(SL2×SL2)× sl∗2//SL2) via g 7→ (g−2, g), as desired. �

Remark 4.13. The inclusion J̌ →֒ SL2 × SL2 × sl∗2//SL2 from Proposition 4.12(c)
can be alternatively described as the composite inclusion

J̌ ∼= ker(J̌ ×sl∗2//SL2
J̌

id×[2]∗−−−−→ J̌) →֒ J̌ ×sl∗2//SL2
J̌ →֒ SL2 × SL2 × sl∗2//SL2.

The poset of SL2 × SL2-orbit closures in P(std ⊗ sl∗2) is shown in Figure 4.

P(std⊗ sl∗2) {∆ = 0} P1 ×P2 P1 ×P1

Figure 4. SL2 × SL2-orbit closures on P(std ⊗ sl∗2), connected by closure. The
inclusion P1×P2 →֒ P5 is the Segre embedding, the embedding P1×P1 →֒ P1×P2

is induced by the inclusion of a quadric P1 ⊆ P2, and the vanishing locus of ∆ is
the dual variety to this quadric.

Remark 4.14. There is a variant of Proposition 4.12 for the vector space V =
std⊗Sym3(std) of pairs of binary cubic forms, equipped with its natural SL2×SL2-
action. We will not use this, so we will just state the relevant results for the sake of
completeness (these statements follow from the work of Bhargava-Ho in [BH]). It
turns out that there is an isomorphism V//(SL2 × SL2) ∼= A2, where the invariants,
denoted a1 and a3, are of degrees 2 and 6, respectively. In particular, there is an
isomorphism

V (2)//(SL2 × SL2) ∼= A2(4, 12),

where the symbol V (2) means that the coordinates of V are placed in weight −2.
In fact, the action of SL2 × SL2 on V descends to an action of SO4, and it turns
out that V ∼= so⊥4 ⊆ g∗2 under the embedding SO4 ⊆ G2. (Tantalizingly, H∗

G2
(∗;Q)

is a polynomial algebra on classes in cohomological degrees 4 and 12, and so the
base A2(4, 12) can actually be identified with SpecH∗

G2
(∗;Q).)

As in Remark 4.10, there is a Kostant slice κ : A2 ∼= V//(SL2 × SL2) → V , and
it turns out that there is an isomorphism

A2 ×V/(SL2×SL2) A
2 ∼= EΓ1(3)[2],

where EΓ1(3) is the universal elliptic curve y2 + a1xy + a3y = x3 with a Γ1(3)-level

structure over A2. The reader is referred to [BH] (see in particular [BH, Line 6 of
Table 1]) for a detailed study of this example, from which the above claims can be
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deduced. I do not know how this example fits into the invariant-theoretic picture
of geometric Langlands described in this article and [BZSV, Dev]!

Finally, using Remark 3.10, here is the specialization of Conjecture 4.3 to n = 4:

Conjecture 4.15 (Conjecture 4.3 for n = 4). Let G4 = ResC[[t1/4]]/C[[t]]PGL2. Let

O denote the minimal nilpotent coadjoint orbit of so8, and let the symmetric group
Σ4 act on O as described in [FJLS, Section 4.1]. Then the action of SL×4

2 ⊆ SO8

on O descends to an action of SL2 on the invariant quotient O//Σ4. For this action
of SL2, there is a fully faithful functor

Perfsh((O//Σ4)/SL2(−2ρ)) →֒ ShvcG4[[t]](G4((t))/PGL2((t));Q),

for a certain grading on O//Σ4.

Let us end with a comment about J̌ [n] for arbitrary n.

Remark 4.16. One could try to generalize Proposition 4.8 to binary forms of
higher degree. Let n ≥ 3, and let V = Symn(std) denote the (n + 1)-dimensional
vector space of binary forms of degree n, so that V admits an action of SL2. Let
κ : A1//(Z/2) = SpecQ[a2] → V denote the closed immersion sending

a2 7→
{

1
2 ((y + ax)n + (y − ax)n) n even;
1
2a ((y + ax)n − (y − ax)n) n odd.

A direct computation then shows that the stabilizer inside J̌ of κ is isomorphic to
J̌ [n]. Using the SL2-action on V , one therefore obtains a map

f : (SL2 ×A1)/J̌ [n] → Symn(std).

When n is odd, the vector space Symn(std) admits a symplectic structure: if we
write

∑n
j=0

(
n
j

)
ajx

jyn−j for a general binary form of degree n, the symplectic form

(up to scaling) is given by

ω =

(n−1)/2∑

j=0

(−1)j
(
n

j

)
daj ∧ dan−j .

Using this formula, one can check explicitly that the following diagram commutes:

(5) (SL2 ×A1)/J̌ [n]
f

//

��

Symn(std)

µ

��

(SL2 ×A1)/J̌ ∼
// sl∗2.

here, the vertical map is the moment map for Symn(std). When n = 3, the map f
is an isomorphism by Proposition 4.8, but this will not be true for n ≥ 4. Indeed, κ
is generally not a section of an invariant-theoretic quotient map (see Remark 4.10)!

The above discussion has some consequences for global function fields. Let Σ
denote a smooth projective curve over C of genus g. As described in [GR2], any

symplectic Ǧ-representation V and a choice of square root K
1/2
Σ of the canonical

bundle of Σ defines a Lagrangian substack LV →֒ HiggsǦ(Σ) of the moduli stack

of Ǧ-Higgs bundles on Σ. (One could more generally replace V by a graded Hamil-
tonian Ǧ-variety.) Roughly speaking, this Lagrangian substack consists of those
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Higgs bundles (P, θ) with θ ∈ H0(Σ; ǧ∗
P
⊗KΣ) obtained as the moment map image

of a section of VP ⊗K
1/2
Σ .

Proposition 4.8 and the above discussion together allow us to describe this La-
grangian explicitly when Ǧ = SL2 and V = Sym2n+1(std). Namely, the Lagrangian
LSym2n+1(std) → HiggsSL2

(Σ) fiberwise (over the Hitchin base) contains the (2n+1)-
torsion subgroup in the Prym variety; when n = 1, it is furthermore exactly the
3-torsion in the Prym variety. One can obtain similar descriptions for the other
symplectic representations described in this article. For instance, Proposition 2.15
implies that if Ǧ = SL×3

2 and V = std⊗3, the Lagrangian Lstd⊗3 → HiggsSL×3
2
(Σ)

is fiberwise (over the Hitchin base) given by the subgroup of the threefold product
of the Prym variety consisting of those triples (L1, L2, L3) of line bundles whose
tensor product is trivial.
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