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ABSTRACT
Numerical models of the ocean and ice sheets are crucial for un-
derstanding and simulating the impact of greenhouse gases on the
global climate. Oceanic processes affect phenomena such as hur-
ricanes, extreme precipitation, and droughts. Ocean models rely
on subgrid-scale parameterizations that require calibration and
often significantly affect model skill. When model sensitivities to
parameters can be computed by using approaches such as auto-
matic differentiation, they can be used for such calibration toward
reducing the misfit between model output and data. Because the
SOMA model code is challenging to differentiate, we have created
neural network-based surrogates for estimating the sensitivity of
the ocean model to model parameters. We first generated perturbed
parameter ensemble data for an idealized ocean model and trained
three surrogate neural network models. The neural surrogates ac-
curately predicted the one-step forward ocean dynamics, of which
we then computed the parametric sensitivity.
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1 INTRODUCTION
The oceans are important in mitigating anthropogenic climate
change, primarily by absorbing significant amounts of carbon diox-
ide and heat. Concurrently, oceanic processes redistributing mass,
heat, and salt are key drivers in phenomena such as hurricanes, ex-
treme precipitation, and droughts. Therefore, much effort is devoted
to modeling and understanding the behavior of the ocean under

various scenarios [7, 19, 41, 46]. Of particular interest are the long-
term changes in critical ocean circulation patterns, which could
have wide-ranging climate impacts. Understanding the stability of
the circulation is critical to our ability to predict the conditions that
could cause its weakening.

We consider theModel for Prediction Across ScalesMPAS-Ocean,
a numerical model designed for the simulation of the ocean system
from time scales of days to millennia and spatial scales from sub-1
km to global circulations [12, 35, 39]. Being able to represent interac-
tions across a wide range of scales, it can directly capture mesoscale
ocean activity at sufficiently high resolutions or be used to study
anthropogenic climate change when used as part of a comprehen-
sive climate or Earth system model. In this context, subgrid-scale
parameterization, for example, of unresolved eddies or vertical mix-
ing, plays an important role. We are interested in understanding
the sensitivities of MPAS-Ocean’s output to the model parameters.
Estimating this sensitivity is time- and resource-consuming by run-
ning the model multiple times while varying each parameter in
isolation. Other approaches include the use of Gaussian process,
which suffers greatly from the curse of dimensionality [4, 16], and
parameter study methods [2].

Alternatively, adjoint models have shown great promise in un-
covering the sensitivity of the model to its parameters [8, 9, 28, 29].
They simultaneously calculate the derivatives of a single model
output with respect to all model parameters. Adjoint models can be
created manually or via automatic differentiation (AD), a technique
to compute the adjoints of mathematical functions expressed as
source code [13]. The reverse mode of AD, which computes ad-
joints, is also known as backpropagation and underpins machine
learning [3]. Most popular machine learning frameworks such as
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PyTorch [33], which are used to build neural networks, provide the
ability to perform the reverse mode of AD and thus compute ad-
joint sensitivity with little effort on the part of the end user. While
AD tools exist for several programming languages, an AD tool can
be challenging to apply for highly parallel, pre-existing codes, in-
cluding MPAS-Ocean. The resulting derivative computation may
exhibit poor performance and can be difficult to validate [18].

Neural networks (NNs), as universal function approximators [17],
create models of physical processes from observational or simula-
tion data andmay act as surrogates for numerical models [30, 42, 43].
Once trained, NNs can infer outcomes at unseen parameter points
compatible with the training data. Recently, adjoints obtained by
differentiation of the surrogate NN model have been shown to
match the accuracy of those obtained by conventional AD of the
original forward simulation code in particular settings that were
considered [6, 14]. We therefore explore how to generate an accu-
rate NN surrogate for the idealized Simulating Ocean Mesoscale
Activity (SOMA) test case within MPAS-Ocean [1]. We then use
our NN model to generate adjoint versions of the original model to
obtain parametric sensitivities.

The contributions of this work can be summarized as follows.
(1) We generated a SOMA perturbed parameter ensemble dataset
for deep learning model development and benchmarking; (2) we
trained neural network surrogates with large-scale distributed train-
ing, aiming to recreate the timestepping behavior of the forward
(true) model; and (3) we computed and verified neural adjoints
from the neural surrogates and gained insight into the model sen-
sitivity to four parameters. The rest of this paper is organized as
follows. Section 2 presents the SOMA simulation, problem setting,
and neural network surrogate generation. Section 3 presents the
experiment setup, and Section 4 presents the results and discussion.
Section 5 concludes the paper with a summary and a brief look at
future work.

2 METHODS
This section describes the default SOMA configuration of MPAS-
Ocean, problem formulation, and neural network surrogate.

2.1 SOMA Configuration
The SOMA configuration is designed to investigate equilibrium
mesoscale eddy activity in a setting similar to how ocean climate
models are deployed. SOMA simulates an idealized, eddying, mid-
latitude, double-gyre ocean basin with latitudes ranging from 21.58
to 48.58N and longitudes ranging from 16.58W to 16.58E [45]. The
circular basin features curved coastlines with a 150 km wide, 100
m deep continental shelf and slope (see Figure 1). SOMA can be
run at four different resolutions, where a coarser resolution is more
granular: 4 km, 8 km, 16 km, and 32 km.

We have chosen to run SOMA at a resolution of 32 km. At this res-
olution, the mesoscale eddy field is unresolved and is parametrized
instead. The diagnostic output is computed from five prognostic
outputs (layer thickness, salinity, temperature, zonal velocity, and
meridional velocity) that, in turn, are influenced by four model
parameters. The parameterization of mesoscale tracer transport em-
ployed in SOMA is a combination of isopycnal diffusion known as
Redi parameterization [38], with an associated parameter 𝜅𝑟𝑒𝑑𝑖 , and

eddy-induced advection known as Gent–McWilliams parameteriza-
tion [10, 11], with an associated parameter𝜅𝐺𝑀 . The vertical mixing
model uses the Richardson number–based parameterization [32],
with an associated parameter 𝜅𝑏𝑔 . Bottom drag parameterization,
with an associated parameter𝐶𝐷 , is used to extract energy supplied
by wind forcing. The prognostic variables whose temporal evolu-
tion we are interested in emulating are layer thickness, salinity,
meridional velocity, zonal velocity, and temperature.

The original SOMA simulation runs for constant values of the
scalar parameters that are being studied. For training our NN surro-
gates, we are interested in varying the parameters. Figure 2 shows
the variation in ocean temperature for different values of the Gent–
McWilliams parametrization. Significant variation in output for
different parameter values is clearly observed. The SOMA setup is
therefore suitable for creating a perturbed parameter ensemble, as
described in Section 3.1.

2.2 Problem Setting
This section describes the problem setup. We use x to denote the
state variables, 𝑝 the physical model parameters, and 𝜃 the learnable
parameters in the neural network.

On a high level, SOMA starts with the initial state, x0, and the
model parameter(s), 𝑝 , and solves for the state x(𝑡) (i.e., the prog-
nostic variables) at time 𝑡 . The initial value problem, 𝑑x(𝑡, 𝑝)/𝑑𝑡 =
𝑓 (x(𝑡)), with x(0) = x0, leads to the solution at time 𝑡 , x𝑡 =

x0 +
∫ 𝑡

0 𝑓 (x(𝜏, 𝑝))𝑑𝜏 . The solution at the discrete time step 𝑡 + 1 can
be expressed as

x(𝑡 + 1) = x(𝑡) +
∫ 𝑡+1

𝑡

𝑓 (x(𝜏, 𝑝))𝑑𝜏 . (1)

Building neural surrogates aims to model the one-step solving
process in (1). We aim to use a neural network N𝜃 , parameterized
by the neural network trainable parameters 𝜃 to approximate the
solution operator. In particular, we trained the neural network to
approximate the following mapping,

x𝑡+1 = N𝜃 (x𝑡 , 𝑝), (2)

where x is the state variable vector, 𝑡 represents the current time,
and 𝑝 is the parameter that impacts the trajectories of state vari-
ables. The dataset D, obtained from each ensemble with vary-
ing 𝑝 , described in Section 3.1, contains the input-output pairs
{[x(𝑘 )𝑡 , 𝑝 (𝑘 ) ], x(𝑘 )

𝑡+1}
𝑁
𝑘=1. Now, the learning objective is to minimize

the empirical loss function,

L(𝜃 ;D) = 1
𝑁

𝑁∑︁
𝑘=1

∥x(𝑘 )
𝑡+1 − N𝜃 (x

(𝑘 )
𝑡 , 𝑝 (𝑘 ) )∥2

2, (3)

where 𝑁 is the number of data points in the training set. We expect
the trained neural network to accurately predict the state variables
one step forward. Furthermore, with an accurate neural surrogate
for the forward process, we are interested in understanding the
adjoint sensitivity of the model with respect to the parameter 𝑝 ,
𝜕N𝜃 /𝜕𝑝 , which can be easily calculated through backpropagation,
once a skillful, trained neural network is available. Because the
SOMA simulation is not readily differentiable using AD, we verify
the calculation of neural adjoints by performing a dot-product test,
described in Section 4.2.1, as the first step toward matching the
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Figure 1: SOMA domain shown with the 32 km mesh. Below is the depth profile of the basin, along with the horizontally
constant initial temperature and salinity profiles. To the right is the longitudinally constant (zonal-mean) imposed wind stress
forcing.
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Figure 2: Variation shown in temperature with different val-
ues of Gent–McWilliams (GM) parameterization. The tem-
perature at a depth of approximately 43 m at the end of
simulations of the same initial condition is shown.

model true adjoint 𝜕M/𝜕𝑝 , when a differentiable physical model
M is available.

2.3 Neural Network Surrogates
We trained three types of NNs that are commonly used in learning
dynamical systems [5, 31]—U-Net [40], ResNet [15], and FNO [24]—
to learn the forward dynamics of the simulation. The values of

normalized root mean square error (NRMSE) of the predicted prog-
nostic variables from the three NNs trained for 𝜅𝐺𝑀 , listed in Ta-
ble 1, show that the Fourier neural operator (FNO) greatly out-
performs (with lower NRMSEs) the other two NNs. We therefore
primarily adopted FNO as the surrogate model to train on data from
the dynamics of all varied parameters. FNO aims to learn the oper-
ator between infinite-dimensional function spaces and can handle
high-dimensional data efficiently in the spectral space. FNO has
had many successes in modeling physical systems [25, 34, 37]. In
particular, FourCastNet [34], powered by FNO backbones, achieved
outstanding performance in short- to mid-range global weather
forecasting. The key component of FNO is the kernel integral op-
erator implemented as a convolution in the Fourier domain. By
compositing such kernel integral operators along with nonlinear
lift and projection operations, FNO effectively approximates such
an operator and can generalize beyond the data resolution in the
training set. Figure 3 shows the data flow with FNO in our prob-
lem, where the input consists of 3D representations of the state
variables and the external parameter, x, 𝑝 . The output is the same
state variables at the next time step. We zero-padded the region
outside the circular domain, mitigating the edge effect and avoiding
artifacts from the periodic boundary assumption for the fast Fourier
transform.
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Table 1: The normalized root mean square error (%) of the predicted prognostic variables from U-Net, ResNet, and FNO trained
for 𝜅𝐺𝑀 .

Layer Thickness Salinity Temperature Zonal Velocity Meridional Velocity

U-Net 0.8961 0.6288 2.190 0.8679 0.5518
ResNet 4.273 3.978 3.889 1.624 1.914
FNO 0.2944 0.1706 0.2176 0.3195 0.2059
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Figure 3: Fourier neural operator surrogate schematic for one-step forward forecasting of prognostic variables. The input state
variable fields and parameters are in 3D representations. The lift block performs pointwise projection to raise the dimensions
of the input. A Fourier layer performs fast Fourier transform (FFT) of the input and conducts convolution operations in
the frequency domain. The high-frequency modes from the convolution are truncated. At the end of the Fourier layer, an
inverse FFT transforms the data onto its original physical domain. Another layer of pointwise projection then aligns with the
dimension of the solution function.

In the Fourier layer, the integral kernel performs convolution in
the frequency domain, capturing global dependencies. In particular,
high-frequency modes are filtered out to preserve the main struc-
ture of the solution, increasing the generalization ability. Because
of the high-dimensional nature of our data (three-dimensional in
space with multiple variables), we use a variant of FNO, called
TFNO [23], which incorporates Tucker decomposition for more
efficient learning. Tucker decomposition essentially does a prin-
cipal component analysis for higher-order tensors [22], reducing
the complexity of the trainable parameters in the FNO backbones,
resulting in better training efficiency and generalization [23].

3 EXPERIMENTS
This section describes the data generation and postprocessing, neu-
ral network training, and evaluation metrics for the trained surro-
gate models.

3.1 Perturbed Parameter Ensemble Data
Generation and Transformation

We derived from the literature a set of reasonable ranges for per-
turbing the parameters. Table 2 lists the parameters and maximum
and minimum values for uniform sampling. We independently per-
turbed each parameter in the list and performed simulations to
form one ensemble per parameter. For each ensemble, we trained
a neural network surrogate. For each parameter, using uniformly
sampled values in the range, we created 100 forward runs. In each
run, we executed the simulation from the same initial condition
with different parameter configurations for three years and saved
the daily snapshots of the last year. At the 32 km resolution, there
are 8,521 hexagonal cells on the grid, each with 60 vertical levels.
Each month resulted in over 15 million (8521×60×30) cell values for
each spatially and temporally varying output variable in the data
set. Each run of the simulation was done with 128 cores via MPI.
The problem setup and simulation code can be found on GitHub.

The generated data with its original fidelity and representation
posed challenges for training FNO-based models. Therefore, the

https://github.com/anl-ecucuzzella/SOMAForwardCode
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Table 2: Range of Perturbed Parameter Values.

SOMA Parameter Symbol Minimum Maximum

GM_constant_kappa 𝜅𝐺𝑀 200.0 2000.0
Redi_constant_kappa 𝜅𝑟𝑒𝑑𝑖 0.0 3000.0
cvmix_background_diff 𝜅𝑏𝑔 0.0 1e-4
implicit_bottom_drag 𝐶𝐷 1e-4 1e-2

data generated for the mesh grid was converted to a standard lati-
tude and longitude grid through spatial interpolation, and the values
were populated to standard array entries. As a result, we obtained
the data represented with regular grids and stored as arrays, each
instance of shape (6, 60, 100, 100). The first dimension contains the
five prognostic variables and one model parameter, and the last
three dimensions represent the spatial axes of the domain. We post-
processed the first month of saved data for neural surrogate training
and evaluation purposes. In total, we have 3,000 data instances (30
time steps × 100 runs) for the ensemble per perturbed parameter.

3.2 Neural Surrogate Training
We implemented the data loaders, data transformations, and TFNOs
in PyTorch [33]. The data loaders streamed the input-output pairs
in batches, alleviating memory usage. Based on independent runs
of SOMA, the data was randomly split into training, validation, and
testing sets with a ratio of 0.6, 0.2, and 0.2. That is, the training set
contained 60 forward runs, and 20 forward runs for both validation
and testing sets. Our objective was to predict all five prognostic
variables from a single model simultaneously. The state variables
lie in dramatically different ranges. The range difference can cause
the learning to be biased toward certain variables. Therefore, we
normalized the data to ensure the resulting values had similar
ranges. In particular, we used the minimum and maximum variable
values from the simulation instances to perform the normalization
with a target range of [0, 1]. With the high dimensionality of
the data and complexity of the neural network, we distributed
the training and data loader onto ten computing nodes equipped
with 4 Nvidia A100 GPUs each. We trained all four models with a
batch size of 10, 𝐿2 norm as loss function, and Adam optimizer [21]
for over 2,000 epochs with observed convergence. Then, based on
the validation loss, we selected the best model snapshot with the
lowest validation loss for further evaluation with the testing set.
The implementation and training scripts are available on GitHub.

3.3 Metrics
We use three metrics to evaluate the predictions of the model based
on ground truth: coefficient of determination (𝑅2), NRMSE, and
anomaly correlation coefficient (ACC). 𝑅2 is defined as 𝑅2 = 1 −
𝑆𝑆𝑟𝑒𝑠/𝑆𝑆𝑡𝑜𝑡 , where 𝑆𝑆𝑟𝑒𝑠 =

∑(𝑦 − 𝑦)2; 𝑆𝑆𝑡𝑜𝑡 =
∑(𝑦 − 𝑦)2; and

𝑦, 𝑦, and 𝑦 are true values, predicted value, and the average of
true values, respectively. It describes the proportion of variance
in the target that the model can explain. A number closer to 1 is
associated with a better model. NRMSE is defined as 𝑁𝑅𝑀𝑆𝐸 =
1
𝑁

√︁∑(𝑦 − 𝑦)2/(𝑦𝑚𝑎𝑥−𝑦𝑚𝑖𝑛). The NRMSE accounts for the average
percentage deviation of the predicted values from the true values.
It is normalized by using the true data range to compare different

models and predictions for different state variables fairly. The third
metric, ACC, implies the similarity between two state variable
fields, including the pattern-contrast variations. It is defined as
𝐴𝐶𝐶 =

∑(𝑦−𝑦) (𝑦−𝑦)/
√︁∑(𝑦 − 𝑦)2 (𝑦 − 𝑦)2 [44]. ACC ranges from

-1 to 1, with 1 indicating a perfect positive correlation between the
anomalies from predicted and true values. All three metrics are
robust to state variable types and scales.

4 RESULTS AND DISCUSSION
This section discusses the accuracy of our trained NNs and the
computation of adjoints.

4.1 Forward Prediction
Table 3 shows the performance metrics of the TFNOs for each out-
put prognostic variable (layer thickness, salinity, temperature, zonal
velocity, and meridional velocity) with varying parameters. The
trained models, overall, accurately predict the prognostic variables
one step in the future. The model performance on zonal and merid-
ional velocities among the four trained networks is less accurate
than other variables. In particular, the network taking varying 𝜅𝑏𝑔
is the least performant in predicting zonal and meridional velocities.
One possible reason is that zonal and meridional velocities have
high contrast profiles in small regions, whereas other variables lack
sharp changes in values. Since we trained the network to mini-
mize the total loss for all variables, it was more challenging for the
network to capture high-frequency features present in zonal and
meridional velocity profiles.

Figure 4 shows the true, predicted, and absolute error for one-step
forward values for the prognostic variables of the trained TFNO for
the parameter, 𝜅𝐺𝑀 . The predicted profiles follow the same range
of variable values and closely resemble the actual distribution, with
a slight loss of details. Moreover, we are interested in the model
performance for more extended horizon rollout, where the trained
networks predict prognostic variables in an autoregressive way.
Figure 5 presents the four neural surrogates’ rollout performance
on the testing set. The NRMSE indicates accurate rollout from
three of the four surrogates more than 10 steps (days), and the
model taking varying 𝜅𝑟𝑒𝑑𝑖 has the least accumulated error for
temperature and meridional velocity profiles. The model taking 𝜅𝑏𝑔
exhibits the fastest error accumulation compared with other models,
holding up a relatively accurate rollout of only about 5 steps. This
could be due to the trained neural surrogate not fully capturing
the possibly more intricate and nonlinear interactions between the
prognostic variables and 𝜅𝑏𝑔 , resulting in a small error (comparable
to other models) in single-step forward prediction but large error
accumulation in the multistep rollout.

4.2 Neural Adjoints
We are focused on understanding how sensitive the prognostic vari-
ables are to the parameter using the neural surrogates. Using the
accurate neural surrogate makes it possible to determine the adjoint
sensitivity through backpropagation. We have computed the sen-
sitivity of the neural surrogates to the parameters of the physical
model by calculating the Jacobian of the surrogate’s output w.r.t.
the parameter. The output field is of shape x𝑡+1 ∈ R𝑛×60×100×100,
where 𝑛 is the number of state variables (five in our case). The

https://github.com/iamyixuan/DeepAdjoint
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Table 3: Single-step forward prediction results (TFNO): Varying 𝜅𝐺𝑀 , 𝜅𝑟𝑒𝑑𝑖 , 𝜅𝑏𝑔, and 𝐶𝐷 .

𝜅𝐺𝑀 𝜅𝑟𝑒𝑑𝑖

𝑅2 NRMSE (%) ACC 𝑅2 NRMSE (%) ACC

Layer Thickness 0.9999 0.2944 0.9999 0.9987 0.6119 0.9993
Salinity 0.9999 0.1706 1.000 0.9993 0.4992 0.9997
Temperature 0.9999 0.2176 1.000 0.9921 0.1028 0.9960
Zonal Vel. 0.9611 0.3195 0.9806 0.9314 0.2007 0.9806
Meridional Vel. 0.9928 0.2059 0.9969 0.9346 0.1903 0.9969

𝜅𝑏𝑔 𝐶𝐷

𝑅2 NRMSE (%) ACC 𝑅2 NRMSE (%) ACC

Layer Thickness 0.9997 0.3463 0.9998 0.9997 0.4050 0.9990
Salinity 0.9998 0.3439 0.9999 0.9999 0.2281 1.000
Temperature 0.9998 0.3649 0.9999 0.9998 0.3652 0.9999
Zonal Vel. 0.9789 0.4271 0.9894 0.9546 0.4780 0.9799
Meridional Vel. 0.9838 0.4020 0.9919 0.9828 0.3749 0.9914
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Figure 4: One-step forward predictions from the trained TFNO for all five prognostic variables at a depth of approximately 43
m and at timestep 15 (days). Units are (from left to right column): m, g/kg, ◦C, m/s, m/s.

input physical model parameters, which do not vary spatially, have
the shape of 𝑝 ∈ R𝑚 , where 𝑚 = 1 is the number of model pa-
rameters in our case. The Jacobian, 𝜕N𝜃

𝜕 (xt,𝑝 ) ,of the the trained NNs,

N𝜃 : R(𝑛+𝑚)×60×100×100 ↦→ R𝑛×60×100×100, is computationally
expensive to compute given its size. However, to obtain the adjoint
sensitivity to the parameter, 𝜕N𝜃

𝜕𝑝 , by differentiating the NNs in-
volves differentiating w.r.t the state variables as well, because the
parameters and state are stored in a single tensor. Therefore, we
calculated the Jacobians at various randomly selected locations in
the output domain and obtained the gradient with respect to 𝑝 ,
per location, per state variable. It leads to calculating the gradient
of a function, N∗

𝜃
: R(𝑛+𝑚)×60×100×100 ↦→ R1, which is straight-

forward and efficient using backpropagation. Then, we extracted
the portion related to 𝑝 . Because of its spatial uniformity, for a

selected location and prognostic variable, we had 𝐽𝑙𝑜𝑐. ∈ R1×𝑚

as the measure of the sensitivity. These Jacobians were used to
show the sensitivity of output state variables to the physical model
parameters, summarized in Table 4. The values were the averaged
gradient of the state variables to the parameters 𝜅𝐺𝑀 , 𝜅𝑟𝑒𝑑𝑖 , 𝜅𝑏𝑔 ,
and 𝐶𝐷 over 5 randomly selected horizontal locations with a fixed
vertical level in the domain and were extended for over a month in
the testing set. The results suggest, for the trained neural surrogate,
that the outputs are least affected by𝜅𝐺𝑀 since its sensitivity values
are an order of magnitude less than those of the other parameters.
For the neural surrogates with varying 𝜅𝐺𝑀 and 𝜅𝑟𝑒𝑑𝑖 , we observe
higher sensitivities for temperature, zonal, and meridional velocity
values than for layer thickness and salinity. Zonal and meridional
velocity sensitivities to 𝜅𝑏𝑔 are the highest among the prognostic
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Figure 5: Rollout performance, reported in NRMSE, of the trained surrogates for the prognostic variables. The neural surrogates
for varying 𝜅𝐺𝑀 , 𝜅𝑟𝑒𝑑𝑖 , and 𝐶𝐷 make accurate predictions in an autoregressive way up to 20 steps (days) until the error
accumulation starts to rapidly increase. Meanwhile, the performance of neural surrogate for varying 𝜅𝑏𝑔 quickly degrades in
the first few steps.

variables, while temperature takes the lowest value. For the neural
surrogate taking𝐶𝐷 , the sensitivities of all prognostic variables are
at a similar level.

4.2.1 Adjoint Dot-Product Tests. We aim to examine the correct-
ness of the calculated neural adjoints. The Jacobian of the neu-
ral surrogate at a specific spatial location has the form 𝐽𝑙𝑜𝑐 =
𝜕N𝜃

𝜕ℎ𝑁

𝜕ℎ𝑁

𝜕ℎ𝑁 −1
. . .

𝜕ℎ0
𝜕𝑝 ∈ R𝑛×𝑚 , where ℎs are the outputs of the hid-

den layers in the NN. Surrogate adjoints are easily accessible by
reverse-mode differentiation of trained neural networks. Given the
complexity of the neural surrogate and data representations, we
decided to implement a test that compares the neural adjoints with
the Jacobian obtained by direct differentiation (forward differentia-
tion). To this end, we formulated a dot-product test that allows us
to efficiently verify the consistency between the two differentiation
modes, shown in Equation 4. In particular, with random vectors
v ∈ R𝑚 and w ∈ R𝑛 , we tested whether the equality sign holds.
Instead of explicitly calculating the Jacobian matrices, which can
require a large amount of memory and be computationally prohibi-
tive, we focused on computing the vector-Jacobian product (VJP),
associated with adjoint calculation, and the Jacobian-vector prod-
uct (JVP), associated with direct differentiation. We then generated
100 random vector w, v pairs and compared the results from the

left-hand side (LHS) and right-hand side (RHS) of Equation 4.

𝑤⊤ ·
( 𝜕N𝜃

𝜕𝑝
𝑣︸︷︷︸

JVP

) ?
=

(
𝑤⊤ 𝜕N𝜃

𝜕ℎ𝑁︸   ︷︷   ︸ 𝜕ℎ𝑁

𝜕ℎ𝑁−1
. . .

𝜕ℎ0
𝜕𝑝︸                         ︷︷                         ︸

VJP

)
· 𝑣,

(4)

Figure 6 shows the scatter plot of the LHS (direct differentia-
tion) and RHS (adjoint calculation). The data points form a visually
straight line, suggesting the calculated values are close or equal
on both sides. Furthermore, the difference curve (in blue) and per-
centage error curve (in orange) show great alignment of the neural
adjoints and direct differentiation, verifying the neural adjoint sen-
sitivity based on the accurate surrogate.

5 CONCLUSION
Based on perturbed parameters from SOMA runs, the neural sur-
rogates we developed accurately predict the prognostic variables
in one step forward compared with the original SOMA model. Al-
though trained for one-step forward predictions, three of four neu-
ral surrogates can produce accurate rollouts of up to 10 timesteps.
Additionally, we have successfully computed the neural adjoints
from the trained models and obtained initial insights into the sensi-
tivities. The results show that zonal and meridional velocity profiles
are the most sensitive to 𝜅𝐺𝑀 , 𝜅𝑟𝑒𝑑𝑖 , and 𝜅𝑏𝑔 . At the same time, the
temperature is more sensitive to 𝜅𝐺𝑀 and 𝜅𝑟𝑒𝑑𝑖 .
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Table 4: Average adjoint sensitivities computed for the five prognostic variables and the four parameters. The average was
calculated across five randomly selected horizontal locations at a fixed vertical level (depth of approximately 43 m) within the
domain and extended over a period of 30 days.

Layer Thickness Salinity Temperature Zonal Velocity Meridional Velocity

𝜕N/𝜕𝜅𝐺𝑀 1.642e-09 2.353e-09 3.379e-09 2.615e-09 3.014e-09
𝜕N/𝜕𝜅𝑟𝑒𝑑𝑖 1.521e-08 2.319e-08 6.857e-08 9.578e-08 8.248e-08
𝜕N/𝜕𝜅𝑏𝑔 3.920e-08 5.233e-08 2.321e-08 6.345e-08 7.051e-08
𝜕N/𝜕𝐶𝐷 1.886e-08 2.367e-08 1.995e-08 1.848e-08 2.413e-08
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Figure 6: Dot-product test results of the trained neural surrogate. In Equation 4, the right-hand side calculates the neural
adjoints via reverse-mode differentiation. The left-hand side uses forward differentiation to calculate the Jacobian-vector
product. w and v are random vectors. The difference between the two sides and the corresponding percentage error suggest a
good match between the neural adjoint and direct differentiation.

Our future work includes improving adjoint-aware training by
incorporating known physics and investigating the feasibility of
applying our methodology to the MPAS-O code, specifically in
a configuration simulating the AMOC. The governing equations
of MPAS-O are well established. Utilizing known physics in the
training of neural surrogates helps improve accuracy, reduce the
requirement of large data size, and regularize learning for better
generalization [20, 26, 27, 36].
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