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We introduce two quantum algorithms to compute the Value at Risk (VaR) and Conditional
Value at Risk (CVaR) of financial derivatives using quantum computers: the first by applying
existing ideas from quantum risk analysis to derivative pricing, and the second based on a novel
approach using Quantum Signal Processing (QSP). Previous work in the literature has shown that
quantum advantage is possible in the context of individual derivative pricing and that advantage
can be leveraged in a straightforward manner in the estimation of the VaR and CVaR. The algo-
rithms we introduce in this work aim to provide an additional advantage by encoding the derivative
price over multiple market scenarios in superposition and computing the desired values by applying
appropriate transformations to the quantum system. We perform complexity and error analysis
of both algorithms, and show that while the two algorithms have the same asymptotic scaling the
QSP-based approach requires significantly fewer quantum resources for the same target accuracy.
Additionally, by numerically simulating both quantum and classical VaR algorithms, we demon-
strate that the quantum algorithm can extract additional advantage from a quantum computer
compared to individual derivative pricing. Specifically, we show that under certain conditions VaR
estimation can lower the latest published estimates of the logical clock rate required for quantum
advantage in derivative pricing by up to ~ 30x. In light of these results, we are encouraged that
our formulation of derivative pricing in the QSP framework may be further leveraged for quantum
advantage in other relevant financial applications, and that quantum computers could be harnessed
more efficiently by considering problems in the financial sector at a higher level.

I. INTRODUCTION

Ever since it was shown that quantum speedups were possible for Monte Carlo methods [1], various methods have
been proposed to apply the potential benefits of quantum computing to the pricing of financial derivatives [2-5].
While these quantum methods allow for a quadratic speedup over state of the art classical approaches, the quantum
resources required for practical advantage are significant not just in terms of circuit depth and number of qubits, but
also in terms of the logical clock rate needed to match the performance of modern classical computers [6]. On the
other hand, the application of quantum gradient methods utilizing the quantum oracles used for pricing [7], showed
that the logical clock rate required for advantage in the task of computing the market risk of financial derivatives
might be lower than that of derivative pricing itself. As such, considering the quantum oracles used in derivative
pricing as components of higher-level algorithms which compute other quantities of interest of financial derivatives
could lower certain quantum resources required for practical advantage.

Value at Risk (VaR) is a metric that estimates the maximum possible financial depreciation of an asset (or collection
of assets) within a specific time frame at a certain confidence level [8, 9]. A related quantity, the Conditional Value
at Risk (CVaR) measures the expected depreciation of an asset should losses exceed the Value at Risk, providing a
risk metric for the tail of the loss distribution. Financial firms make extensive use of the VaR and CVaR metrics
for their derivative holdings, aimed at assessing the financial health of their balance sheet as well as to set trading
limits in order to minimize potential exposure to adverse market conditions. When individual derivative contracts
are priced using Monte Carlo simulation, the computation of the VaR of portfolios of derivatives requires pricing each
contract multiple times over different possible market states and then estimating the VaR from the resulting prices.
For N such market states, the complexity of estimating the VaR thus scales as O (N / 62), where € is the accuracy with
which each contract is priced. The same approach can be used to estimate the VaR by pricing of each derivative on a
quantum computer and the quadratic speedup in the individual derivative pricing would carry through to the overall
complexity, improving it to O (N/e). In Ref. [3, 10], a quantum method based on Quantum Amplitude Estimation
(QAE) was introduced to estimate the VaR in cases where potential future losses of a financial asset can be modeled
explicitly. While this method was shown to also provide a quadratic advantage compared to classical VaR estimation
using Monte Carlo, it cannot be readily applied to cases where the financial assets in question are derivative contracts
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which are individually priced using sampling methods, and estimating the potential losses requires repeated pricing
of the contracts under different market conditions.

In this article, we introduce two quantum algorithms to estimate the VaR and CVaR of derivative portfolios. The
first is an extension of the QAE-based method of Ref. [3, 10]. The second is a novel algorithm based on the Quantum
Signal Processing (QSP) framework [11-14], which enables nearly arbitrary polynomial transformations to quantum
(sub)systems with minimal overheads. Various quantum algorithms have been formulated in this framework [15], and
in most instances the QSP formulation has resulted in lower resource requirements for the algorithms [16—-18], including
in quantum derivative pricing [19]. Moreover, it has been shown that the quantum oracles employed in derivative
pricing naturally represent block-encodings of derivative prices across different input parameters [7, 20]. Because the
QSP framework relies on efficiently constructing block-encodings of quantities of interest, we hence examine how QSP
can be harnessed for problems around derivative pricing.

Leveraging the QSP framework and derivative pricing oracles, we show how to apply coherent transformations to
the price of a financial derivative across multiple inputs in superposition, and create tailored transformations that
allow us to estimate the VaR and CVaR of derivative portfolios. We perform complexity and error analysis of the two
quantum algorithms introduced and compare their performance through explicit construction of the corresponding
quantum circuits and numerical simulations. Finally, we benchmark the QSP-based algorithm against classical VaR
estimation methods and determine that quantum advantage is possible if suitable techniques to prepare and sample
from the required probability distributions are available.

In Sec. IT we formally introduce the problem of estimating the VaR and CVaR of derivatives and give an overview
of the QAE-based VaR estimation method from Ref. [3, 10]. In Sec. III we generalize this method to compute the
VaR of a portfolio of derivatives. In Sec. IV we give an overview of Quantum Signal Processing, show how it can
be used to perform transformations to appropriately encoded derivative prices and introduce the QSP-based VaR
and CVaR estimation algorithm. In Sec. VI we compare the performance of the QAE and QSP methods in terms
of the quantum resources required for a target VaR accuracy, and in Sec. VII we explore the possibility of quantum
advantage in estimating the VaR of derivative portfolios. We discuss our results and next steps in Sec. VIII.

II. VALUE AT RISK

The VaR computation of derivative portfolios requires modeling the possible future behavior of the market param-
eters underlying the derivatives. While the pricing of derivatives relies on the value of underlying parameters today
(e.g. stock prices, interest rates, volatilities, etc.), which are available (or can be estimated) from public markets,
computing the VaR of derivatives requires possible values of these parameters in the future. Two common modeling
methods for VaR computation consist of a) using Monte Carlo simulation of the market parameters according to
an appropriately defined underlying stochastic process, and b) drawing historical samples of (correlated) values for
all relevant market parameters. Each such modeled market state is also called a scenario and can be defined as a
collection of tweaks to today’s market parameters. To price a derivative under a scenario, the tweaks are applied to
the initial market state and the derivative is priced as if the tweaked market state was today’s market. Examples of
scenarios defined this way could be

1. Tweak asset X’s price up by 5%
2. Tweak asset X’s price up by 5% and asset Y’s price down by 4%

3. Tweak asset X’s price up by 5%, all points on its volatility surface up by 10% and its correlation to asset Y by
20%

In both Monte Carlo and historical VaR methods, the value of the derivative portfolio is computed under every
scenario and from the resulting distribution of gains/losses, maximum levels of potential loss can be derived at
different confidence levels.

More concretely, in order to compute the VaR of a derivative portfolio at a confidence level « € [0, 1] (where ac > 0.9
is typically used), we price the portfolio under a set of N scenarios [s1, s2,- - , sy| to get portfolio values V = {V (s;)},
and find the smallest portfolio value in the set such that smaller values have a probability of occurrence greater than
or equal to 1 — a

Vo=inf{z| >  PV]>1-a}, (1)
{vev|v<z}

where P[V] denotes the probability that the portfolio has value V' under the evaluated scenarios. The VaR of the
portfolio at the « confidence level is then defined as VaR,[V] = V — V,,, where V}) denotes the current value of the



portfolio. This approach for computing the VaR of a portfolio can be used in both the Monte Carlo and historical
methods, the only difference being the way probabilities are assigned to possible future market realizations.

The CVaR of a derivative portfolio measures the expected loss of the portfolio beyond the VaR value and can be
estimated using the same set of portfolio values V calculated for the VaR, by computing the quantity

Com—— 3 BV, 2)

-«
{Vev|V<V,}

with V, given by Eq. (1). The CVaR of the portfolio at the a confidence level is then given by CVaR,[V] = Vo — C,.

Classically, the VaR,, of a portfolio can be estimated by pricing the portfolio under each of the N scenarios, sorting
the resulting prices from smallest to largest, and picking the value at the 1 — a percentile as the VaR estimate. When
the value of the derivative portfolio is computed classically using Monte Carlo to accuracy €,, the VaR computation
requires separate Monte Carlo pricings for each scenario, and therefore the complexity of the algorithm scales as
O (N/e).

A quantum algorithm for computing the VaR of financial assets was first presented in Ref. [3] and later refined and
applied to the use case of estimating capital requirements in order to manage counterparty credit risk in Ref. [10].
The algorithm seeks to estimate the VaR of a financial asset at the o confidence level, through direct access to a
unitary modeling the potential loss as a random variable L. This unitary £ creates a superposition

L:10) = > Ve lb) (3)
4

where the |¢) register spans over possible values of L encoded in an appropriate binary representation, and p, the
corresponding probability of occurrence. Picking a VaR candidate [ and applying a unitary C which performs the
binary comparison

C:1010) =101 <1), (4)

we get the state

D o Vpele)[0) + Y Vel [1) . (5)

<l £>1

The probability of measuring the last qubit in the |0) state gives us the probability that the loss L is smaller than
[, P[|0)] = P[L <]. Using QAE to estimate P[|0)] and applying a bisection search to find the smallest I, such that
P[L <1,] > 1 — « gives us the VaR of the asset at the « confidence level, I, = VaR,[L].

This quantum method is not directly applicable to the calculation of derivative VaR through the evaluation of
scenario prices because in that case we do not have direct access to the unitary of Eq. (3). In the following section we
show how to extended it in order to also be able to compute the VaR of derivatives by incorporating one additional
application of QAE.

III. VALUE AT RISK WITH QUANTUM AMPLITUDE ESTIMATION

Quantum methods for the VaR calculation of financial derivatives rely on the existence of an oracle A that encodes
the price of a derivative V into an amplitude

A= 10) > (VV o) 10) + VT =V [} 1)), (6)

for arbitrary, normalized states [ig), |11). Different ways of constructing this oracle have been proposed in the
literature [2, 4, 6]. In Appendix A, we describe in more detail the method proposed in [6] and show how it can be
extended to handle the case where we want Eq. (6) to encode the value of a portfolio of derivatives instead of the
price of a single derivative.

In order to compute the VaR of financial derivatives in the way described in Sec. I, we construct scenarios consisting
of tweaks to (classical) market data parameters which can be encoded in some appropriate way as a computational
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basis state |s). For example, a scenario which simultaneously tweaks d underlying parameters (also called risk factors),
can be encoded as

|5> = |t1t2,...td> 5 (7)

where t; is a binary encoding of the tweak amount to underlying i. For such scenario encoding |s), we can generalize
the form of operator A of Eq. (6), such that it encodes the value of the portfolio under scenario s

A 18),10),,10) = [s), (VI 163),0 10) + V1= V(s) ), 1) (8)

for normalized quantum states [¢5),, and [¢7), . Let S be an operator which loads N scenarios [s1, s2, ..., sn] encoded
this way in superposition, weighted by a probability denoting the likelihood of its occurrence

N—-1
0), = > v/p(si)lsi), - (9)
i=0
The operator As = AS then encodes the portfolio value under all scenarios in superposition

N—

As = AS 1 [0) = D2 Vil Isi), (VY 16,0 10) + VT = Vs[5, 1)) - (10)

1=0

,_-

Let us for now assume that each value V(s;) can be exactly represented using m qubits. The circuitry of QAE (up
to measurement) can then be applied with the marked state identified as the last qubit being in the |0) state to get
a binary representation of each V(s;) into a quantum register

2

—1

VP(si) |si)g |V (5i)), |garbage) (11)

Il
o

%

where the state of the remaining registers |garbage) will depend on the choice of QAE variant used, but is not involved
in the remainder of the process and can be ignored. Then the comparator of Eq. (4) can be applied to the |V (s;))
register with a VaR candidate p and an ancilla qubit initially in the |0) state to obtain

S VPG s, V) 100+ D V/p(si) [si), V(i) 1) (12)

{i|V(si)<p} {ilV(si)>u}

The probability of the last qubit being in the |0) state gives us the probability that the portfolio value V' is smaller
that p across all scenarios considered, P[|0)] = P[V < u]. We can thus employ consecutive rounds of QAE to find the
smallest p, such that P[V < p,] > 1 — a, which can be achieved with a bisection search over values of p. Assuming
the portfolio value today is Vj, the VaR at the a confidence level will be given by VaR,[V] = Vo — . Note that if we
use the canonical amplitude estimation [21] circuitry to generate Eq. (11), the value encoded in the resulting register
will not be V(s;) but rather 6; = arcsin(y/V (s;)) . While quantum arithmetic can be used to compute a binary
approximation to V'(s;) from 6;, since we are only interested performing the comparison V'(s;) < p with V'(s;) € [0, 1],
we can adjust the comparator circuit to equivalently perform 6; < arcsin(/z). A diagram of the circuit required to
generate Eq. (12) using canonical QAE is shown in Fig. 1.

In practice, we will not be able to represent all values V(s;) exactly in binary, and instead of Eq. (11), for each
scenario value we will get a superposition over all M = 2™ possible states representable using m qubits, where each
state will be weighed by a probability depending on the value of V (s;)

1 Canonical QAE gives an equal superposition of two values 61 = arcsin(v/V) € [0,7/2] and 02 = 7 — 601 € [r/2,7]. Quantum arithmetic
can be used to perform @ — 7 — 0 if § € [r/2, 7] which will ensure the register represents a value 6 € [0, 7/2] such that V = sin?().
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FIG. 1. Quantum circuit required to prepare the state in Eq. (12). Given a VaR candidate u, the probability that the portfolio
value is smaller than p is encoded into the amplitude of a qubit being in the |0) state. First, the S and A operators of Eq. (9)
and Eq. (8) respectively generate the superposition of all scenarios and encode the value of the portfolio under each scenario
into the amplitude of the bottom qubit being in the |0) state. The @ symbol indicates that an entire register acts as control
to a unitary. Then, repeated controlled applications of an operator Q are applied with Q = AS,A'Sy, Sy = 1 — 2(0) (0],
S1=1-2]1) (1] where Sy reflects about the bottom two registers being all in the |0) state and S; reflects around the bottom
qubit in the |1) state. After an inverse Quantum Fourier Transform, the m qubits acting as controls to the Q applications
contain an m-qubit approximation to the portfolio value under each scenario in superposition, as shown in Eq. (11). Finally, a
comparator circuit C, compares the binary value V encoded in the m qubits to p and flips the top qubit if V' > u, generating
Eq. (12). Estimating the probability of the top qubit being in the |0) state using QAE and re-running this circuit for different
values of p looking for the smallest value which gives P[|0)] > 1 — « will give us a VaR estimate at the o confidence level.

M—-1

N-1
S V(i) sy > /G (V(si) Vi), (13)
i=0 j=0

with the probabilities given by [21]

sin? (M(f/J - x)w)

q;(x) ; (14)

- M2 sin? ((f/j - 1‘)7‘()

which will peak around the values V; closest to each V(s;). Applying the comparator unitary to perform |V;)|0) —
Vi) |V; < py will give

N-1
DoVesilsidg | Y JaVED IV, 00+ > \a(Vs)) Vi, 11 |, (15)
=0

{1 Vi<u} {1 Vi>p}

meaning that every scenario value V (s;) will (incorrectly) contribute something to the probability of |1) if V(s;) < p
and to |0) if V(s;) > p. Increasing the number of qubits used for this inner application of QAE will limit the
probability that is erroneously “allocated” to the wrong flag state.

Note that the QAE method used to produce Eq. (13) needs to coherently approximate V(s;), meaning highly
performant iterative QAE methods [22-24] cannot be employed for this task. However, the original QAE formulation
[21] as well as the QAE variant introduced in Ref. [25] can be used for coherent estimation. While the former
requires the Quantum Fourier Transform (QFT) and overhead in terms of ancilla qubits, the latter can produce the
approximation coherently with comparable performance to the iterative versions.



IV. VALUE AT RISK WITH QUANTUM SIGNAL PROCESSING
A. Quantum Signal Processing

Quantum Signal Processing is a technique which performs polynomial transformations to the singular values of a
matrix A that has been block-encoded into a unitary operator 2. Specifically, given projectors II and II, we say that
a unitary U acting on n qubits is a block-encoding of a matrix A if A = IIUII, such that the projectors IT and I
determine the location of A in U

II
o=t 4] (16)

QSP consists of consecutive applications of U and U, interleaved with projector-controlled rotation operators Iy =

(=1 and 1:I¢, = ei‘b(m_ﬂ), which for phase factors 5 = (¢1, P2, , Pq) induce a polynomial transformation on A
such that [12, 15]

A= on |wk) (o] = P(A) = Ploy) |w) (v, (17)
k k

where o, denote the singular values of A while {|Jwg)}, {|vk)} are the left and right singular vectors of A respectively,
and P is a d-degree polynomial. When A is Hermitian, in which case the singular values of the matrix coincide with
its eigenvalues, Quantum Signal Processing effectively performs a polynomial transformation to the eigenvalues of the
matrix.

More formally, define the operators

(d—1)/2
Iy, U H g, UTﬁ(;sZkHU, for odd d,
U =34 (18)
H H¢2k—1UTf‘[¢2)€ Ua for even d
k=1
ug = (U o o) 0l +u o 1) ). 19)

If U is an n-qubit unitary, the polynomial transformation achieved through QSP is implemented with [15]

(mel0)(0)
U? = 1" @ HUg (" o i) = (101000 { Py } (20)

where II' = II for odd d and I = II for even d.

In practice, d invocations of U perform a d-degree polynomial transformation to A and the choice of phase factors
(E = (¢1,¢2, -+ ,¢pq) determine the exact polynomial that is applied. Remarkably, the reverse is also true: for

€ [-1,1] and any real polynomial P € R(a), there exists a sequence of QSP phase factors (E = (1,02, ,0q)
for which Eq. (20) holds, as long as deg(P) < d, |P(a)| < 1,Va € [-1,1] and P either even or odd. Additionally,
for any function f(a) satisfying these conditions we can first identify a polynomial approximation to the function,
determine the QSP phase factors (E for that polynomial, and use QSP to approximately apply f(a) to the singular
values of the block-encoded matrix. Various methods have been proposed to generate polynomial approximations to
generic functions, where the approximation is either constructed analytically [15, 26, 27] or with optimization-based
numerical methods [28, 29].

2 This technique was originally introduced as Quantum Singular Value Transformation in Ref. [12], but here we use the nomenclature of
Ref. [15], which refers to the underlying method as Quantum Signal Processing, encompassing a variety of applications.



B. Algorithm for Value at Risk

Defining I = I®("+9) g0) (0| and II = I®7® (|0) (0])®" ™) observe that ITAII with A given by Eq. (8), is a rank-1
matrix with a single non-trivial singular value 1/V(s) [12]. Therefore, we can use QSP with the operator A acting
as the block encoding unitary of Eq. (16) to apply polynomial transformations to the values /V(s) as discussed in
the previous section. After the superposition of scenarios is created with the unitary S of Eq. (9), the unitary U ¢ of
Eq. (20) based on U? with U = A produces the state

N-1

U%S10),10),110) = > V/p(s:) Isi),

=0
(P(\/V(si)) 0),,40 + /1= P(/V(s))? |OJ_>n+2> ) for even d,
(21)
for normalized quantum states |1)g),,, |¢1),,, and |01 ), denoting a normalized state orthogonal to |0) . The polynomial

(f«x/VQ%>M¢mxlw>2+- 1-—f%\/v<&>y|¢lxloi)2)7 for odd d,

P(z) is determined by the choice of phase factors ¢.
If we can find phase factors such that P(x) is an approximation to the threshold function

1, x <
9A@={Ox>ﬁ (22)

Eq. (21) will give us

S e+ Y Vb)), (23)
{i 1/ V(si)<u} {i1y/V(si)>u}

where |G) = |0), for odd d and |G) = |0),_, for even d, ignoring the (normalized) state of the remaining registers
for clarity. The probability of measuring |G) will then be equal to the probability that the portfolio value across all
scenarios is smaller than p?

PIG)= > pls). (24)

{s 1 V(s)<p?}

Therefore, the smallest value of y = p, for which the probability in Eq. (24) satisfies P(|G)) > 1 — « gives us the
value of V,, = p2 we are looking for in Eq. (1) in order to estimate the VaR of the portfolio at the a confidence
level. We can find such p,, by performing bisection search over values of p € [0,1] and applying QAE to estimate the
probability in Eq. (24) in each iteration. The bisection search ends when we find a value of p for which our estimate
of P(|G)) is e-close to 1 — « for some value of € determined by the target accuracy of the QAE method employed.
By the union bound, if each round of QAE is performed at confidence level 1 — a4, the confidence of our final VaR
estimate after k£ rounds will be 1 — k- a4.

This approach can be optimized by observing that not every bisection step needs to use the same accuracy e or
confidence level parameter oy for QAE. Because at every step we need to estimate whether the value P(|G)) in
Eq. (24) is e-close to 1 — «, we can employ QAE with accuracy €; > € in cases where P(|G)) is significantly far from
1 — a. Using iterative amplitude estimation routines such as IQAE [22], we can adaptively increase the accuracy of
the estimate by taking progressively more samples until we can determine whether |P(|G)) — (1 — a)| < € with some
confidence 1 — a4 and then decide on the next bisection search step accordingly. This observation is illustrated in
Fig. 2.

The confidence level 1 — a4 of QAE can similarly be adjusted in each round. If the target confidence level of the
VaR estimation is denoted as CL, by the union bound the confidence level aj in the k-th QAE invocation can be
adjusted as long as CL =1 — )", ay is satisfied. Therefore, the total probability of failure 1 — CL can be distributed
across each QAE round as desired. One possible choice is to allocate higher probability of failure when the QAE
target error € is small, which would decrease the constant factor of the O (1/¢e;) complexity of QAE when 1/¢y is
large. The pseudocode for this QSP-based algorithm is given in Algorithm 1 and the circuit required to generate
Eq. (24) is shown in Fig. 3.
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FIG. 2. For each round of bisection search in Algorithm 1, we are trying to determine whether for a given value pu, the value
P(|G)) of Eq. (24) is e-close to 1 — o. However, the accuracy with which we estimate the value P(|G)) can be relaxed depending
on how far P(|G)) is from 1 — a.. For example, for the values P,, (|G)) and P,,(|G)) corresponding to some thresholds w1, p2
shown above, each probability only needs to be estimated with accuracy e1,e2 > € respectively in order to proceed with the
bisection search.

only if d is odd

FIG. 3. Circuit diagram depicting one iteration of the QSP-based VaR estimation method described algorithm in Sec. IV B and
outlined in Algorithm 1. Given a VaR candidate i, the probability that the portfolio value is smaller than ;2 is encoded into the
amplitude of a marked state. The S operator of Eq. (9) is first applied to generate the superposition of all scenarios considered.
Then, a d-degree polynomial approximation to the threshold function 6, (x) of Eq. (22) along with the corresponding phase
factors qg" = (¢4, 0%, -+ ,¢}) are computed, and the generated polynomial transformation is implemented using the QSP
unitary of Eq. (21), which consists of alternating applications of controlled phase rotations and the block-encoding operator A
of Eq. (8). After the transformation, the probability of measuring |G) = |0), in the bottom two qubits if d is odd or |G) = |0}, ,
in the bottom n + 2 qubits if d is even, gives us the probability that the portfolio value across all scenarios is smaller than p?
as shown in Eq. (24). Estimating this probability using QAE and re-running this circuit for different values of u looking for
the smallest value which gives P[|G)] > 1 — a will give us a VaR estimate at the o confidence level.

C. Conditional Value at Risk

Once we have estimated the VaR, the CVaR of derivatives can be also be estimated using QSP by applying a
modified threshold function which is linear below the threshold and zero above

n x?'rgu
oAm{0x>M (29)

at u = po where p, is the threshold estimated in the VaR calculation such that the probability in Eq. (24) equals
1 —a. Using QSP to apply the transformation of Eq. (21) with P(z) now a polynomial approximation to this function
gives us



Algorithm 1: VaR Estimation using Quantum Signal Processing

Input: Amplitude Estimation accuracy €a
Input: VaR confidence level a
1 Set iy =0and pup =1
2 Set k=0
3 while True :
4 Apply the S operator of Eq. (9) to generate the superposition of all scenarios used to compute the VaR of a
derivative portfolio whose value today is Vo

S Vol i)
=0

Pick p = pu + (pn — pu)/2
Generate a d-degree polynomial and corresponding phase factors d_;“ = (@Y, ¢4, -+, ¢Y) such that the polynomial
transformation P(A) in Eq. (20) is an approximation to the threshold function 6,(z) of Eq. (22).
7 Apply the generated polynomial transformation using QSP and the block-encoding operator A of Eq. (8) such that
the probability of the last qubits being in the |G) state with |G) = |0), for odd d and |G) = [0),, ., for even d

becomes
P(G) = Y. s
{s | V(s)<u?}
8 Iteratively estimate the probability P(|G)) using QAE with decreasing estimation error €, > €4 to determine bounds

satisfying P(|G)) € [pi, pn] with pr — pi < 2¢;, at confidence level 1 — ay, until we either determine that
1 — « & [pi, pn] or the target estimation error reaches e, = €a.
9 Set k=Fk+1
10 ifpn<l—a:

11 Set = p

12 elif pp>1—-a:

13 Set pr = p

14 else:

15 Return VaR,, estimate Vj — /LZ with confidence 1 — > & Ok

> V(si) V'V (si) |G) + > Vos)VT=V(s)lGo+ > V()G (26)
[ 1V/V DSk} ANENS! {1V G0>m)

Applying QAE to estimate the probability of measuring |G) will give us the expected value of the portfolio below the
VaR level

PIG) = > p(s)V(s). (27)

{sIV(s)<ul}

Dividing this quantity by P[V < p2] will give us C,, of Eq. (2) and the CVaR of the portfolio is then given by Vo —C,,
if the portfolio value today is Vj.

Because the threshold function of Eq. (25) is discontinuous at = p, we will need a high degree polynomial to
generate a close approximation to the function. We can however avoid the discontinuity at x = p by inverting the
threshold function in Eq. (25) in the region below p such that

H {M—%xSM (28)

Oul) = 0, x > p.

Applying this transformation instead at p = p, gives us

PIG) = Y p(s)(1a = V(s), (29)

{s|V(s)<pl}
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from which we compute

. 1 1
Ca = W Z p(s) (ta = V(s)) = W Z p(s)pa | = Ca = pia — Ca. (30)
T {s|V(s)<u} T {s|V(s)<u}

The CVaR can then be calculated as CVaR,[V] = V5 — Co = Vo — (o — Ca)-

D. Threshold Function Approximation using QSP

In order to apply the threshold functions in Eq. (22) and Eq. (25) using QSP, we first need to find polynomials
which approximate them. The polynomial transformations possible through the QSP framework must have definite
parity (even or odd), and because we aim to transform real positive amplitudes representing derivative prices, we
restrict our attention to the interval [0,1] due to symmetry. For the threshold function in in Eq. (22) used for the
VaR calculation, we follow the method in Ref. [29] and look for a real polynomial f(x) satisfying

[f(z) —cf <e Veeld,p—A/2; [f(z)]<e Voelp+A/2,1] (31)

where c¢ is chosen close to 1 but preferably slightly smaller to avoid overshooting, e controls how far away the function
is allowed to deviate from the values 0 and 1, and A is a gap parameter which controls the steepness of the jump
from 1 to 0 at p where 6, (x) is discontinuous. Smaller values of A will create a better approximation to the function
in the interval [ — A/2, u 4+ A/2] and a smaller value of e will correspondingly allow for a better approximation in
the interval [0, — A/2]U [+ A/2,1].

While there are analytical methods of obtaining an approximation f(z) to this function with a polynomial of degree
O ((1/A)log(1/€)) [30], we employ the optimization-based method described in Ref. [29] which generates near-optimal
approximations without relying on any analytic computation. This method constructs a linear combination of even
Chebyshev polynomials with some unknown coefficients {c }

/2

f@) =" aTon(), (32)
k=0

and aims to find the coefficients {c;} which give the best approximation to 6,(x). This process is formulated as a
discrete optimization problem by discretizing the interval [0, 1] using M grid points generated by the roots of Chebyshev

o yM-1
polynomials {xj = — oS 777 } and solving the following minimax optimization problem for the coefficients {cx}

j=0

¢, m
{cx} z;€[0,n—A/2] zj€[p+A/2,1]
st. fzj) =2 kel |flxy)| <e, forj=0,1,...,M -1, (33)

where Aj; is a matrix of coefficients defined as Aji = Tog(z;) for £k =0,1,...,d/2.

win wox{ o 17(0) - o, )

We follow the same procedure to construct a polynomial approximation to the inverted threshold function éu of
Eq. (28) used in the estimation of CVaR. In this case, we solve the minimax optimization problem

g 1000 e, )1} .
subject to the same constraints as Eq. (33). The term | f(z;)—(u—x;)| now enforces that the polynomial approximation
is close to p—x in the interval [0, p—A/2]. Polynomial approximations generated using the optimization-based method
described in this section for the threshold functions 6,,(z) and éﬂ(x) at ¢ = 0.5 are shown in Fig. 4.

While the calculation of CVaR is just as (or more) important than VaR as a business use case, in practice they
are both formulated similarly in the QSP framework. In fact, computing the CVaR using QSP requires first the
computation of VaR and the correct threshold to be identified. As such, in the following sections we focus on the
performance and estimation errors of the VaR algorithm which is the core component in the estimation of both risk
metrics.
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FIG. 4. Polynomial approximations generated using the optimization-based method described in Sec. IV D. Using Quantum
Signal Processing we can perform the transformation a — P(a) for each singular value a of a block-encoded unitary, where
increasing the degree of the polynomial P(a) will result in a better approximation to the target function. (a) Approximations
to the threshold function of Eq. (22) at i = 0.5 used for the estimation of VaR, generated by optimizing Eq. (33) for different
polynomial degrees d and gap parameter A, with e = 1 —¢ = 1073, (b) Approximations to the linear threshold function
of Eq. (28) used for the estimation of CVaR, generated using Eq. (34) for different polynomial degrees d, A = 1073 and
e=1—c=10"% Avoiding the discontinuity at a = p by using the function of Eq. (28) instead of Eq. (25) in the calculation
of CVaR results in significantly lower degree polynomials required to approximate the function with high degree of accuracy.

V. COMPLEXITY AND ERROR ANALYSIS

The VaR calculation methods discussed so far rely on estimating the probability that a portfolio value X will be
less than some threshold p. In the continuous setting, this can be written as

1
PIX <= [ @) (35)

where p(z) denotes the probability of value z occurring, 6, (x) is the threshold function defined in Eq. (22) and the
portfolio values have been normalized to lie in [0, 1]. The estimation of VaR is then the solution to the inverse problem,
where given a confidence level a, we try to determine the value u,, giving P[X < p14] > 1—a, which can be formulated
as finding the root of

flpa) = (1 —a) = P[X < pa]. (36)

The error in the estimation of VaR will be determined by the accuracy with which we can approximate Eq. (35) and
the accuracy in finding the root of Eq. (36), given the approximation to P[X < u,]. An error § in the estimate of
P[X < pgo] will result in error € in the estimate of the VaR given by

+0 (6%, (37)

p=1l—a

where F~1(p) is the inverse cumulative distribution function of the distribution p(z), assuming F~!(p) is analytic at
p = 1 — a. We now examine the accuracy with which P[X < pu,] can be estimated by various methods, which to
first order gives the accuracy of the VaR estimate (with a constant factor depending on the shape of the probability
distribution p(z) at pq).
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A. Classical and Semi-Classical Methods

Classical methods for the VaR estimation of financial derivatives use two nested Monte Carlo invocations; an inner
round to estimate the price of the derivative x (see Eq. (Al)), and an outer round sampling scenarios to estimate the
integral of Eq. (35). When N scenarios are used to approximate the integral and the derivative price for each scenario
is evaluated to accuracy €,, the approximation P’ can be written as

N
PX <y]= Z (@i + €p). (38)

Normalizing the prices x; to lie in the interval [0, 1], the error of this approximation is

‘ P| <e€y+es

NZH (@ + €p) /6‘ x)dz

with ¢y = , €5 =

; (39)

N 1
1
0, (z; +€p) — 0,,(z;) — Hu(xi)—/ 0,,(z)p(z)dx
N ; N Z N ; 0

where €y is the error stemming from the evaluation of the threshold function using an approximate derivative price, and
€s the error from approximating the integral with Monte Carlo sampling. We can derive the asymptotic dependence
of €p on ¢, by considering the expression for ¢y in Eq. (39) in the continuous limit

€g = ‘/ (x+ep) ()dxf/é)()p(x)dx

/0 p()de + L e — /0 ! (@)da /H (e

where the last approximation follows by considering the left Riemann sum approximation to the integral 3. It then
follows that eg = O (¢,) with the constant factor depending on the shape of the probability distribution p(x) at p.
Due to the two nested Monte Carlo evaluations, the complexity of this method scales as O (esze; 2)

The semi-classical approach proceeds similarly as in the purely classical case, the only difference being that the
derivative price for each scenario is evaluated on a quantum computer using amplitude estimation. In this case, the
approximation error is the same, but the quadratic speedup of amplitude estimation makes the approximation to

P[X < p] scale as O (6526;1).

~ p(p)ey + O(ep), (40)

B. QAE VaR

With the QAE VaR method we create a superposition over scenarios ). +/p(s;) |s;) with the operator of Eq. (9),
evaluate the derivative price x; for each scenario s; in superposition using amplitude estimation, and after applying
a binary comparator at p, we read out the approximate probability P'[X < p] using another round of QAE (see
Fig. 1). Contrary to the classical and semi-classical methods, in this case we are not limited to classical sampling of
scenarios if we have a way to load the superposition of scenarios using a closed-form expression for p(s;). As such,
the approximation P’[X < y] in this case can be written as

N
PIIX < = 3" 0 + 6)p(@)ox + ca, (41)

=1

3 We can also consider the pricing error contribution to the threshold function in Eq. (40) as 6,(x — €p) and the same asymptotic
dependence can be derived by considering the right Riemann sum approximation to the integral.
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where €, is the approximation error of using amplitude estimation to approximate the derivative price x; and e4 is
the error from the outer amplitude estimation. The the sum over x; can be a (multi-dimensional) Riemann sum
approximating an integral if p(z) can directly loaded into the superposition of scenarios. If the scenarios are instead
sampled from p(x), the above expression becomes a Monte Carlo approximation with p(x;)éx = 1/N. In this case the
error of the approximation can be written as

N 1
|P' — P| = ZG”(;UZ- + ep)p(a;)0x — /0 0, (x)p(z)de| + €4 < €g+es+ea
i=1
N N N 1
where €5 = 29#(% + ep)p(x;)ox — Z@H(xi)p(xi)égc , €5 = ZGH(xi)p(xi)éx — / 0, (x)p(z)dx|, (42)
i=1 i=1 i=1 0

and the asymptotic dependence of ¢y on ¢, follows similarly to the classical case, with ¢g = O (¢p).

If the cost of loading the scenario superposition is C'(eg), the total complexity of estimating P[X < p] using
QAE VaR is O ((C(es) + e;l)ezl). When the individual scenarios in the superposition are selected by sampling an
appropriate probability distribution similarly to the classical and semi-classical approach, a sampling error €g requires

es =0 (1/\/]V) scenarios. As this superposition can be loaded in O (log V) depth* [31], the total complexity becomes

O ((log(1/€%) + e;l)ezl) = @(e;lezl), where the tilde notation ignores poly-logarithmic terms.

C. QSP VaR

The QSP VaR algorithm follows similar steps as the QAFE variant, but in this case the derivative prices are computed
with the accuracy allowed of the A operator from Eq. (6) and do not incur an approximation error from amplitude
estimation. While there is still approximation error in the implementation of A, it can be made exponentially small
by increasing the number of qubits in the construction of the operator with only logarithmically increasing the oracle
complexity of the algorithm [6] and as such we ignore it in this error analysis. On the other hand, because in this case
we use QSP to approximate the threshold function of Eq. (22), we do not implement exactly the threshold function
6,.(x) but rather an approximation, which we denote as 0;’1(:10) As in the case of QAE VaR, the preparation of the
scenarios is not limited to sampling if there is a method to load the scenario superposition efficiently, so we use the
same notation as the previous section to write the approximation to P[X < u] in this case as

N

PIIX <p) =0, (x:)p(xi)dz + ea. (43)
i=1
The approximation error is then given by
N 1
P = Pl = > O apladde — [ Ou(ip(o)ds| +ea <ot es +ea
i=1 0
N N N 1
where € = Z%(%)p(fﬂz)&f — Zﬁﬂ(xi)p(xi)éx , €5 = ZOM(xi)p(xi)éx —/ 0, (z)p(z)dx| . (44)
i=1 i=1 i=1 0

Contrary to the classical, semi-classical and QAE cases, QSP allows us to bound the error from the first term €y. For a
choice of the gap parameter A, picking a polynomial degree of d = O (1/A) will guarantee that e < O (A) ~ O (1/d)
[29, 30]. In Fig. 5 we show numerically how this approximation error scales with the degree of the polynomial used
to approximate 9; (x) for A = 1072 when the polynomial is generated using the method described in Sec. IV D. The

4 Tt is important to highlight that while this superposition can generally be loaded in O (log N) depth, in practice, this complexity might
include very large constant factors, as discussed in [31].
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FIG. 5. The approximation error ¢y in the estimation of P[X < u| due to the polynomial approximation used in the QSP
VaR method as shown in Eq. (44). We pick the gap parameter A = 10~% and numerically compute the approximation error of
d-degree polynomials generated using the optimization-based method described in Sec. IV D. This error is expected to scale as
O (1/d) and fitting a function of the form f(d) = a/d + b to the data in this case gives us a =~ 0.31.

complexity of estimating P[X < ] then scales as O ((C(es) + €, ' )e;"), where again C(eg) denotes the cost of loading
the superposition over scenarios. In the case where the scenarios are selected by sampling a distribution and loaded
in superposition in O(log(NN)) depth, we get O (60_16211).

From the analysis in this section, we see that for a target error € in the estimation of the probability in Eq. (35),
classical nested Monte Carlo scales as O (6*4) and the semi-classical method scales as O (673), where the advantage
stems from the quadratic advantage of QAE compared to classical sampling in the inner (pricing) Monte Carlo step.
The semi-classical method cannot provide further advantage in the outer Monte Carlo sampling step, as both of
these methods are limited to sampling scenarios from an appropriate probability distribution. When also restricted
to scenario sampling, the QAE and QSP-based quantum methods both scale as O(¢~2). If the relevant probability
distribution of scenarios can be loaded efficiently in superposition, we do not have to load individually sampled
scenarios in superposition, and the error eg in Eq. (42) and Eq. (44) can be made exponentially small, which is not
possible with the classical and semi-classical approaches.

VI. COMPARISON OF THE QUANTUM METHODS FOR ESTIMATING VAR

The QAE and QSP VaR quantum estimation methods described in the previous sections are based on the same
procedure and it is not obvious whether one outperforms the other in terms of required quantum resources for a
target estimation accuracy. The only difference between the two methods is how the probability that a portfolio value
under a number of scenarios is smaller than a VaR candidate p is encoded in an amplitude so that we can perform
QAE to read it out. The QAE method performs an analog—digital—+analog transformation whereby the portfolio
values initially encoded as amplitudes, are digitized approximately into a quantum register by the inner round of
QAE before being transformed appropriately back into amplitudes using a binary comparator circuit. On the other
hand, the QSP framework allows us to perform the necessary transformation to the amplitudes without the need for
an intermediate binary representation which removes that source of error in the process. It does however introduce an
error from the approximate implementation of the threshold function which encodes the value to be extracted with
QAE. Additionally, looking at the quantum circuits for each method in Fig. 1 and Fig. 3, the QSP circuit is simpler in
that a) it only requires one additional qubit other than those required to implement the & and A operators which load
the scenario superposition and encode the derivative price into an amplitude respectively, b) the A operator is only
controlled on the scenario qubits while it is controlled on one more qubit in the QAE case by virtue of the controlled
invocation Q operator, and ¢) while the QSP method contains single-qubit phase rotations, the Q operators in the
QAE method require reflections.

The total resources required for both methods can be summarized as
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Cvar = CsCCqak - k, (45)

where Cg is the cost of implementing the scenario superposition unitary S, C,, denotes the resources required by
either method to generate a state where the probability of measuring a qubit in the |0) state gives the probability
that the derivative portfolio value falls below a value p, Cqag is the cost of QAE to read out that probability and
k is the number of bisection search iterations required to compute the VaR estimate to a desired accuracy. The
cost component C), is the main difference between the two methods in terms of the overall algorithmic cost so we
focus on estimating the cost of this component in each case. Specifically, we measure the cost by the number of
oracle invocations to the pricing operator A (and its inverse .A") which is the most expensive component in derivative
pricing [6]. The QAE method requires one invocation of A to set up the initial state Eq. (10) and m ancilla qubits
to discretize the value of the derivative portfolio under the scenarios. Each ancilla qubit j € [0,m — 1] controls 27
invocations of the Q operator as shown in Fig. 1, and Q is comprised of one instance of A and one of Af, giving a
total of N BAE(m) = 2" 4+ 1 oracle calls. The QSP method uses a d-degree polynomial to approximate the threshold

function 6,,(z) of Eq. (22) and the its implementation requires NESP(d) = d —1 invocations of A as shown in Eq. (20)
and Fig. 3.

We estimate the values of NQ®AE and NOSP numerically by sampling simulated scenario prices from a normal
distribution with mean 0.5 and standard deviation 0.09 and look for the VaR at the a = 99% level. The mean and
standard deviation of the normal distribution were chosen so that the sampled values lie with high probability in the
interval [0, 1] and the o = 99% confidence level is typical for VaR estimations in practice [32]. We simulate the QAE
VaR estimation algorithm as described in Sec. ITI, where for each sampled scenario price we generate the superposition
of binary strings returned by QAE as possible approximations to the value, weighed by the corresponding probabilities
of Eq. (14). Starting with u = 0.5, we calculate the aggregate probability Py across all scenarios that the price is
smaller than p. Then, for a parameter €4 we determine bounds [p;, pr] = [Po — €4, Py + €4] as the confidence interval
given by an amplitude estimation round to determine Py with target accuracy € 4. We run a bisection search over pu
until we find that 1 —a = 0.01 € [p;, pr] and we return that value of p as the VaR estimate.

The QSP method is simulated similarly, the only difference being how we calculate Py for a given value of . In
this case, we pick a value for the polynomial degree d and for each value of u during bisection search we generate
a d-degree polynomial approximation to the threshold function 6,,(x) using the method described in Sec. IVD and
apply the resulting function to the sampled scenario prices. Subsequently, we generate the same confidence interval
for the amplitude estimation round given a target accuracy €4 as in the QAE method, and impose the same stopping
condition. The equivalent classical estimate is computed by sorting the sampled scenario prices and finding the value
at the 1 — a percentile. Because the simulations of the quantum methods use sampled scenarios, the classical estimate
represents the lowest bound either quantum method can achieve.

The results from the simulation for both QAE and QSP methods for different values of oracle call invocations and
the final amplitude estimation accuracy €4 are shown in Fig. 6. Each data point is comprised of 100 independent
samples, where for each sample we randomly generate N = 5k scenario prices from the normal probability distribution
N(u = 0.5,0% = 0.09%), simulate the QAE and QSP algorithms and then compute the error of each sample as the
absolute value of the difference between the quantum VaR estimate and the classical VaR estimate from the same
generated scenario prices. In the figure we plot the average error across all samples for each data point. One initial
observation is that the QSP method performs consistently better for the error range examined, requiring on average
10x fewer oracle calls than QAE for the same target error. In addition, we notice that as the number of oracle
calls increase, the probability P’ we are estimating each time using amplitude estimation is encoded with increasing
accuracy, but clearly at some point this increased encoding accuracy will fail to reduce the VaR estimation error if
the value of €4 is not small enough to resolve the difference. This is what we observe at the tail end of the plots in
Fig. 6, where the VaR error in the e4 = 5 x 10~ plots starts to decrease more slowly than the e4 = 10™* plots. Until
that point, we calculate that for a fixed value of €4, the VaR error decreases approximately linearly as the number
of oracle calls increases for both QAE and QSP cases (the slope of a log-log fit is approximately —0.9 for all four
plots), as expected from the error analysis in Sec. VB and Sec. V C respectively where both errors scale as O(e, b
with everything else kept constant.

Our choice of parameters N, p and o was made to simplify the numerical simulations, but we observe qualitatively
similar results for different choices of distribution parameters p and o as well as the number of scenario prices generated
for each data point.
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FIG. 6. VaR estimation errors as a function of the number of oracle calls for the QSP and QAE quantum methods. For
each data point we generate 100 samples, and for each sample we randomly generate N = 5k scenario prices from the normal
probability distribution N (u = 0.5, = 0.09?) and compute the VaR estimate by simulating the QAE and QSP algorithms
as described in Sec. VI. The error of each sample is calculated as the absolute value of the difference between the quantum
VaR estimate and the classical VaR estimate from the same generated scenario prices. We simulate each algorithm for two
values of the final amplitude estimation accuracy €4 and plot the average error across all samples for that each data point. On
average, we observe that the QSP method requires 10x fewer oracle calls than QAE for the same VaR error. While increasing
number of oracle calls N, leads to the VaR error decreasing as O(N, 1)7 notice that this scaling starts to depart from linearity
as the amplitude estimation accuracy ea gets close to the accuracy 1/N, with which the amplitude is encoded. Eventually,
the scaling plateaus as the increased encoding accuracy becomes too fine to be resolved by an amplitude estimation process of
fixed accuracy.

VII. CONDITIONS FOR QUANTUM ADVANTAGE

On account of the numerical results in the previous section indicating that the QSP-based VaR method outperforms
the corresponding QAE variant, in this section we turn our attention on how the VaR estimation with QSP fares
against classical methods and what conditions (if any) there are for potential quantum advantage. As discussed in
Sec. V, the estimation error of the QSP method is lower-bounded by the classical sampling error of O (6_2) when the
superposition of scenarios is generated with samples from a probability distribution. Assuming no particular structure
in the representation of the sampled scenarios, the superposition of N scenarios can be loaded to accuracy € using
the QRAM-based state preparation routine from Ref. [31] with T-depth O (log(N) + log(1/e)), at a cost of O (N)
T-count. On the other hand, if the scenarios can be prepared by discretizing a multivariate probability distribution
of the relevant risk factors and loaded efficiently in superposition, the lower bound on the VaR estimation error can
be made exponentially small by increasing the number of qubits representing the distribution. In the case that the
probability distribution can be modeled explicitly with an analytic density function, the scenario superposition could
be prepared using the re-parameterization method from Ref. [6]. Alternatively, if the scenario probabilities have to
be inferred from historical data, quantum representations of financially relevant copulas [33, 34] could potentially be
employed if they can scale to scenarios of high dimensionality. In either case, the resources required to generate the
scenario superposition will be highly dependent on the nature of the target probability distribution if explicit loading
is possible, and the number of risk factors that make up each scenario as well as the required granularity for each
risk factor (as shown in Eq. (7)). As such, in this section we do not examine specific choices of scenario preparation
methods, and instead consider the cost of loading the superposition to be a free variable which needs to be taken into
account when estimating the total resources for the algorithm.

As a benchmark to examine the conditions for practical quantum advantage, we consider the autocallable derivative
product studied in Ref. [6]. We calculate the resources required by the QSP-based VaR algorithm to estimate the VaR
of the product to the same accuracy as a classical Monte Carlo method, assuming that the product is evaluated under
scenarios such that the resulting prices are distributed normally. We use the latest available resource estimates from
Ref. [19], whereby an autocallable derivative product can be priced to within €, = 2 X 1073 in one second classically
and the A operator required to price the contract on a quantum computer can be constructed with a T-depth of
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T4 = 3900.

The pricing of this product under N scenarios is simulated classically by randomly generating N values from a
normal distribution N (u,0?) representing N scenario prices, and adding a noise term sampled from N (0,€3). Then
we compute V,, from Eq. (1) by sorting the resulting simulated prices from smallest to largest, and picking the value at
the 1—a percentile. The error of the VaR estimate from the classical simulation can be calculated as |V, —®~1(1—a)],
where ®(z) is the cumulative distribution function of the distribution N (i, 0?). We repeat this process 200 times,
and define the error of the classical algorithm e- as the standard deviation of the resulting distribution of errors.
Since we assume the contract can be priced classically in one second, for NV scenarios, we consider the runtime of the
end-to-end classical VaR estimation to be N seconds.

To evaluate the performance of the quantum QSP VaR algorithm, we similarly generate IV values from the normal
distribution N (u, o) representing N scenario prices and simulate the QSP algorithm as described in Algorithm 1.
The error of the quantum estimate is given by |u2 — ®~1(1 — )|, where j, is the estimate of /V, returned by the
QSP algorithm. Repeating the process 200 times, we define the error of the quantum algorithm eg as the value at the
68th percentile of the resulting distribution of errors. This way we can say that with probability 68% the estimation
error of the algorithm does not exceed €g, which corresponds to the same confidence in the estimate of the classical
algorithm, defined as the error at one standard deviation.

We then proceed to estimate the T-depth of the end-to-end process, as a proxy for the total runtime. The T-depth
of each iteration, which is the T-depth of the circuit of Fig. 3 is given by

T, =Ts +dTs + dTRg, (46)

where Tg is the T-depth of the scenario preparation unitary S, T4 = 3900 is the T-depth of the A operator [19], d is
the polynomial degree used for the approximation to the threshold function and Ty is the T-depth of implementing
each controlled R, rotation. Using the method in [35], the R, rotation can be performed to precision ez with a
T-depth of approximately 3log,(1/er) and the decomposition in [36] allows us to perform the controlled rotation
with an R, depth of one, using one ancilla qubit. We measure the cost of each round of QAE for target accuracy
€4 > 0 and confidence level 1 — ay, ax € (0,1) by the bound derived in [22]

1.4 2 us
NYe . < —1 —1 — 47
oracle = €A 0og (Oék 089 <4€A>> ) ( )

where N° . denotes the worst-case number of QAE oracle calls. In our case, the QAE oracle call consists of one
invocation of the entire circuit in Fig. 3 and one to its inverse (where we ignore the cost of reflections in the QAE

oracle). Thus, the end-to-end T-depth of the QSP VaR algorithm which goes through & rounds of QAE is given by

2.8k 2
Tqsp = — log ( log, (7T )) (Ts + dT'a + 3dlogy(1/€R)) . (48)
€A Qe 4€A

Additionally, we choose eg such that the total error from all the R, rotations is the same order of magnitude as
the error from the polynomial approximation to the threshold function, which is > 10~* as shown in Fig. 5. In our
numerical simulations the polynomial degrees we use satisfy d < 1000, so we pick eg = 107",

The remaining free parameters in the total cost of the QSP algorithm are the scenario loading cost Ts, the polynomial
degree d used for QSP and the target accuracy €4 with which we estimate the encoded probability in each round of
QAE. Additionally, for a fixed number of scenarios N, the VaR estimation error is only dependent on the choices of
d and €4. In order to benchmark the performance of the QSP algorithm, for a choice of N, we numerically look for
the optimal values of parameters (d, €4) such that the estimation error of the quantum algorithm e¢ is equal to that
of the classical algorithm e and calculate the overall T-depth given by Eq. (48) with Ts left as the only remaining
free cost parameter. Once we estimate the optimal values of (d,e4), we can additionally define the minimum rate
at which that a quantum processor would need to execute T-gates so that the physical runtime of the QSP method
would equal the physical runtime of a classical processor. That logical QPU clock rate is defined as L = Togp/N,
where, as described above, we assume it takes N seconds to classically price IV scenarios.

We use 4 = 0.5 and o = 0.09 as the parameters of the normal distribution from which we draw scenario samples,
and simulate the classical VaR estimation method for a = 99%. The QSP algorithm is simulated for the same value
of o, but in this case we average the results over p € [0.45,0.48,0.5,0.52,0.55]. The reason for this is that the
QSP method can do better (or worse) depending on where the true VaR value lies, because of the bisection search
performed. Specifically, the estimation error of the quantum method will depend on the distance between the true
VaR value and the values reachable by bisection search in the interval [0,1]. We therefore use this averaging over
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FIG. 7. Minimum QPU logical clock rate required for the QSP VaR method to match classical methods in total execution
time as a function of the scenario loading T-depth. For reference, the horizontal dashed line indicates the minimum logical
clock rate required for quantum advantage in the pricing of a single derivative as estimated in Ref. [19]. Both classical and
quantum algorithms are simulated by sampling scenarios from a normal distribution as described in Sec. VII, and for each
choice of number of scenarios N, we search for the parameters (d, €4) (controlling the polynomial approximation to the threshold
function and the accuracy of QAE respectively) such that the estimation error from the QSP algorithm matches that of the
classical algorithm. For NV = 50k, we see that there is a possibility for reduction of the logical clock rate required for quantum
advantage for up to a factor ~ 30x compared to that required in the pricing of a single derivative. For all choices of N shown
here, we numerically estimate that the QSP method requires at least d = 600 and €4 = 1.2 x 1072 in order to match the
corresponding estimation error of the classical method.

values of p to benchmark the average performance of the algorithm. On the other hand, the estimation error has no
dependence on the true value of VaR classically, so we fix the value of p in that case. We chose o = 0.09 for the
simulated scenario distribution such that the sampled scenarios are in the interval [0, 1] with high probability. We
have also simulated the algorithms for o € [0.05,0.07] and our results remain qualitatively unchanged.

In Fig. 7 we show the logical clock rate required for quantum advantage as estimated from the numerical simulations,
as function of the scenario preparation T-depth Tg, for different numbers of scenarios N. For reference, we also show
the logical clock rate (45Mhz) required for quantum advantage in pricing a single derivative calculated in Ref. [19].
Because the runtime of the classical and semi-classical methods scales linearly with N, as N increases, the QSP
method starts to provide room for quantum advantage as long as the scenario preparation can be prepared with a
smaller T-depth than a certain threshold, which can be derived from Eq. (48). For small preparation T-depths, the
value of Ts is dominated by the resources required for QSP, reducing the logical clock rate for advantage until the
two terms become comparable. For N = 50k, we notice that there is an advantage over single derivative pricing as
long as the scenario superposition can be prepared with a T-depth Ts < 8 x 107. In the case that the superposition
can be prepared with a T-depth Ts < 3 x 105, the logical clock rate required for advantage is reduced by a factor of
~ 30x.

We note here that these estimates for quantum advantage are based on the assumption that the superposition over
scenarios is created from sampled scenarios. In the case where an explicit probability distribution of scenarios can be
loaded efficiently as a discretized probability density function, the error from the scenario sampling would decrease
exponentially and allow the possibility of further quantum advantage.

VIII. DISCUSSION

While the efficacy of quantum computers in derivative pricing has been studied in the context of estimating the
value of individual derivatives, in various relevant contexts, the quantity of interest is not the individual derivative
price itself, but rather metrics which characterize the risk profile of financial derivatives. Because calculating these
metrics often requires pricing derivatives repeatedly, the power of quantum computers could be harnessed more
effectively by considering the aggregate computation instead of the application of quantum computing to the individual
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components. As such, devising quantum algorithms which use the oracles constructed for the pricing of derivatives as
subcomponents, opens up a new avenue for quantum advantage in the context of derivative pricing [7]. In this work,
we consider the problem of estimating the Value at Risk and the Conditional Value at Risk of financial derivatives.
We first extend the algorithm introduced in Ref. [3, 10] to estimate the VaR of financial derivatives and then introduce
a quantum algorithm based on the Quantum Signal Processing framework to estimate these metrics. Even though
we show that asymptotically these two algorithms have similar performance, we show that the use of QSP in practice
allows for a more efficient algorithm, a conclusion which has also been observed in different contexts [16-18]. This
result also highlights the practical advantage of QSP-based methods which not only allow the application of generic
transformations to appropriately encoded values of interest, but that they do so with minimal overhead. While our
formulation of derivative pricing in the QSP framework was used in this case to calculate the VaR and CVaR risk
metrics, we expect that it will open up new research avenues in the larger context of derivative pricing using quantum
computers.

Additionally, we study the possibility of quantum advantage by using this algorithm over equivalent classical
methods. The performance of the algorithm relies on the ability to prepare a superposition of scenarios efficiently
and different approaches to that end have been proposed [6, 33, 34]. During the writeup of this manuscript, a state
preparation method was introduced to load a uniform superposition of subsets of computational basis states scaling
as O (logy M) for M states in superposition, with low overhead [37]. The superposition over scenarios encoded using
Eq. (7) is precisely a question of generating a uniform superposition over subsets of computational basis states, and
therefore determining the applicability of this method to the VaR algorithms we describe here is a very promising
research direction. In this work, we have left the scenario preparation as an open question and instead, through
numerical simulations, we estimate upper bounds on the resources required to prepare the necessary superposition in
order for quantum advantage to exist. We find that in certain settings, the quantum algorithm can provide a reduction
in the logical clock rate required for quantum advantage estimated in Ref. [19] by ~ 30x. While this estimate is based
on pricing the derivative under scenarios sampled from a relevant probability distribution, quantum computing allows
the possibility of using the full (discretized) multivariate probability distribution in the calculation, an option not
available to classical methods due to the curse of dimensionality. An extension of this work would be to study which
(relevant) probability distributions can be loaded efficiently on a quantum computer and the impact on the estimate
of possible quantum advantage calculated in this work.

In our comparison between the performance of quantum and classical methods, we have assumed that classical
methods for the VaR estimation of financial derivatives require pricing derivative contracts across a fixed number of
scenarios IV, such that the total complexity scales as O (N / 62). In Ref. [38], the authors argue that for sufficiently
smooth probability density functions, an adaptive sampling technique combined with Multi-level Monte Carlo can
reduce the complexity of general VaR and CVaR estimation to O(e~2). One core element in that approach is that the
probability distribution behind the scenarios used in the VaR estimation can be easily sampled, such that the number
of samples generated can be adjusted to fit the target accuracy of the calculation. However, in practice, it is extremely
difficult to generate such probability distribution across (typically) thousands of market factors, and most commonly
a fixed number of scenarios is created based on historical data that capture market features deemed important from
a financial modeler’s perspective. That said, Multi-level Monte Carlo can also be applied in a quantum setting [39],
and adaptive samples can similarly be incorporated in the quantum process, by adjusting the accuracy with which
the derivative price is encoded as a quantum amplitude. We leave the detailed analysis of this approach to a future
study.
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Appendix A: Derivative Pricing using Amplitude Estimation

The price of a derivative contract is calculated as the expectation value of the derivative’s discounted payoff, evalu-
ated over a suitable stochastic process that is assumed to govern the dynamics of the underlying market parameters.
Given stochastic paths w € €, each of which occuring with probability p(w), the expectation value of the discounted
payoff f(w) can be written as

E[f] = ) pw)f(w). (A1)

weN

Quantum Amplitude Estimation (QAE) [1, 21] can be used to estimate such expectation values if the quantity
of interest can be efficiently encoded as the probability of a specific measurement outcome. QAE takes as input a
unitary operator A which produces the state

A 1000 = (VV o), 10) + VI =V [g), 1)) , (A2)

where |¢o) and [¢n) are arbitrary, normalized quantum states and estimates the derivative price V to additive
error € using O (1/€) invocations of the operator @ = ASpATS,,, where Sy = T — 2|0),,11(0,41 and Sy, = T —
2[1) 1), (L] 4,

A method to construct the A operator of Eq. (A2) for typical derivative contracts of practical interest and the
corresponding required quantum resources is shown in [6]. For a contract with d stochastic market parameters
X = [x1,%2, x4, an operator P constructs a probability-weighted superposition of all possible combinations of
stochastic realizations of the market parameters,

Po(0)™ = 3 Vo) ) (A3)

with an appropriate discretization for each parameter chosen such that the overall error from such discretization
satisfies a desired accuracy. Typically, each market parameter is modeled stochastically at pre-defined points in time
that are determined by the definition of the derivative contract. As such, each |w) contains all the information about
the values of the market parameters X for each path of the stochastic process. Then, an operator F computes the
discounted payoff f of the derivative on each path |w), and encodes that value in the amplitude of an ancilla qubit

F ) 10)10) > ) 1)) (VI@)10) + VT=T@) 1)) (A4)

Taking A = FP

FP:10)"10) - <Z VWV @) @) [F @) 10) + Y Vo) V1= f(w) [w) [f(w)) |1>> : (A5)

gives us the desired operator of Eq. (A2), noticing that the probability of measuring |0) in the last qubit is the
expectation value of the discounted payoff, as defined in Eq. (A1l).

This approach can be generalized to compute the value V' of a derivative portfolio consisting of m derivatives. The
P operator of Eq. (A3) in this case will construct the stochastic process of the d market parameters of the entire
portfolio, and the F operator of Eq. (A4) will compute the sum of the payoffs of each derivative

F : |w) [0) |0>%|w>|Zf¢(w)> Zﬁ:(w)\OH 1*Zf7:(w)\1> ; (A6)

where f; is the payoff of derivative ¢ € [1,m]. Similarly to the single-derivative case, QAE can then be used to estimate
the expectation value V' of the portfolio.

m

V=2 pw)) filw). (AT)

weN i=1
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