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(Dated: April 17, 2024)

Microscopic thermal machines promise to play an important role in future quantum technologies.
Making such devices widely applicable will require effective strategies to channel their output into
easily accessible storage systems like classical degrees of freedom. Here, we develop a self-consistent
theoretical framework that makes it possible to model such quantum-classical hybrid devices in a
thermodynamically consistent manner. Our approach is based on the assumption that the quantum
part of the device is subject to strong decoherence and dissipation induced by a thermal reservoir.
Due to the ensuing separation of time scales between slowly evolving classical and fast relaxing
quantum degrees of freedom, the dynamics of the hybrid system can be described by means of
adiabatic-response theory. We show that, upon including fluctuations in a minimally consistent
way, the resulting equations of motion can be equipped with a first and second law, both on the
ensemble level and on the level of individual trajectories of the classical part of the system, where
thermodynamic quantities like heat and work become stochastic variables. As an application of our
theory, we work out a physically transparent model of a quantum-classical hybrid engine, whose
working system consists of a chain of Rydberg atoms, which is confined in an optical cavity and
driven by periodic temperature variations. We show by means of numerical simulations that the
engine can sustain periodic oscillations of a movable mirror, which acts as a classical load, against
external friction and extract the full distributions of input heat and output work. By making the
statistics of thermodynamic processes in quantum-classical hybrid systems accessible without the
need to further specify a measurement protocol, our work contributes towards bridging the long-
standing gap between classical and quantum stochastic thermodynamics.

I. INTRODUCTION

Thermal machines have played a central role in the
development of classical thermodynamics, whose early
pioneers sought to uncover the fundamental principles
that determine the performance of devices like heat en-
gines or refrigerators. Almost two centuries later, under-
standing the working mechanisms of microscopic thermal
machines, which operate on atomistic length and energy
scales, and unlocking their potential for future applica-
tions have become major driving forces of quantum ther-
modynamics [1–5]. The last decade has seen remarkable
progress in this direction. On the theory side, a whole
spectrum of new concepts has emerged, for example to
exploit collective effects in quantum many-body systems
for power generation and cooling [6–30], to identify op-
timal control strategies for quantum thermodynamic cy-
cles [30–45], to reduce fluctuations in quantum thermal
machines [24, 46–53], or to channel their output into ex-
ternally accessible storage systems [54–61]. On the ex-
perimental side, microscopic thermal machines have been
realized on a whole variety of different platforms includ-
ing single atoms and ions [61–63], ultracold atomic gases
[64, 65], semiconductor nano-structures [66], supercon-
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ducting devices [67], photonic systems [68] and nuclear
spins [69, 70].

These developments have transformed our conceptual
understanding of both the very nature of thermal ma-
chines and the criteria by which their performance should
be assessed. Besides traditional figures of merit such
as power and efficiency, the list of desirable properties
now includes scalability, i.e., the ability to increase out-
puts by enlarging working systems, constancy, i.e., re-
silience against thermal and quantum fluctuations, and
exploitability, i.e., the possibility to access and store gen-
erated outputs. Addressing as many as possible of these
criteria at the same time is a challenging endeavour,
which quickly leads to fundamental problems. Quanti-
ties like work and heat, for example, can in general not
be measured in quantum systems without altering their
state or even their internal energy [71–78]. As a result,
the actual output of quantum thermal machines can, even
in theory, only be determined in the context of specific
measurement protocols, which can be hard to implement
in practice and do not necessarily reflect realistic working
conditions [71–79].

An elegant means of circumventing this problem would
be to channel the output of quantum thermal machines
into classical systems, which, at least in principle, can
be monitored without perturbing their state. However,
this idea immediately leads to the question of how to de-
scribe the dynamics of hybrid systems with both classi-
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FIG. 1. Quantum-classical hybrid system. The classical and
the quantum subsystem, Σcl and Σqu, respectively consist of
a movable mirror and a chain of Rydberg atoms inside an
optical cavity. Both subsystems are coupled to thermal reser-
voirs, Rcl and Rqu, with inverse temperatures βcl and βqu.

cal and quantum degrees of freedom, which, despite long-
standing efforts has not been fully settled so far [80–100].
Here, we seek to address this problem from the perspec-
tive of quantum thermodynamics. Our approach is based
on the assumption that the quantum degrees of freedom
are coupled to a thermal reservoir, which induces strong
damping and decoherence on a fast time scale. As a re-
sult, the state of the quantum subsystem remains close
to thermal equilibrium, even under the influence of clas-
sical degrees of freedom, which can typically be assumed
to evolve on much slower time scales than the quantum
ones. At the same time, any measurement-induced back-
action from the classical on the quantum subsystem be-
comes negligible compared to reservoir-induced decoher-
ence. Under these conditions, the evolution of the quan-
tum degrees of freedom can be described by means of adi-
abatic perturbation theory, a general method to describe
systems with well separated time scales, which has been
used before to model quantum-classical hybrid dynamics
[100–102] and has recently been deployed very success-
fully in quantum thermodynamics [30, 32–37, 50, 102–
104]. The effective force that is exerted by the quantum
subsystem on the classical one, which can in principle be
driven arbitrarily far from equilibrium, can then be in-
ferred from energy conservation. Upon including fluctu-
ations in a minimal thermodynamically consistent way,
it thus becomes possible to construct a self-consistent
framework that describes the dynamics and thermody-
namics of quantum-classical hybrid systems in terms of
stochastic equations of motion and a first and a second
law. Furthermore, since the classical degrees of freedom
follow well-defined observable trajectories, a concept that
does in general not exist for quantum systems, these laws
can be formulated on the level of ensembles and for in-
dividual realizations of the dynamics. Thermodynamic
processes can therefore be analyzed in a statistical man-
ner, where quantities like work and heat become stochas-
tic variables, whose full distributions can, at least in prin-
ciple, be inferred by observing only the classical degrees
of freedom. As a result, many of the established concepts
of classical stochastic thermodynamics [105–107] can be
directly applied to quantum-classical hybrid systems. In
the context of thermal machines, for instance, output
fluctuations can be determined by observing the trajec-

tories of a classical load. Constancy, as a third figure of
merit besides power and efficiency [46], thus becomes a
directly accessible parameter without the need of further
specifying a measurement protocol.

From a practical perspective, it is important to iden-
tify suitable experimental platforms, on which quantum-
classical hybrid machines can be implemented and theo-
retical predictions can be tested. Although such experi-
ments can generally be expected to be challenging, opto-
mechanical systems, which can be realized in a variety of
different ways [108], for example, with cold atoms [109–
111], photonic crystals [112], or superconductors coupled
to micro-mechanical membranes [113], provide a natu-
ral starting point. In the second part of this article,
we therefore analyze a physically transparent model of a
quantum-classical hybrid engine, whose classical degree
of freedom consists of a movable mirror, which, together
with a second fixed mirror, forms an optical cavity. The
quantum part of the engine is formed by a long chain of
Rydberg atoms, whose large internal energy scale makes
them natural candidates for quantum systems that can
plausibly exert an observable effect on a classical object
[114]. Similar to a recent experiment, where a quan-
tum heat engine was realized on the platform of super-
radiant atoms [6], the interaction between the two sub-
systems is mediated by the radiation pressure inside the
cavity. Upon being provided with input from a noisy
laser, which mimics a thermal reservoir, the machine can
sustain periodic oscillations of the movable mirror, which
plays the role of a classical load, against classical friction,
see Fig. 1. As we show by means of numerical simula-
tions, our framework makes it possible to obtain the full
distributions of output work and effective input heat for
this model, which illustrates the potential of our theory
to open a new perspective on the stochastic thermody-
namics of quantum systems.

II. DYNAMICAL FRAMEWORK

We first consider a generic hybrid system that con-
sists of a quantum subsystem Σqu and a classical subsys-
tem Σcl in contact with their respective reservoirs Rqu

and Rcl whose inverse temperatures are βqu and βcl, see
Fig. 1. The two subsystems are mechanically coupled so
that the Hamiltonian of Σqu depends on the state of Σcl.
In this section we develop a general framework to de-
scribe the non-equilibrium dynamics of this setup. Our
approach is based on the assumption that the character-
istic timescales of the classical and quantum subsystems,
that is the observational timescales, τΣcl and τΣqu , on
which the state of Σcl and Σqu change significantly, are
well separated. As we will show in the next section, the
resulting dynamical framework is fully consistent with
the laws of thermodynamics.
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1. Quantum dynamics

We initially consider the state of the classical subsys-
tem Σcl to be frozen. The quantum subsystem can then
be regarded as an open system, whose Hamiltonian Hqu

x

depends on a fixed external parameter x, for instance the
position of a movable mirror of an optical cavity. We take
the Hilbert space of the quantum subsystem to be finite-
dimensional throughout. The state of Σqu is described
by the density matrix ρ, which evolves in time according
to the quantum master equation

ρ̇t = Lxρt. (1)

In the weak-coupling limit, on which we focus here, the
generator Lx has the generic form

Lx◦ = Hx ◦+Dx◦ (2)

with the two superoperators

Hx◦ = − i

ℏ
[
Hqu

x , ◦
]
− i

ℏ
[
HLS

x , ◦
]
, (3a)

Dx◦ =
∑
j

{
γj−x K[Lj

x] ◦+ γj+x K[Lj†
x ] ◦

}
, (3b)

where we have introduced the short-hand notation

K[Y ]◦ = Y ◦ Y † − Y †Y ◦ /2− ◦Y †Y/2. (4)

The Lamb shift HLS
x and the Lindblad operators Lx and

L†
x account for the influence of the reservoir Rqu on Σqu

and have the following properties. The Lamb shift com-
mutes with the Hamiltonian of the quantum subsystem
Hqu

x and therefore only induces corrections to its Bohr
frequencies. The Lindblad operators induce jumps be-
tween energy levels of Hqu

x , during which the system ab-
sorbs or emits the energy ℏνjx ≥ 0. That is, we have

[
Hqu

x , HLS
x

]
= 0, (5a)[

Hqu
x , Lj

x

]
= −ℏνjxLj

x,
[
Hqu

x , Lj†
x

]
= ℏνjxLj†

x . (5b)

Micro-reversibility further requires the dissipation rates
γj+x and γj−x to obey the detailed balance condition

γj+x /γj−x = exp
[
− βquℏνjx

]
, (6)

which is required for thermodynamic consistency. We
note that the conditions (5) and (6) require that the
Lamb shift, the Lindblad operators and the dissipation
rates are dependent on x, since Hqu

x depends on x. As
long as this parameter is fixed, the stationary solution of
the master equation (2) is given by the Gibbs state

ϱqux ≡ exp
[
− βqu

(
Hqu

x −Fx

)]
, (7)

where Fx is the free energy of the quantum subsystem.

2. Classical subsystem

We now identify the parameter x with the position of
the classical subsystem Σcl, whose full state is described
by the phase space vector z ≡ (x, p) and whose time
evolution is governed by the Langevin equations

ẋt = pt/m, (8a)

ṗt = −U ′
xt

+ fquzt
− ζclpt + ξclt . (8b)

Here, m denotes the mass of the classical degree of free-
dom, Ux is an external potential and primes denote
derivatives with respect to x. Furthermore, fquz denotes
the force that the quantum subsystem exerts on the clas-
sical one. The Gaussian stochastic force ξclt , which to-
gether with the friction constant ζcl accounts for the in-
fluence of the classical reservoir Rcl, obeys

⟨ξclt ⟩ = 0 and ⟨ξclt ξclt′ ⟩ ≡ 2Dclδt−t′ , (9)

where δt denotes Dirac delta. The diffusion constant Dcl

is thereby related to the friction constant ζcl through the
fluctuation-dissipation theorem [115]

Dcl = ζclm/βcl. (10)

3. Quantum coupling force

To determine the coupling force fquz , we assume that xt
varies slowly on the relaxation timescale of the quantum
subsystem Σqu. Under this condition, the time evolution
of Σqu can be described in terms of an adiabatic quan-
tum master equation [103], which can be obtained from
Eq. (1) by replacing x → xt. The solution of this equa-
tion can be found by means of adiabatic perturbation
theory. Here we use the second-order ansatz

ρt = ϱquxt
+ ρ(x)xt

pt + ρ(2x)xt
p2t + ρ(p)xt

ṗt (11)

for the state of Σqu [35, 103, 104], which will turn out
to be a minimal consistent choice. Insertion into the
adiabatic master equation yields

ρ(x)x =
1

m
L−1
x ϱqux

′, ρ(2x)x =
1

m
L−1
x ρ(x)x

′
, ρ(p)x = L−1

x ρ(x)x ,

(12)
where we assume that ϱqux is the only stationary state
of the frozen generator Lx such that the super-operator
inverse in Eqs. (12) is well defined [116]. This approach is
justified if x changes slowly on the relaxation timescale
τΣqu of the quantum subsystem. That is, we assume
the timescale τΣcl is large compared with the quantum
relaxation timescale set by the rates γj+x and γj−x .
The systematic part of the coupling force fquz reads

⟨fquz ⟩ = Tr
[
Fxρ

]
with Fx ≡ −Hqu

x
′ (13)

playing the role of a quantum force operator. This ex-
pression must be evaluated using the first-order adiabatic
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expansion of ρt, so that it can be consistently interpreted
as a force acting on the classical degree of freedom, which
depends only on its position and velocity, but not on ac-
celeration.

We thus obtain

⟨fquz ⟩ = Tr
[
Fxϱ

qu
x

]
+Tr

[
Fxρ

(x)
x

]
p = −F′

x − ζqux p, (14)

with the quantum friction constant

ζqux = −Tr
[
Fxρ

(x)
x

]
. (15)

The quantum friction force has to be counterbalanced
by the fluctuating force ξqux,t = fquz,t − ⟨fquz,t⟩ which we as-
sume to be Gaussian and uncorrelated with the classical
fluctuating force. Hence, we set

⟨ξqux,t⟩ = ⟨ξqux,tξclt′ ⟩ = 0 and ⟨ξqux,tξ
qu
x,t′⟩ = 2Dqu

x δt−t′ .

(16)
The quantum diffusion constant Dqu

x can now be identi-
fied with the equilibrium correlation function

Dqu
x =

∫ ∞

0

dt ⟪δF̂x,t; δF̂x,0⟫ϱqu

= −⟪(L‡x)−1
δFx; δFx⟫ϱqu ≥ 0, (17)

where δFx = Fx + F′
x and hats indicate Heisenberg-

picture operators [102]. The super-operator L‡x is the
adjoint of Lx with respect to the Hilbert-Schmidt scalar
product and the Kubo correlation function that appears
in Eq. (17) is defined as [115]

⟪◦; •⟫Y ≡
∫ 1

0

dλ Tr
[
◦† Y λ • Y 1−λ

]
. (18)

We note that, in contrast to a symmetrized correlation
function, which would have been a second natural choice
for Dqu

x , the Kubo correlation function ensures that the
fluctuation-dissipation theorem

Dqu
x = ζqux m/βqu (19)

holds. As we will see in the following, this condition
is necessary for the system to relax to a global thermal
equilibrium state, which is free of dissipative currents, if
βqu = βcl. The total coupling force between the classical
and quantum subsystem is now given by

fquz,t = −F′
x − ζqux p+ ξqux,t, (20)

where the fluctuating force ξqux,t is fully characterized by
the relations (16) and (19). We therefore have a complete
dynamical model of our quantum-classical hybrid system.

4. Fokker-Planck equation

The classical probability density Pz,t of finding Σcl in
the state z = (x, p) obeys the Fokker-Planck equation

Ṗz,t = −∂xjxz,t − ∂pj
p
z,t, (21)

where the probability currents jxz,t ≡ jxt and jpz,t ≡ jpt are
defined as

jxt ≡ p

m
Pt (22a)

jpt ≡
(
U ′
x +F′

x +
(
ζcl + ζqux

)
p+

(
Dcl +Dqu

x

)
∂p

)
Pt

(22b)

with Pt ≡ Pz,t. Once the solution of Eq. (21) for a given
initial distribution has been found, the average of an ar-
bitrary observable Az of the system can be evaluated as

⟨Az⟩t =
∫
dz Tr

[
Azρz,t

]
. (23)

The extended density matrix ρz,t, which describes the
joint state of Σqu and Σcl, thereby depends explicitly on
the phase-space variables z and is given by

ρz,t ≡ ϱqux Pt + ρ(x)x pPt + ρ(2x)x p2Pt + ρ(p)x jpt . (24)

This expression follows by interpreting the density matrix
given in Eq. (11) as describing the state of the quantum
subsystem under the condition that the values of the clas-
sical phase space variables xt, pt and ṗt are known. Since
the adiabatic-response corrections defined in Eq. (12) are
all traceless, ρz,t satisfies the normalization conditions

Tr
[
ρz,t
]
= Pt and

∫
dz Tr

[
ρz,t
]
= 1. (25)

In equilibrium, i.e., for βqu = βcl = β, the stationary
solution of Eq. (21) is

Peq = exp
[
− β

(
Hcl

z +Fx −Fcl
z

)]
(26)

with the Hamiltonian of the classical subsystem

Hcl
z ≡ Ux + p2/2m (27)

and the classical free energy Fcl
z . The equilibrium state

of the quantum-classical system is thus described by the
extended density matrix

ρeq =exp
[
− β

(
Hqu

x +Hcl
z −Fcl

z

)]
+
(
ρ(x)x p+ ρ(2x)x p2 − ρ(p)x

(
U ′
x +F′

x

))
Peq, (28)

where the first line corresponds to ϱqux Peq and the correc-
tions in the second line account for the finite relaxation
time of Σqu.

III. THERMODYNAMIC FRAMEWORK

We now show how the dynamical framework devel-
oped in the previous section can be furnished with a con-
sistent thermodynamic structure, first on the ensemble
level, and then on the level of individual trajectories of
the classical subsystem. In the second part, we focus on
applications of our theory to hybrid thermal machines.
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A. Ensemble thermodynamics

1. First law

Since the quantum-classical system is autonomous, the
first law takes the form

Ėt = Q̇qu
t + Q̇cl

t , (29)

where Et denotes the internal energy of the total system

and Q̇
qu/cl
t corresponds to the rate of heat uptake from

the reservoir Rqu/cl. To derive explicit expressions for
these quantities, we identify the internal energy of the
quantum-classical system as

Et = ⟨Hqu
x +Hcl

z ⟩t. (30)

The total rate of heat uptake then becomes

Ėt =

∫
dz
{
Tr
[
Hqu

x ρ̇z,t
]
+Hcl

z Ṗt

}
≃
∫
dz
{
Tr
[
Hqu

x ψz

]
+Hcl

z

}
Ṗt, (31)

where we have introduced the abbreviation

ψz ≡ ϱqux + ρ(x)x p (32)

and the time derivative of the extended density matrix
has been taken in first order in the adiabatic expansion
(24) so that Ėt is consistently obtained to second order.
Upon inserting the Fokker-Planck equation (21) into (31)
and integrating by parts with respect to x and p, we find

Ėt =

∫
dz

{
Tr
[
Hqu

x Lxρz,t
]
+
(
ζqux p+ U ′

x +F′
x

)
jxt +

p

m
jpt

}
=

∫
dz

{
Tr
[
Hqu

x Lxρz,t
]
− ζclp2 +Dcl +Dqu

x

m
Pt

}
,

(33)

where we have used the relation

jxt ∂xψz + jpt ∂pψz = Lxρz,t. (34)

The final expression in Eq. (33) follows by inserting
Eq. (22a) and integrating by parts with respect to p.

This result leads us to identify Q̇qu
t and Q̇cl

t as

Q̇qu
t =

∫
dz

{
Tr
[
Hqu

x Lxρz,t
]
+
Dqu

x

m
Pt

}
, (35a)

Q̇cl
t =

∫
dz
{
Dcl − ζclp2

}Pt

m
. (35b)

It is straightforward to check, by substituting Eq. (28)
into these identifications, that both the quantum and
classical heat currents vanish in equilibrium, i.e., for
βqu = βcl.

2. Second law

To show that the expressions (35) for the heat cur-
rents are consistent with the second law, we identify the
entropy of the hybrid system as [117]

St = −
∫
dzTr

[
ρz,t ln ρz,t

]
. (36)

The rate of entropy production in the system then be-
comes

Ṡt = −
∫
dzTr

[
ρ̇z,t ln ρz,t

]
(37)

≃ −
∫
dzTr

[
ψz ln ρz,t

]
Ṗt

= −
∫
dzTr

[(
Lxρz,t

)
ln ρz,t + ψz

(
jxt ∂x + jpt ∂p

)
ln ρz,t

]
,

(38)

where have again used the Fokker-Planck equation (21),
integrated by parts with respect to phase-space variables
and inserted the identity (34). Upon expanding to second
order in the adiabatic perturbation series we thus obtain

Ṡt ≃ βquQ̇qu
t +

∫
dz

{
βqu

m

(
ζqux p2 −Dqu

x

)
Pt

−
(
j
qu
t + jclt )∂pPt

Pt

}
. (39)

Here we have introduced the irreversible probability cur-
rents

j
qu
t ≡ −ζqux pPt −Dqu

x ∂pPt, (40a)

jclt ≡ −ζclpPt −Dcl∂pPt, (40b)

and inserted the expression (35a) for the quantum heat

current Q̇qu
t . Furthermore, we have used the relation

∂α lnYα = T
[
Yα
]
∂αYα, (41)

with the superoperator

T
[
Y
]
◦ =

∫ ∞

0

dλ
(
Y + λ

)−1 ◦
(
Y + λ

)−1
, (42)

which holds for any positive definite matrix Y [118]. Fi-
nally, inserting the definitions (40) of the dissipative cur-
rents into Eq. (39) gives

Ṡt = βquQ̇cl
t + βclQ̇cl

t + σt (43)

with the total rate of entropy production

σt ≡
∫
dz

{(
j
qu
t

)2
Dqu

x Pt
+

(
jclt
)2

DclPt

}
≥ 0. (44)

This result shows that the heat currents defined in
Eq. (35) are consistent with the second law,

σt = Ṡt − βquQ̇qu
t − βclQ̇cl

t ≥ 0. (45)

We note that the irreversible currents j
qu/cl
t are zero for

βcl = βqu and hence the total rate of entropy production
vanishes in equilibrium along with both heat currents, as
thermodynamic consistency requires.
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B. Stochastic thermodynamics

On the ensemble level, the first and second law are
given by Eqs. (33) and (45). With these prerequisites,
we are now ready to develop the stochastic thermody-
namics of a quantum thermal machine that delivers its
output to a classical load. To this end, we consider the
quantum and classical subsystems, respectively, as the
working medium and load of such a machine. Input is
provided in the form of thermal energy from a heat source
that periodically modulates the temperature of the quan-
tum reservoir Rqu.

Upon assuming that the motion of the classical degree
of freedom can be continuously observed, a stochastic
first law can be derived from the expression

Equ[zt, żt] ≡ E
qu
t = Tr

[
Hqu

xt
ρt
]

(46)

for the trajectory-resolved internal energy of the working
medium, i.e., the quantum subsystem. We recall that the
density matrix of the quantum subsystem ρt is given by
Eq. (11) and is thus a function of the classical phase-space
variables and their time derivatives. Upon taking a time
derivative of Eq. (46) and neglecting third-order correc-
tions in the adiabatic-response expansion, we obtain the
balance equation

Ė
qu
t = −Tr

[
Fxt

ρt
]
pt/m+Tr

[
Hqu

xt
ρ̇t
]

= F′
xt
pt/m+ ζqut p2t/m+Tr

[
Hqu

xt
Lxt

ρt
]

≡ ẇt + q̇ext + q̇dt , (47)

with

ẇt = F′
xt
pt/m, q̇ext = ζqut p2t/m, q̇dt = Tr

[
Hqu

xt
Lxtρt

]
.

(48)
Here, we have identified ẇt as the rate at which work is
performed on the quantum system by the classical one
along a given trajectory zt and q̇

d
t denotes the associated

heat flux from the quantum reservoir into the working
medium. The quantity q̇ext must then correspond to the
rate at which heat is dissipated from the classical sub-
system into the quantum one.

To determine the efficiency of the machine, we have to
analyze its entropy balance, which can be developed by
identifying the trajectory-resolved entropy of the quan-
tum subsystem as

Squ[zt, żt] ≡ S
qu
t = −Tr

[
ρt ln ρt

]
. (49)

Taking a time derivative of this quantity and neglecting
third-order corrections leaves us with

Ṡ
qu
t = −Tr

[
(Lxt

ρt) ln ρt
]

(50)

= Tr
[
(Lxtρt)(ln ϱ

qu
xt

− ln ρt)
]
+ βquq̇dt (51)

where ϱquxt
is the instantaneous Gibbs state of the quan-

tum subsystem defined in Eq. (7). Since Lxϱ
qu
x = 0, the

first term in the second line is non-negative by Spohn’s
theorem [119]. For fixed βqu, we therefore have

Ṡ
qu
t − βquq̇dt ≥ 0. (52)

We now assume that the quantum-classical system is
driven into a periodic state by cyclic modulations of the
temperature of the quantum reservoir. For the sake
of concreteness we focus on a two-stroke engine cycle,
whereby the inverse temperature of the quantum reser-
voir switches periodically between two values βqu

h and
βqu
c > βqu

h . The switching takes place at the time
0 < ts < τ where τ denotes the period of the cycle. Up
to a short time interval immediately after each tempera-
ture switch, where the quantum subsystem is no longer
close to its instantaneous equilibrium state, our adiabatic
response approach is then applicable in each individual
stroke. Furthermore, any corrections to the dissipated
heat that arise from the relaxation processes between the
strokes can be consistently evaluated as a difference be-
tween instantaneous equilibrium energies, as long as the
temperature gradient is sufficiently small [37]. That is,
the accumulated stochastic work and heat contributions
for one cycle are given by

w =

∫ τ

0

dt ẇt, qex =

∫ τ

0

dt q̇ext , qd = qdh + qdc , (53)

where

qdh =

∫ ts

0

dt q̇dt + εx,0, qdc =

∫ τ

ts

dt q̇dt + εx,ts (54)

and

εx,t = lim
ϵ→0

(
Tr
[
Hqu

x,t+ϵϱ
qu
x,t+ϵ

]
− Tr

[
Hqu

x,t−ϵϱ
qu
x,t−ϵ

])
(55)

account for the heat that is dissipated while the quantum
subsystem returns to its adiabatic-response state right
after the temperature switches.

Integrating the first and second law, Eqs. (47) and (50),
over a full period therefore provides the relations

Equ
τ − E

qu
0 = w + qd + qex, (56a)

Squ
τ − S

qu
0 ≥ βqu

h qdh + βqu
c qdc , (56b)

where the differences on the left do not vanish in gen-
eral, even though the system is in a periodic state, since
Equ and Squ are stochastic variables. After taking the
ensemble average, however, we are left with

0 =W +Qex
h +Qex

c +Qd
h +Qd

c , (57a)

0 ≥ βqu
h Qd

h + βqu
c Qd

c . (57b)

Here,

W =

∫ τ

0

dt

∫
dz F′

xpPt/m, (58)

corresponds to the average work that is delivered to the
classical degree of freedom per cycle and

Qex
h =

∫ ts

0

dt

∫
dz ζqux p2Pt/m, (59a)

Qd
h =

∫ ts

0

dt

∫
dz Tr

[
Hqu

x Lxρz,t
]
+

∫
dz εx,0, (59b)
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denote the mean heat exchange between working system
and load and the mean heat uptake from the quantum
reservoir during the hot phase of the cycle, respectively;
the corresponding quantities Qex

c and Qd
c for the cold

stroke are defined analogously. The efficiency of the en-
gine can now be consistently defined as

η = −W/Qd
h ≤ 1 +Qd

c/Q
d
h ≤ ηC (60)

where the upper bound ηC = βqu
h /βqu

c , which corresponds
to the Carnot value, follows directly from the relations
(57) and by noting that Qex

h , Q
ex
c ≥ 0, as becomes evident

from Eq. (59a), since ζqux and Pt are both non-negative.

IV. QUANTUM-CLASSICAL RYDBERG
SYSTEM

After developing our general framework, we will now
show how it can be applied to a concrete model of a
heat engine based on an opto-mechanical setup. We first
outline the physical setup and then develop its math-
ematical description with the help of suitable approxi-
mations. Specifically, we will consider two examples of
thermodynamic processes, a single-stroke expansion and
a two-stroke cycle. We then analyze the statistics of ther-
modynamic quantities such as work and heat and calcu-
late the efficiency of the two-stroke engine by means of
numerical simulations.

A. System

FIG. 2. Schematic of our quantum-classical engine. The
working system consists of a chain ofN Rydberg atoms, which
sit at the minima of a standing light wave inside an optical
cavity. The atoms are modelled as two-level systems and are
equally spaced by a distance x, which effectively plays the
role of the classical degree of freedom. The cavity length is
X = Nx. The atoms interact via a dipole-dipole interaction,
described by the potential Vx and are driven by a noisy laser
that mimics a thermal reservoir with inverse temperature βqu.
The classical work load consists of a movable mirror, which is
coupled to a classical bath with inverse temperature βcl. The
motion of the mirror is driven by the radiation pressure inside
the cavity, which depends on the state of the atoms and the
restoring force of a classical spring with constant c.

We consider the hybrid engine shown in Fig. 2. A
chain of N interacting Rydberg atoms are confined in an
optical cavity by a lattice potential created by a standing

light wave. Each Rydberg atom is treated as a two-level
system (TLS), with ground state |g⟩ and excited Rydberg
state |r⟩. We assume that the two levels are coupled by
a noisy laser, so that quantum superpositions between
the two states decohere quickly. State changes within
the atoms can thus be described by a rate equation. The
noisy laser plays the role of a thermal reservoir, and can
be modelled as an ensemble of non-interacting bosons at
inverse temperature βqu [120]. The free evolution of the
Rydberg chain is described by the Hamiltonian

Hqu
x = ℏωa

N∑
k=1

nk + Vx

N−1∑
k=1

nknk+1, (61)

where nk = |rk⟩⟨rk| and the atoms experience nearest
neighbour dipole-dipole interactions Vx = v/x3, which
depend on their separation x. The cavity is formed by a
fixed mirror and a movable mirror of mass m, which is
in contact with a classical reservoir with inverse temper-
ature βcl. The position of the movable mirror plays the
role of the classical degree of freedom, Xt = Nxt, and
determines the size of the cavity and thus the length of
the standing light wave that confines the atomic array.
That is, we assume that the atoms sit at the minima of
the trapping potential and are therefore evenly spaced
along the cavity.
The quantum and classical subsystems interact with

each other through the radiation pressure inside the cav-
ity, which effectively arises from the interactions between
neighbouring atoms. The resulting force on the movable
mirror is counterbalanced by the restoring force of a clas-
sical spring

−∂XUX = −c
(
X −X0

)
, (62)

with spring constant c, which pushes the mirror to its
natural position X0.

B. Model

1. Quantum Dynamics

The state of the quantum system ρt evolves under a
collective many-body master equation,

ρ̇t = Lxρt ≡ Hxρt + Dxρt, (63)

where

Hx◦ = − i

ℏ
[
◦, Hqu

x

]
and

Dx◦ =

N∑
k=1

2∑
α=0

{
χα−
x K[Jα

k ] ◦+χα+
x K[Jα†

k ] ◦
}

(64)

denote the Liouville and dissipative super-operators and
K[Y ] is defined in Eq. (4). The energy of emitted and
absorbed photons from a particular atom depend on the
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state of the neighbouring atoms in the chain, owing to
the nearest neighbour interaction [121]. The collective
jump operators that describe this effect are given by

Jα
k =


ñk−1σ

−
k ñk+1 α = 2

(Ik − ñk−1)σ
−
k ñk+1

+ ñk−1σ
−
k (Ik − ñk+1) α = 1

(Ik − ñk−1)σ
−
k (Ik − ñk+1) α = 0

,

(65)
with ñk−1 ≡ nk−1(1−δk−1) and ñk+1 ≡ nk+1(1−δk−N ).
Since we consider open boundary conditions, only the
jump operators with α ≤ 1 are defined at the ends of the
chain, i.e., for k = 1 and k = N . Furthermore,

Ik = nk + gk with gk = |gk⟩⟨gk| (66)

denotes the single-atom identity matrix. The resulting
Bohr frequencies account for the number of excited atoms
α in the neighbourhood of the k-th atom and read

νx,α = ωa + αVx/ℏ. (67)

The corresponding collective decay rates are

χα+
x = γx,αBx,α and χα−

x = γx,α
(
Bx,α + 1

)
, (68)

where γx,α = 2πℏκν3x,α. The constant κ sets the scale of
the decay rates and the Bose-Einstein distribution

Bx,α =
(
exp[βquℏνx,α]− 1

)−1
(69)

describes the effective reservoir mimicked by the noisy
laser. Thus, the collective decay rates obey the detailed
balance condition

χα+
x /χα−

x = exp[−βquℏνx,α] (70)

and the unique stationary solution of the master equation
(63) is the Gibbs state

ϱqux = exp
[
− βqu(Hqu

x −Fx)
]
, (71)

where

Fx ≡ − lnTr
[
exp[−βquHqu

x ]
]
/βqu (72)

is the free energy of the quantum system. The non-local
master equation (63) has been derived following the ap-
proach taken in Ref. [121], and adapting it to allow for a
finite reservoir temperature.

2. Classical dynamics

The classical equations of motion are the Langevin
equations

Ẋt = Npt/m, (73a)

Nṗt = −∂XtUXt + fquzt,t −Nζclpt + ξclt , (73b)

where pt is the momentum of a single atom of the chain
and fquz is the quantum coupling force. Since the position
of the movable mirror is linearly dependent on the inter-
atomic spacing we can, upon rescaling with the atom
number N , replace the cavity length X with the spac-
ing between atoms x as our classical degree of freedom.
The logic behind this rescaling is two-fold. First, since
the atoms are evenly spaced inside the cavity, working
with the interatomic spacing will allow us to apply the
equations of motion for an arbitrary number of atoms,
where we have an equilibrium spacing x0 = X0/N corre-
sponding to an experimentally feasible value. That is, we
increase the equilibrium length of the cavity proportional
to the number of atoms so that an infinite density sce-
nario, where the spacing between atoms inside the cavity
becomes unfeasibly small, is avoided. Second, the Hamil-
tonian of the quantum system and the generator of the
master equation that describes its time evolution depend
only on the interatomic spacing and so rescaling allows
us to consistently work with a single classical degree of
freedom. The time evolution of the spacing is governed
by the Langevin equation

ẋt = pt/m, (74a)

ṗt = −U ′
t + fquzt,t/N − ζclpt + ξclt /N, (74b)

where the restoring force of the movable mirror is now

−U ′
x = −c

(
x− x0

)
(75)

with primes denoting partial derivatives with respect to
x. The classical diffusion constant Dcl enters upon in-
serting the fluctuation-dissipation relation (10) and the
classical stochastic force ξclt obeys the relations (9).

The quantum coupling force per particle,

fquz,t/N = −F′
x/N

2 − ζqux p+ ξqux,t/N, (76)

consists of the deterministic force per particle F′
x/N

2 and
the friction term ζqux p = βquDqu

x p/m, where the associ-
ated diffusion constant is given by

Dqu
x = −⟪(L‡x)−1

δFx; δFx⟫ϱqu
x
, (77)

with

δFx = −V
′
x

N

( N∑
k=1

nknk+1 − Tr
[ N∑
k=1

nknk+1ϱ
qu
x

])
(78)

for the Rydberg chain. The stochastic contribution de-
scribes the noise induced by the quantum subsystem and
is related to the diffusion constant Dqu

x by Eq. (16).

C. Mean-field approximation

Obtaining analytic expressions for the quantum cou-
pling force is in general not straightforward for a many-
body system. In particular, owing to the collective na-
ture of the master equation (63), where jump rates and
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operators for individual atoms depend on their imme-
diate neighbourhood, the diffusion constant (77) would
have to be determined numerically, which is possible only
for small values of N . To calculate mean-values of few
body observables, however, we do not necessarily need
to resolve the neighbourhood of each individual atom.
Instead, we may assume that the interaction between
neighbouring atoms induces, on average, a homogeneous
energy shift. This assumption is justified if the scale of
thermal fluctuations is large relative to the scale of the
inter-atomic interactions, i.e. if βquVx ≪ 1 and if the
number of atoms is sufficiently large so that individual
local excitations have only a negligible effect on aver-
age quantities. If these conditions are met, we can pro-
ceed with a mean-field (MF) approach, where the near-
est neighbour excitation operators nk±1 in the collective
master equation (63) are replaced with the average exci-
tation density

⟨nx⟩ =
1

N
Tr
[ N∑
k=1

nkϱ
qu
x

]
≡ 1

N
∂ℏωa

Fx. (79)

The MF master equation thus becomes

ρ̇t = L̄xρt ≡ Hxρt + D̄xρt, (80)

where

D̄x◦ =

N∑
k=1

{
χ̄−
x,kK[σ

−
k ] ◦+χ̄

+
x,kK[σ

+
k ] ◦

}
, (81)

and we use bars to denote MF quantities throughout.
The MF rates reflect the collective nature of decay and
excitation and are given by

χ̄±
x,k =


⟨n⟩2χ1± + (1− ⟨n⟩)2χ0± if k = 1 or N

⟨n⟩4χ2± + 4⟨n⟩2
(
1− ⟨n⟩

)2
χ1±

+(1− ⟨n⟩)4χ0± otherwise

,

(82)
We note that, for notational convenience, we drop the x-
dependence of the collective rates χ̄α± and the excitation
density ⟨n⟩ from here onwards. The unique stationary so-
lution of the master equation (80) is given by the product
state

ϱ̄qux =

N⊗
k=1

(χ̄+
x,knk + χ̄−

x,kgk)/χ̄
N
x,k, with χ̄ = χ̄− + χ̄+,

(83)
which approximates the thermal state of the quantum
subsystem in the parameter regimes, where the MF ap-
proximation is valid.

In addition we now replace open with periodic bound-
ary conditions. Although our physical setup in principle
requires open boundary conditions, this approximation,
which enhances the transparency of our mathematical
model, is still justified for sufficiently large chains, where
boundary effects play only a minor role. The MF decay
rates then become independent of k and are given by

χ̄±
x = ⟨n⟩4χ2±+4⟨n⟩2

(
1−⟨n⟩

)2
χ1±+(1−⟨n⟩)4χ0±. (84)

With these simplifications, it becomes possible to ex-
plicitly calculate the terms that appear in the second-
order adiabatic-response approximation (11). Specifi-
cally, the state of the quantum subsystem is given by

ρ̄t = ϱ̄qut + ρ̄
(x)
t pt + ρ̄

(2x)
t p2t + ρ̄

(p)
t ṗt, (85)

where

ρ̄(x)x =
1

Nm
L̄−1
x ϱ̄qux

′, ρ̄(2x)x =
1

N2m
L̄−1
x ρ̄(x)x

′,

ρ̄(p)x = L̄−1
x ρ̄(x)x , (86)

and the derivative of the MF steady state is

ϱ̄qux
′ =

χ̄−
x

χ̄+
x
δF̄ ℏωa

x ϱ̄qux ∂x

(
χ̄+
x

χ̄−
x

)
, (87)

with δF̄ ℏωa
x = −∂ℏωa

Hqu
x +Tr

[
∂ℏωa

Hqu
x ϱ̄qu

]
.

1. MF quantum coupling force

The terms that appear in the expression (76) for the
quantum force can now be determined in the MF picture.
The deterministic force contribution is given by

F̄′
x/N = Tr

[
Hqu

x
′ϱ̄qux

]
/N = V ′

x

(
χ̄+
x

χ̄x

)2

. (88)

This expression is independent of N as expected since in
the rescaled picture the cavity length increases with the
number of atoms and the relative interatomic spacing
is unchanged. The systematic force that the quantum
system exerts on the mirror therefore remains unchanged
with the number of atoms in the chain.
The quantum diffusion constant, involves the adjoint

Lindblad super-operator and in the MF picture becomes

D̄qu
x = −⟪(L̄‡x)−1

δF̄x; δF̄x⟫ϱ̄qu , (89)

where δF̄x = Fx + F̄′
x and

L̄‡x ◦ ≡ Hx ◦+
N∑

k=1

(
χ̄+K‡[σ+

k

]
◦+χ̄−K‡[σ−

k

]
◦
)

(90)

with

K‡[Y ]◦ = Y † ◦ Y − Y †Y ◦ /2− ◦Y †Y/2. (91)

This expression can be evaluated explicitly, which yields
the result

D̄qu
x = V ′

x
2 χ̄

+2
x χ̄−

x

(
8χ̄+

x + χ̄−
x

)
2Nχ̄5

x

, (92)

for details see App. A 1. We recall that the quantum
diffusion constant is related to the MF quantum noise
through the relation

⟨ξ̄qux,tξ̄
qu
x,t′⟩ = 2D̄qu

x δt−t′ . (93)
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Thus the Langevin equations that describe the dynamics
of the effective classical degree of freedom become

ẋt = pt/m, (94a)

ṗt = −c(xt − x0)− F̄′
t /N

2 − (βquD̄qu
t + βclDcl)ẋt

+ ξclt /N + ξ̄qut /N, (94b)

where all quantities are known explicitly and F̄′ and D̄qu

depend only on time through xt. We therefore have
derived a full dynamical description of our quantum-
classical engine in the MF picture.

D. Thermodynamic processes

We are now ready to explore the stochastic thermo-
dynamics of our quantum-classical hybrid machine. We
first observe that, within the mean-field picture, the rates
of work applied to the classical load, heat exchange with
the quantum working system and heat uptake from the
quantum reservoir, per particle, are given by

ẇt = V ′
t

(
χ̄+
t

χ̄t

)2

ẋt (95a)

q̇ext = βquV ′
t
2 χ̄

+2
t χ̄−

t

(
8χ̄+

t + χ̄−
t

)
2Nχ̄5

t

ẋ2t , (95b)

q̇dt = Tr
[
Hqu

t L̄tρ̄
(x)
t

]
pt +Tr

[
Hqu

t L̄tρ̄
(p)
t

]
ṗt

+Tr
[
Hqu

t L̄tρ̄
(2x)
t

]
p2t , (95c)

respectively, where we provide the explicit result for q̇dt
in App. A 2. These expressions are obtained by inserting
the mean-field approximations (85)-(88) into the general
formulas (48). As we will show in the following, they
make it possible to infer the full distributions of thermo-
dynamic quantities on the level of single trajectories from
numerical simulations of the Langevin equations (94).

We consider two examples of thermodynamic pro-
cesses: a single stroke expansion of the cavity and a two-
stroke engine cycle. The Langevin dynamics described
by Eq. (94), is simulated using an Euler-Maruyama
method, which we explain further in App. B. Through-
out this section we consider a chain with N = 100 Ry-
dberg atoms. The interaction strength between nearest-
neighbour atoms is Vx = v/x3 where we choose v =
5ℏωax

3
0 as is typical for the baseline interaction strength

of trapped Rydberg atoms [122]. We also fix the spring
constant, the classical diffusion constant and the inverse
temperature of the classical reservoir at c = ℏωa/x

2
0,

Dcl = 105ℏ2ωa/x0 and βcl = 0.1/ℏωa. Since all rele-
vant thermodynamic quantities are linear in N within
the mean-field picture, we will only consider work and
heat contributions per atom in the chain.

1. Single-stroke expansion

The single-stroke expansion is illustrated in Fig. 3a).
We consider the movable mirror to be fixed at an initial
position Xi ≡ X0, equal to its natural resting position in
the absence of any radiation pressure inside the cavity,
i.e., for βqu = ∞ and F̄′

x = 0. Upon turning on the noisy
laser, the atoms in the chain are exposed to an effective
environment with inverse temperature βqu > 0 which
leads to a rise in radiation pressure and thus a non-zero
quantum coupling force. As a result, once the mirror is
released, the cavity expands and the mirror settles, on
average, to a new equilibrium position Xf .

We plot the average position of the mirror together
with exemplary single trajectories in Fig. 3b. The larger
the effective temperature of the quantum reservoir, the
further the mirror is pushed by the cavity and the more
its final equilibrium position Xf deviates from its initial
positionX0. The total work done by the quantum system
on the movable mirror during the expansion is given by

wsse =

∫ t

0

dt ẇt (96)

where t has to be chosen sufficiently large such that
the mirror has reached its new equilibrium position.
Fig. 3b indicates that no systematic motion of the mir-
ror occurs anymore after t = 106ω−1

a ; we therefore set
t = 2× 106ω−1

a in the following. In part (c) of Fig. 3 we
plot the rescaled potential ux = c(x − x0)

2/2 + Fx/N
2,

which is responsible for the average final resting position
of the mirror. Since we obtain the time-resolved posi-
tion xt of the mirror from our simulation of the Langevin
equation (94), we can now calculate wsse for any indi-
vidual trajectory. Upon repeating this simulation suffi-
ciently many times, we can determine the distribution of
this quantity, which is given by

P(wsse) =
1

M

M∑
m=1

Πϵ[wsse − w(m)
sse ], (97)

for sufficiently large M , where w
(m)
sse is the work per-

formed along the m-th trajectory and

Πϵ[x] =

{
1 if − ϵ/2 ≤ x ≤ ϵ/2

0 otherwise
(98)

is a boxcar function with width ϵ. The distributions are
plotted in part (d) of Fig. 3. These plots show nearly
Gaussian distributions with a slight asymmetry. Their
mean value depends on the inverse temperature of the
quantum bath, which determines the radiation pressure
inside the cavity. In addition, we observe that the width
of the work distributions increases with the temperature
of the quantum reservoir, due to enhanced thermal fluc-
tuations.
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FIG. 3. a) Schematic outline of a single-stroke expansion. For t < 0, the movable mirror is held at some initial position Xi. At
t = 0, the mirror is released and the cavity expands under the internal radiation pressure, generated by the quantum system,
which is coupled to a noisy laser playing the role of a thermal bath with inverse temperature βqu. b) Plots of the average mirror
position and individual trajectories over time, shown for three different inverse temperatures of the quantum bath, βqu = βcl

(blue), 0.5βcl (black) and 0.1βcl (red). The time scale over which the expansion takes place is τ = 2× 106ω−1
a . c) The rescaled

effective potential ux = 1
2
c(x− x0)

2 +Fx/N
2 acting on the classical degree of freedom for the same temperatures as in b). d)

Histograms of the work distribution for 104 realizations of the same single-stroke expansions in b).

2. Two-Stroke engine cycle

As our second example, we consider a two-stroke en-
gine cycle with the quantum system acting as the working
medium. The engine cycle is realized by periodic mod-
ulation of the external laser field, so that the effective
inverse temperature of the quantum reservoir oscillates
between the two values βqu

c ≡ βcl and βqu
h < βqu

c . The
process is outlined in Fig. 4a. In the first stroke, where
0 ≤ t < τ/2, the cavity expands under the increased
radiation pressure induced by the quantum reservoir at
βqu
h . In the second stroke, where τ/2 ≤ t < τ , the

laser intensity is adjusted to emulate the cold quantum
bath with βqu

c , so that the movable mirror of the cav-
ity relaxes to a new position. The period of the cycle is
τ = 2 × 106ω−1

a so that the adiabatic-response assump-
tion is justified within the individual strokes, except for
minor corrections incurred right after the switching of
the temperature. That is, the quantum system quickly
relaxes to its new adiabatic-response state after the ex-
ternal field changes at the start of each stroke. Here the
temperature difference between the hot and cold stroke
must also be small relative to the internal energy scale
of the quantum system in order for the thermodynam-
ics of a two-stroke cycle to be consistently described by
the adiabatic response framework without introducing a
systematic expansion in ∆βqu = βqu

h − βqu
c [37].

We simulate the position of the movable mirror over 5
cycles, and average over 104 trajectories in Fig. 4b. We
find that the mirror settles into a periodic steady state,

within approximately two cycles. Once the engine has
relaxed into a periodic steady state we can calculate its
accumulated net output over C cycles,

wtse(C) =

∫ t+Cτ

t

dt′ ẇt′ . (99)

In part (c) of Fig. 4 we show three plots for the work
distributions for C = 5, 20 and 50 cycles. The inset
shows that both the mean value and variance of these
distributions grow linearly in C, as one would expect. As
a second quantity of interest, we consider the heat uptake
from the effective quantum reservoir in one cycle qdh, for
different temperature ratios, βr = βqu

h /βqu
c . Following

the stochastic expression in Eq. (54), the heat uptake in
the hot stroke is given by

qdh =

∫ t+τ

t

dt′ θht′ q̇
d
t′ + εx,th , (100)

where θht is 1 during the hot phase of the cycle and zero
otherwise and th is the time at which the quantum reser-
voir switches from cold to hot. For our Rydberg engine
we take q̇dt from Eq. (95c) and the contribution from
switching the temperature at the start of the stroke is

εx,th = lim
ϵ→0

( χ̄+
th+ϵ

χ̄th+ϵ

(
ℏωa + Vth+ϵ

χ̄+
th+ϵ

χ̄th+ϵ

)
−
χ̄+
th−ϵ

χ̄th−ϵ

(
ℏωa + Vth−ϵ

χ̄+
th−ϵ

χ̄th−ϵ

))
(101)
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FIG. 4. a) Schematic outline of a two-stroke cycle, driven by periodic temperature modulations. b) Average position of the
mirror taken over 104 trajectories for 5 cycles (black solid) with βqu

h = 0.8βcl and βqu
c = βcl, τ = 2× 106ω−1

a fixed throughout
all plots. The shaded lines show the position of the mirror from two individual trajectories. c) Plots of the work distribution
over C = 5 (light green), 20 (green) and 50 (dark green) cycles, with βqu

h = 0.8βcl. The inset shows the mean W (blue circles)
and variance Var(W ) (green circles) of the output work as a function of the number of cycles, ranging from C = 5− 50, with
solid lines showing linear fits. d) Distributions of output work wtse (solid) and input heat qdh (dotted) for 104 realizations of a
single cycle, for different values of βr = βqu

h /βqu
c . Here βqu

h is changed such that βr = 0.7 (brown), 0.75 (red) and 0.8 (pink).
The inset shows the corresponding efficiency η (blue) in units of Carnot efficiency ηC as well as the rescaled relative fluctuation

of the output work,
√

Var(W )/W 2/100 (orange), for a range of temperature ratios βr, with solid lines showing linear fits.

in the MF picture. The corresponding distributions are
shown in part (d) of Fig. 4 together with the work distri-
butions for βr = 0.7, 0.75 and 0.8. Finally, from the mean
values W and Qd

h of the output and input distributions,
we can calculate the efficiency of our engine η = −W/Qd

h,
which is plotted in the inset of part (d) of Fig. 4 in units
of the Carnot value ηC = 1−βqu

h /βqu
c , along with the rel-

ative fluctuations of the output work which characterise
the stability of the output [123], that is, the constancy of
the engine [46]. We find that the efficiency of our engine
reaches up to ∼ 18% of the Carnot value. This figure is
plausible given that we have not systematically optimized
the parameters and driving protocol of our model. We
leave this task to future research. The relative work fluc-
tuations are seen to increase with βr. This behaviour
primarily results from the fact that the mean output
work decreases with βr as the mirror’s equilibrium posi-
tions in the hot and the cold stroke move closer together.
In summary, our results demonstrate that the general
framework developed in this article makes it possible to
obtain the full statistics of thermodynamic processes at
the quantum-classical boundary without the necessity of
invoking additional measurement protocols, which was
our main objective here.

V. PERSPECTIVES

Our case study demonstrates that the essential char-
acteristics of microscopic thermal machines can be real-
ized in quantum-classical hybrid systems. In particular,
we have seen that a classical degree of freedom with an
observable trajectory provides both a physically intuitive
means of work extraction and a powerful tool to infer the
statistics of quantum thermodynamic processes. It now
remains to find suitable experimental platforms to real-
ize such quantum-classical hybrid engines. In our anal-
ysis, we have rescaled the cavity length with x0 = 5µm,
which corresponds to the typical inter-particle spacing
for trapped Rydberg atoms that can be achieved in cur-
rent experiments [124]. The magnitudes of the dipole-
dipole interactions and the collective decay rates were
chosen as v/x30 = 5ℏωa and κ = 10−2/ℏω2

a , where the
energy difference between the ground and the Rydberg
state was set to the realistic value ωa = 1MHz [122, 124–
126]. The mass of the classical degree of freedom scales
as m ∝ ℏ/x20ωa, which for our model would lead to a
value of the order of 10−20g. Such a tiny mass cannot
be plausibly associated with a nano-mechanical resonator
such as a movable mirror. It may, however, be achieved
with cold-atoms based opto-mechanical systems, where
the mechanical degrees of freedom are formed by col-
lective vibration modes of atomic ensembles [111]. A
second avenue towards a more feasible setting could be
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to decrease the typical inter-particle distance x0, which
would lead to an increase in the radiation pressure inside
the cavity and thus the force acting on the mirror, as is
reflected by the scaling of the effective mass with x−2

0 .
Overall, our model is meant to conceptualize and illus-
trate the basic idea and potential benefits of quantum-
classical hybrid machines and we leave it to future re-
search to find truly realistic ways of constructing such
devices.

On the conceptual side, our framework provides a sys-
tematic step towards bridging the long-standing gap be-
tween classical stochastic and quantum thermodynam-
ics. Since the concepts of the former theory can be
directly applied to the classical degree of freedom, our
results lay the ground work for a variety of future re-
search directions, such as the potential formulation of
fluctuation theorems and thermodynamic uncertainty re-
lations for quantum-classical hybrid systems or the search
for universal trade-off relations between the figures of
merit of hybrid thermal machines. In a wider perspec-
tive, it would be desirable to extend our approach be-
yond the limits of the adiabatic-response regime and ul-
timately to derive a thermodynamically consistent the-
ory of quantum-classical systems from fundamental prin-
ciples. Useful lessons to this end could be drawn, for
instance, from physical chemistry, where hybrid models
have long been used to simplify fully quantum descrip-
tions of complex molecular systems [93, 127], from field
theory, where the lack of a quantum theory of gravity
has long been a driving force for research on quantum-
classical dynamics [83, 84], or from mathematical physics,
where stochastic descriptions of quantum-classical sys-

tems are currently receiving renewed attention [92, 95–
98]. Our thermodynamics-based approach adds a further
perspective to this research and might, owing to the uni-
versality of thermodynamics as a physical theory, eventu-
ally help to unify existing and forthcoming results across
different fields.
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Appendix A: Mean-Field Theory

1. Quantum Diffusion constant

We recall the expression

Dqu
x =

∫ ∞

0

dt ⟪δF̂x,t; δF̂x,0⟫ϱqu (A1)

for the quantum diffusion constant, which was defined in Eq. (17). In this appendix, we first show how this quantity
can be obtained analytically within the mean-field picture introduced in Sec. IV, and then compare the resulting
expression with numerically exact calculations for a small number N of Rydberg atoms.

Within the mean-field approximation, the quantum diffusion constant is given by

D̄qu
x =

∫ ∞

0

dt ⟪δ ˆ̄Fx,t; δ
ˆ̄Fx,0⟫ϱqu (A2)

where δ ˆ̄Fx,t denotes the shifted quantum force operator in the Heisenberg picture with respect to the adjoint mean-field
generator

L̄‡x◦ = Hx ◦+
N∑

k=1

(
χ̄+K‡[σ+

k

]
◦+χ̄−K‡[σ−

k

]
◦
)

(A3)
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with

Hx = − i

ℏ
[
◦, Hqu

x

]
and K‡[Y ]◦ = Y † ◦ Y − Y †Y ◦ /2− ◦Y †Y/2. (A4)

This object satisfies the differential equation

d

dt
δF̄x,t = L̄‡xδF̄x,t (A5)

within respect to the initial condition

δF̄x,0 = Fx + F̄′
x,t = −V ′

x

( N∑
k=1

nknk+1 − Tr
[ N∑
k=1

nknk+1ϱ̄
qu
x

])
/N, (A6)

where Fx is the effective force operator defined in Eq. (13) and F̄x denotes the equilibrium free energy of the quantum
system, defined in Eq. (88).

This initial value problem can be solved by exploiting the fact that δF̄x belongs to an invariant subspace of L̄‡x. To
this end, we define a sequence of operators

L̄‡xδF̄
1
x = δF̄ 2

x , L̄‡xδF̄
2
x = δF̄ 3

x , . . . , L̄‡xδF̄
N
x = δF̄N+1

x . (A7)

If δF̄N+1
x can be expressed as a linear combination of δF̄ 1

x , . . . , δF̄
N
x , i.e., if there exists constants ckx so that δF̄N+1

x =∑
k=1 c

k
xδF̄

k
x , the solution of Eq. (A5) can be written as

eL̄
‡
xδF̄x = (1, 0, . . . , 0) · eAxsδF̄x, (A8)

where δF̄x =
(
δF̄ 1

x , δF̄
2
x . . . , δF̄

N
x

)T
and the matrix Ax is given by

L̄‡xδF̄x = AxδF̄x. (A9)

Upon using the expressions (A3) and (A6), we find

L̄‡xδF̄
1
x = −V

′
x

N

N∑
k,l=1

{
χ̄+
x K

‡[σ+
k

]
nlnl+1 + χ̄−

x K
‡[σ−

k

]
nlnl+1

}

= −V
′
x

N

{
− 2χ̄−

N∑
l=1

nlnl+1 + χ̄+
N∑
l=1

(
nlgl+1 + glnl+1

)}
≡ δF̄ 2

x , (A10)

L̄‡xδF̄
2
x =

V ′
x

N

N∑
k,l=1

{(
χ̄+
x K

‡[σ+
k

]
+ χ̄−

x K
‡[σ−

k

])(
2χ̄−nlnl+1 − χ̄+

(
nlgl+1 + glnl+1

))}

= −(3χ̄−
x + χ̄+

x )δF̄
1
x +

2V ′
x

N

(
χ̄−2
x

N∑
l=1

nlnl+1 − χ̄+2
x

N∑
l=1

glgl+1

)
≡ δF̄ 3

x , (A11)

L̄‡xδF̄
3
x = −3χ̄δF̄ 2

x − 2χ̄2
xδF̄

3
x , (A12)

with the coefficient matrix

Ax =

0 1 0
0 0 1
0 −3χ̄x −2χ̄2

x

 . (A13)

This matrix can be easily exponentiated, which, upon insertion into the Eqs. (A8) and (A2) yields the compact
expression

D̄qu
x = V ′

x
2 χ̄

+2
x χ̄−

x

(
8χ̄+

x + χ̄−
x

)
2Nχ̄5

x

, (A14)
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FIG. 5. Plot of MF and exact results for the quantum diffusion constant Dqu
x as a function of the normalized inter-atomic

distance x/x0 for the inverse temperature βqu = 0.1/ℏωa. In the relevant regime, the behaviour of the MF result (blue dashed)
is in good agreement with the exact plots, which are numerically determined for N = 5 (light grey), N = 7 (grey) and N = 9
(black). The inset highlights the results around the region where the typical trajectories of the two-stroke cycle occur in Figs. 3
and 4.

for the quantum diffusion constant in the mean-field approximation.

This result provides a useful benchmark for the quality of the mean-field approximation. For a quantitative com-
parison, we numerically solve the exact equation of motion, δFx,t = L‡xδFx,t, for the shifted force operator in the
Heisenberg picture and then evaluate Dqu

x with the help of Eq. (17). The results of this calculation are plotted in
Fig. 5 for a relevant range of system parameters and Rydberg chains with N = 5, 7, 9 atoms. We find that, within
the spatial region where the mirror settles during the two-stroke cycle described in Sec. IV, cf. Fig. 4, the mean-field
and exact results are indeed in good agreement up to smaller deviations. In the limit x→ 0, the interaction potential
Vx diverges and the mean-field approximation breaks down. However, within the situations discussed in the main
text, x is effectively limited to a finite range around x0, where the interaction strength is still sufficiently weak for the
mean-field approximation to be applicable.

2. Stochastic Dissipated Heat Current in the Mean-Field Picture

The three terms that appear in the expression (95c) for the stochastic dissipated heat current within the mean-field
approximation are given by

Tr
[
Hqu

x L̄xρ̄
(x)
x

]
=

1

Nm
Tr
[
Hqu

x ϱ̄qux
′]

=
1

m

χ̄−
x

χ̄x

{(
ωa + 2

χ̄+
x

χ̄x
Vx
)(
1− χ̄+

x

χ̄x

)}
∂x

(
χ̄+
x

χ̄−
x

)
, (A15a)

Tr
[
Hqu

x L̄xρ̄
(p)
x

]
=

1

N2m
Tr
[
Hqu

x L̄−1
x ϱ̄qux

′]
=

∫ ∞

0

ds Tr
[
Hqu

x eL̄
‡
xsϱ̄′x

]
= −

χ̄−2
x

(
2Vxχ̄

+
x + ωaχ̄x

)
Nmχ̄4

x

∂x

(
χ̄+
x

χ̄−
x

)
, (A15b)

Tr
[
Hqu

x L̄xρ̄
(2x)
x

]
=

1

Nm2
Tr
[
Hqu

x

(
L̄−1
x ϱ̄qux

′)′]
= −∂x

(
χ̄−2
x

(
2V ′

xχ̄
+
x + ωaχ̄x

)
m2χ̄4

x

∂x

(
χ̄+
x

χ̄−
x

))
+ 2Vx

χ̄−2
x χ̄+

x

m2χ̄4
x

∂x

(
χ̄+
x

χ̄−
x

)
. (A15c)

Here, the first result follows immediately by inserting the expression (87) for the derivative of the mean-field steady
state. The second result is obtained by first noting that L̄xϱ̄

qu
x ◦ = ϱ̄qux L̄‡x◦ and then applying the same technique as for

evaluation of the quantum-diffusion constant in the previous section. In the present case, only one auxiliary variable
δF̄ ℏωa,2

x = L̄‡xF̄
ℏωa
x is necessary since (L̄‡x)

2F̄ ℏωa
x = −χ̄xδF̄

ℏωa , where δF̄ ℏωa was defined below Eq. (87). Finally,
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Eq. (A15c) follows directly by applying the chain rule

Tr
[
Hqu

x

(
L̄−1
x ϱ̄qux

′)′] = d

dx
Tr
[
Hqu

x L̄−1
x ϱ̄qux

′]− Tr
[
Hqu

x
′L̄−1

x ϱ̄qux
′] (A16)

and observing that

Tr
[
Hqu

x
′L̄−1

x ϱ̄qux
′] = −2NV ′

x

χ̄−2
x χ̄+

x

χ̄4
x

∂x

(
χ̄+
x

χ̄−
x

)
. (A17)

Appendix B: Numerical Simulations

To simulate the Langevin dynamics described by Eqs. (94), we implement a simple Euler-Maruyama method [128].
The iterative form of the Langevin equations in discretized time is

xn+1 = xn +∆t pn/m, (B1a)

pn+1 = pn +∆t

(
− c
(
xn − x0

)
− F̄′

xn
/N2 −

(
βquDqu

xn
+ βclDcl

)
pn/m+

1

N

(√2Dcl

∆t
Gcl

tn +

√
2Dqu

xn

∆t
Gqu

tn

))
, (B1b)

where ∆t = tn+1−tn denotes the time step and Gt ∼ N(0, 1) is a random number sampled from a Gaussian distribution
with mean 0 and variance 1. The superscript on the random variables Gqu/cl indicates that the quantum or classical
noise are statistically independent. Upon iterating these expressions over a specified time τ = Nsteps∆t, where Nsteps

is an integer, we can simulate the dynamics of the classical degree of freedom. At each time step, we recalculate the
deterministic quantum force, the quantum diffusion constant and thus the magnitude of the Gaussian noise.

To calculate thermodynamic quantities, we use the Euler method of integration at the half time step, between the
present and the previous iteration. This approach gives results that are correct up to corrections of order of ∆t3. For
a function that depends on some time dependent variable ut, we have

ḟut
≃
fun+1 − fun

∆t
≡
fu+

n+un−
− fu+

n−u−
n

∆t
≃ 2∂ufu+

n

u−n
∆t

+O(∆t3), (B2)

where u+n = (un+1 + un)/2 and u−n = (un+1 − un)/2. To calculate the time integrated work, exchange heat and
dissipated heat and work associated with a single realization of a thermodynamic process, we use this rule to evaluate

wn+1 = wn + 2V ′
x+
n

( χ̄+

x+
n

χ̄x+
n

)2

x−n , (B3a)

qexn+1 = qexn + 2βqu
n

+(V ′
x+
n

)2 χ̄+2

x+
n
χ̄−
x+
n

(
8χ̄+

x+
n
+ χ̄−

x+
n

)
2Nχ̄5

x+
n

x−n p
+
n , (B3b)

qdn+1 = qdn + 2Tr
[
Hqu

x+
n
L̄x+

n
ρ̄
(x)

x+
n

]
x−n + 2Tr

[
Hqu

x+
n
L̄x+

n
ρ̄
(2x)

x+
n

]
x−n p

+
n + 2Tr

[
Hqu

x+
n
L̄x+

n
ρ̄
(p)

x+
n

]
p−n + εx+

n ,tn
. (B3c)

Here, we have used that fn+1 = fn + ∆tḟt and replaced ẇt, q̇
ex
t and q̇dt with the expressions in Eq. (95). The full

expressions in Eq. (B3c) can be found in (A15) and Eq. (55). All quantities are evaluated for fixed βqu, except for
at the switching time of the two stroke-cycle described in Sec. IV, where we set βqu = (βqu

h + βqu
c )/2 in the time

step right after the temperature switch. Only in this particular situation, the term εx+
n ,tn

, which accounts for the

relaxation of the quantum subsystem after an instantaneous temperature change, is non-zero, cf. Eq. (55).
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V. Kaushal, J. Schulz, M. T. Mitchison, J. Goold,

F. Schmidt-Kaler, and U. G. Poschinger, Spin heat en-
gine coupled to a harmonic-oscillator flywheel, Phys.
Rev. Lett. 123, 080602 (2019).

[62] O. Abah, J. Roßnagel, G. Jacob, S. Deffner, F. Schmidt-
Kaler, K. Singer, and E. Lutz, Single-ion heat engine at
maximum power, Phys. Rev. Lett. 109, 203006 (2012).

[63] J. Roßnagel, S. T. Dawkins, K. N. Tolazzi, O. Abah,
E. Lutz, F. Schmidt-Kaler, and K. Singer, A single-atom
heat engine, Science 352, 325 (2016).

[64] Q. Bouton, J. Nettersheim, S. Burgardt, D. Adam,
E. Lutz, and A. Widera, A quantum heat engine driven
by atomic collisions, Nat. Commun. 12, 2063 (2021).

[65] J. Koch, K. Menon, E. Cuestas, S. Barbosa, E. Lutz,
T. Fogarty, T. Busch, and A. Widera, A quantum engine
in the BEC-BCS crossover, Nature 621, 723 (2023).

[66] M. Josefsson, A. Svilans, A. M. Burke, E. A. Hoffmann,
S. Fahlvik, C. Thelander, M. Leijnse, and H. Linke, A
quantum-dot heat engine operating close to the ther-
modynamic efficiency limits, Nat. Nanotechnol. 13, 920
(2018).

[67] A. Ronzani, B. Karimi, J. Senior, Y. Chang, J. Pel-
tonen, C. Chen, and J. Pekola, Tunable photonic heat
transport in a quantum heat valve, Nat. Phys. 14, 991
(2018).

[68] J. Kim, S.-h. Oh, D. Yang, J. Kim, M. Lee, and K. An,
A photonic quantum engine driven by superradiance,
Nat. Photonics 16, 707 (2022).

[69] J. P. Peterson, T. B. Batalhão, M. Herrera, A. M. Souza,
R. S. Sarthour, I. S. Oliveira, and R. M. Serra, Experi-
mental characterization of a spin quantum heat engine,
Phys. Rev. Lett 123, 240601 (2019).

[70] V. F. Lisboa, P. R. Dieguez, J. R. Guimarães, J. F. G.
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Van Camp, and V. Vuletić, Optomechanical cavity cool-
ing of an atomic ensemble, Phys. Rev. Lett. 107, 143005
(2011).

[112] E. Gavartin, R. Braive, I. Sagnes, O. Arcizet, A. Bever-
atos, T. J. Kippenberg, and I. Robert-Philip, Optome-
chanical coupling in a two-dimensional photonic crystal
defect cavity, Phys. Rev. Lett. 106, 203902 (2011).

[113] A. Youssefi, S. Kono, A. Bancora, M. Chegnizadeh,
J. Pan, T. Vovk, and T. J. Kippenberg, Topological lat-
tices realized in superconducting circuit optomechanics,
Nature 612, 666 (2022).

[114] C. S. Adams, J. D. Pritchard, and J. P. Shaffer, Ryd-
berg atom quantum technologies, J. Phys. B 53, 012002
(2019).

[115] R. Kubo, M. Toda, and N. Hashitsume, Statistical
physics II: nonequilibrium statistical mechanics, Vol. 31
(Springer Science & Business Media, 2012).

[116] Since ϱqux
′ and ρ

(x)
x

′ have vanishing trace and therefore
are orthogonal to ϱqux , with respect to the scalar prod-
uct, ⟨X|Y ⟩ =

∫ 1

0
dλTr

[
ϱqux

1−λX†ϱqux
λY

]
, which renders

the super operator Lx self adjoint.
[117] J. L. Alonso, C. Bouthelier, A. Castro, J. Clemente-

Gallardo, and J. A. Jover-Galtier, Entropy and canoni-
cal ensemble of hybrid quantum classical systems, Phys.
Rev. E 102, 042118 (2020).

[118] E. H. Lieb, Convex trace functions and the Wigner-
Yanase-Dyson conjecture, Adv. in Math. 11, 267 (1973).

[119] H. Spohn, Entropy production for quantum dynamical
semigroups, J. Math. Phys. 19, 1227 (1978).

[120] M. Marcuzzi, M. Buchhold, S. Diehl, and I. Lesanovsky,
Absorbing state phase transition with competing quan-
tum and classical fluctuations, Phys. Rev. Lett. 116,
245701 (2016).

[121] C. Nill, K. Brandner, B. Olmos, F. Carollo, and
I. Lesanovsky, Many-body radiative decay in strongly

https://doi.org/10.1103/PhysRevD.18.4580
https://doi.org/10.1103/PhysRevD.18.4580
https://doi.org/10.1103/PhysRevD.20.857
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.37.3522
https://doi.org/10.1103/PhysRevD.47.4510
https://doi.org/10.1103/PhysRevD.47.4510
https://doi.org/10.1103/PhysRevLett.74.621
https://doi.org/10.1103/PhysRevA.56.162
https://doi.org/10.1103/PhysRevLett.81.2846
https://doi.org/10.1103/PhysRevA.60.842
https://doi.org/10.1103/PhysRevA.60.842
https://doi.org/10.1103/PhysRevA.61.022108
https://www.annualreviews.org/content/journals/10.1146/annurev.physchem.57.032905.104702
https://www.annualreviews.org/content/journals/10.1146/annurev.physchem.57.032905.104702
https://doi.org/10.1103/PhysRevA.86.042120
https://doi.org/10.1103/PhysRevA.86.042120
https://doi.org/10.1103/PhysRevA.85.022127
https://iopscience.iop.org/article/10.1088/0031-8949/2014/T163/014004/meta
https://iopscience.iop.org/article/10.1088/0953-8984/27/7/073201
https://iopscience.iop.org/article/10.1088/0953-8984/27/7/073201
https://iopscience.iop.org/article/10.1088/1751-8121/ac219d/meta
https://iopscience.iop.org/article/10.1088/1751-8121/ac219d/meta
https://arxiv.org/abs/2203.01332
https://arxiv.org/abs/2301.04677
https://arxiv.org/abs/2208.11722
https://arxiv.org/abs/2208.11722
https://doi.org/10.1103/PhysRevA.107.062206
https://doi.org/10.1103/PhysRevA.107.062206
https://arxiv.org/abs/2403.07738
https://www.sciencedirect.com/science/article/pii/S0003491614000645?via%3Dihub
https://www.sciencedirect.com/science/article/pii/S0003491614000645?via%3Dihub
https://doi.org/10.1103/PhysRevLett.97.190401
https://doi.org/10.1103/PhysRevLett.97.190401
https://doi.org/10.1103/PhysRevB.86.195419
https://doi.org/10.1103/PhysRevLett.119.050601
https://doi.org/10.1103/PhysRevLett.119.050601
https://doi.org/10.1103/PhysRevLett.123.230603
https://doi.org/10.1103/PhysRevLett.123.230603
https://iopscience.iop.org/article/10.1088/0034-4885/75/12/126001
https://iopscience.iop.org/article/10.1088/0034-4885/75/12/126001
https://www.sciencedirect.com/science/article/pii/S0378437117310348?via%3Dihub
https://doi.org/10.1103/RevModPhys.86.1391
https://doi.org/10.1103/RevModPhys.86.1391
https://doi.org/10.1038/nphys965
https://doi.org/10.1038/nphys965
https://doi.org/10.1126/science.1163218
https://doi.org/10.1103/PhysRevLett.107.143005
https://doi.org/10.1103/PhysRevLett.107.143005
https://doi.org/10.1103/PhysRevLett.106.203902
https://doi.org/10.1038/s41586-022-05367-9
https://iopscience.iop.org/article/10.1088/1361-6455/ab52ef/meta?casa_token=qkHxQ0vVbOYAAAAA:rF5Vtk9E7vH_mKyZYQMS6uozibMHnXgogpAm-6qLtFnKohVnlrjJfLMHnuf9eySn-88cDpYJV3WOVjGd3eG9Gj2d8USe
https://iopscience.iop.org/article/10.1088/1361-6455/ab52ef/meta?casa_token=qkHxQ0vVbOYAAAAA:rF5Vtk9E7vH_mKyZYQMS6uozibMHnXgogpAm-6qLtFnKohVnlrjJfLMHnuf9eySn-88cDpYJV3WOVjGd3eG9Gj2d8USe
https://doi.org/10.1103/PhysRevE.102.042118
https://doi.org/10.1103/PhysRevE.102.042118
https://doi.org/https://doi.org/10.1016/0001-8708(73)90011-X
https://doi.org/10.1063/1.523789
https://doi.org/10.1103/PhysRevLett.116.245701
https://doi.org/10.1103/PhysRevLett.116.245701


20

interacting Rydberg ensembles, Phys. Rev. Lett. 129,
243202 (2022).

[122] M. Hoening, W. Abdussalam, M. Fleischhauer, and
T. Pohl, Antiferromagnetic long-range order in dissipa-
tive Rydberg lattices, Phys. Rev. A 90, 021603 (2014).

[123] V. Holubec, An exactly solvable model of a stochastic
heat engine: optimization of power, power fluctuations
and efficiency, J. Stat. Mech. 2014, P05022 (2014).

[124] M. Müller, L. Liang, I. Lesanovsky, and P. Zoller,
Trapped Rydberg ions: from spin chains to fast quan-
tum gates, New J. Phys. 10, 093009 (2008).

[125] G. Higgins, W. Li, F. Pokorny, C. Zhang, F. Kress,

C. Maier, J. Haag, Q. Bodart, I. Lesanovsky, and
M. Hennrich, Single Strontium Rydberg ion confined in
a paul trap, Phys. Rev. X 7, 021038 (2017).

[126] G. Higgins, F. Pokorny, C. Zhang, Q. Bodart, and
M. Hennrich, Coherent control of a single trapped Ry-
dberg ion, Phys. Rev. Lett. 119, 220501 (2017).

[127] R. Kapral, Surface hopping from the perspective of
quantum–classical Liouville dynamics, Chem. Phys.
481, 77 (2016).

[128] C. W. Gardiner et al., Handbook of stochastic methods,
Vol. 3 (springer Berlin, 1985).

https://doi.org/10.1103/PhysRevLett.129.243202
https://doi.org/10.1103/PhysRevLett.129.243202
https://doi.org/10.1103/PhysRevA.90.021603
https://iopscience.iop.org/article/10.1088/1742-5468/2014/05/P05022
https://doi.org/10.1088/1367-2630/10/9/093009
https://doi.org/10.1103/PhysRevX.7.021038
https://doi.org/10.1103/PhysRevLett.119.220501
https://doi.org/https://doi.org/10.1016/j.chemphys.2016.05.016
https://doi.org/https://doi.org/10.1016/j.chemphys.2016.05.016
https://link.springer.com/book/9783540707127

	Stochastic Thermodynamics at the Quantum-Classical Boundary: A Self-Consistent Framework Based on Adiabatic-Response Theory
	Abstract
	 Introduction
	 Dynamical framework
	Quantum dynamics
	Classical subsystem
	Quantum coupling force
	Fokker-Planck equation


	 Thermodynamic framework
	Ensemble thermodynamics
	First law
	Second law

	Stochastic thermodynamics

	 Quantum-Classical Rydberg System
	System
	Model
	Quantum Dynamics
	Classical dynamics

	Mean-field approximation
	MF quantum coupling force

	Thermodynamic processes
	Single-stroke expansion
	Two-Stroke engine cycle


	Perspectives
	Acknowledgments
	Mean-Field Theory
	Quantum Diffusion constant
	Stochastic Dissipated Heat Current in the Mean-Field Picture

	Numerical Simulations
	References


