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Abstract

Previous research has shown how indirect reciprocity can promote cooperation through evolutionary
game theoreticmodels. Mostwork in this field assumes a separation of time-scales: individuals’ reputations
equilibrate at a fast time scale for given frequencies of strategieswhile the strategies change slowly according
to the replicator dynamics. Much of the previous research has focused on the behaviour and stability of
equilibria for the replicator dynamics. Here we focus on the underlying reputational dynamics that occur
on a fast time scale. We describe reputational dynamics as systems of differential equations and conduct
stability analyses on their equilibria. We prove that reputations converge to a unique equilibrium for each
of the five standard norms whether assessments are public or private. These results confirm a crucial but
previously unconfirmed assumption underlying the theory of indirect reciprocity for the most studied set
of norms.
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1 Introduction

Indirect reciprocity is an important mechanism to foster cooperation. Theoretical studies have extended an
evolutionary game theoretic model of the Prisoner’s Dilemma game (also termed the Donation game) by
adding a systemof reputations and a population of Discriminatorswhodefect against “bad” individuals and
cooperate with “good” ones [4, 6, 11, 13, 14, 15, 19]. To determine who is good and who is bad, interactions
between pairs of individuals are observed. To assess a donor’s reputation (as good or bad), an observermay
consider the action the donor took (to cooperate or defect), the reputation of the recipient with the observer
(either good or bad), and a social norm. The social norms provide the rules of how to assess what the
observer observed. For all norms, a donor is assessed as good if they cooperate with a good donor. This is a
minimum requirement to promote cooperation. However, the norms will differ on their recommendations
for other scenarios. There are five social norms that are frequently studied: Scoring [23], Shunning [22],
Staying [9], Simple Standing [7], and Stern Judging [18]. Scoring was the first norm studied, and under
it a donor is considered good if they cooperate and bad if they defect. Assessments under Scoring do not
depend on the reputation of the recipient, but this norm leads to a population that only ever defects. Thus,
attention shifted to higher order norms that factor in the reputation of the recipient (Shunning, Staying,
Simple Standing, and Stern Judging). Under the Stern Judging norm, donors are assessed as good if they
cooperate with good recipients and defect with bad ones. Conversely, they are assessed as bad if they defect
with good recipients and cooperate with bad ones. In the initial work studying these norms, reputations
were generally assumed to be assessed publicly wherein there is a shared reputational system [2, 3, 12] and
all individuals agree on each other’s reputation. Private reputations were later explored [15], which allow
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for individuals to hold private information and disagree about the reputations of others. Conflict between
different opinions of individuals can undermine the reputational system and thus cooperation. These five
norms and twomethods of assessment (public andprivate) form the core set of theoreticalmodels of indirect
reciprocity. Additionally, there are a great many models extending this framework including noisy and
incomplete information [5], individuals’ emotions [17] and individuals’ reasoning to account for errors and
discrepancies in reputations [8, 16] to name a few.

Despite a wide range of assumptions about assessment and game play, the abovemodels generally share
the assumption that the dynamics reputation and strategies operate at two different time scales. Reputa-
tions are assumed to equilibrate rapidly while strategies change much more slowly. This assumption can be
justified if each individual undergoes many interactions during its lifetime (if replicator dynamics model a
birth-death process, or simply update infrequently). A further justification is that individuals cannot fully
assess the payoffs of their strategies (and thus not compare and imitate) until reputations have reached an
equilibrium. As a theory building strategy, this assumption allows the models to account for the full in-
centive effects through reputations of a strategy composition of the population. It also makes the theory
analytically tractable.

Under this separation of time-scale assumption, the strategies of individuals change in response to pay-
offs that are computed for the frequencies of the types of individuals while assuming that their reputations
are at the equilibrium levels given the strategy frequencies. Though equilibria of the reputational system
were found previously and used to analyze the replicator dynamics that govern the change in strategies,
whether or not they converged to these equilibria has been understudied. Convergence of reputations to
unique equilibria has only been proved in a few cases such as for models that incorporate reasoning [8, 16].
However, convergence in some situations is conditional on the parameter values chosen [16], and thus need
not hold generally. Thus, it is an open and key question as to whether or not reputations converge. Here,
we have proven that reputations in the standard indirect reciprocity model do indeed converge to unique
equilibria for the five common norms and both public and private assessments of reputations. We do this
by representing the reputational dynamics as a system of ordinary differential equations and analyse the
stability of the equilibria of these systems. This setup places some assumptions on the reputation dynamics
such as the population being infinite and time being continuous. However, these are frequently assumed in
mathematical models of indirect reciprocity. So long as the population is large and dynamics occur in short
intervals of time. In the methods section, we define the system of ordinary differential equations that model
the reputational dynamics, and in the results section analyze the stability of their equilibria.

2 Methods

Consider three types of players each playing a specific strategy in the donation game. AllC (always coop-
erate) players are those who always intend to cooperate regardless of the reputation of the recipient, and
x is their frequency in the population. Note that AllC players only intend to cooperate: they don’t always
successfully do so. As discussed below, we assume — as is standard in the literature — that errors may
occur when players attempt to cooperate by which they unintentionally defect. AllD players always defect,
and their frequency in the population is y. Note that there is no possibility for an AllD player to accidentally
cooperate. The third and final type of player are Discriminators, who intend to cooperate with good recip-
ients and defect against bad ones. They thus act as punishers of “bad behaviour” (as determined by the
social norm). Their frequency in the population is z, and we have x+ y+ z = 1. Since reputations converge
rapidly, i.e. before strategies can change, x, y, and z will be constants in our analyses.

Errors in action and assessment are assumed in many models of indirect reciprocity. Let 1

2
> e1 > 0

be the probability that a donor who intends to cooperate defects by mistake. Further, let 1

2
> e2 > 0 be

the probability that there is an error in the assessment of the reputation of the donor. That is to say, with
probability e2, the observer assigns the opposite reputation to the donor than they intended to. Define ǫ =
(1 − e1)(1 − e2) + e1e2 as the probability that an individual who intends to cooperate is observed doing
so. We will use ǫ throughout our analysis rather than e1. Also, we write e = e2 to further simplify our
notation. The parameters ǫ and e along with the social norm and whether or not assessment are public will
thus determine reputations.

Social norms determine what actions are good and what bad given the reputation of the donor. Five
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Donor’s action / recipient’s reputation

Social norm C/G D/G C/B D/B

Scoring G B G B
Shunning G B B B
Simple Standing G B G G
Staying G B — —
Stern Judging G B B G

Table 1: Assessments of the donor (eitherG orB for good or bad) given the donor’s action (eitherC orD for
cooperate or defect), recipient’s reputation (G or B), and the social norm. The dash under Staying implies
that the reputation of the donor is not updated when they interact with a recipient with a bad reputation.

important norms frequently studied in the literature are: Scoring, Shunning, Staying, Simple Standing, and
Stern Judging. The rules for these norms are represented in Table 1. For example, under Simple Standing,
a donor is assessed as good if they cooperate with a good recipient, and bad if they do not. And, they’re
assessed as good when they interact with a bad recipient, regardless of whether or not they cooperate. Note
that due to the error in assessment, it is possible for an observer to assess a donor who interacts with a bad
recipient as bad. However, in models where players can factor in error rates and thereby reason about the
intention of the donor, this cannot happen [8, 16].

The state variables in our analyses of the reputational dynamics are the fraction of players of each type
that are good. Thus, gx and 1 − gx are the frequencies of AllC players with good and bad reputations,
respectively. Likewise gy and 1 − gy are the frequencies of AllD players with good and bad reputations,
respectively. Finally, gz and 1 − gz are the frequencies of Discriminators with good and bad reputations,
respectively. The total frequency of good players in the population is g = xgx + ygy + zgz.

Reputations can be assessed publicly or privately, which impact the assessment of the reputations of
Discriminators because Discriminators’ behaviours are determined by the reputation the recipient has with
them. Thus, if this differs between the observer and a donor Discriminator, we need to know the frequency
with which two players agree that a recipient is good, denoted g2. The probability that two AllC players
are good is defined as gx2. gy2 and gz2 for AllD players and Discriminators are defined similarly. Thus,
g2 = xgx2 + ygy2 + zgz2. Under private assessment of reputations, gx2, gy2, and gz2 will be state variables in
addition to gx, gy , and gz.

As in previous models, we assume that reputations change by a good individual being reassessed as bad
or a bad individual being reassessed as good [15, 19]. Let g+i be the probability that a bad individual of type
i is reassessed as good, and g−i be the probability that a good individual of type i is reassessed as good. To
represent this process as a system of differential equations, we define ġi = g+i − g−i by assuming a limiting
process. We are thus able to convert a discrete process into a continuous one. We use the same values of g+i
and g−i from [15, 19]. The reputational systems under public assessment for the five norms are thus:

ġx = ǫ− gx

ġy = e− gy

ġz = ǫg + e(1− g)− gz











Scoring, (1a)

ġx = ǫg + e(1− g)− gx

ġy = e− gy

ġz = ǫg + e(1− g)− gz











Shunning, (1b)

ġx = (ǫ − gx)g

ġy = (e− gy)g

ġz = (ǫ− gz)g











Staying, (1c)

ġx = ǫg + (1− e)(1− g)− gx

ġy = eg + (1− e)(1− g)− gy

ġz = ǫg + (1− e)(1 − g)− gz











Simple Standing, (1d)
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ġx = ǫg + (1− ǫ)(1− g)− gx

ġy = eg + (1− e)(1− g)− gy

ġz = ǫg + (1 − e)(1− g)− gz











Stern Judging. (1e)

And for private assessment of reputations, the systems are as follows:

ġx = ǫg + e(1− g)− gx

ġy = e− gy

ġz = ǫg2 + e(1− g2)− gz

ġx2 = (ǫg + e(1− g))gx − gx2

ġy2 = egy − gy2

ġz2 = (ǫg2 + e(1− g2))gz − gz2







































Shunning, (2a)

ġx = (ǫ− gx)g

ġy = (e− gy)g

ġz = ǫg2 + e(g − g2)− gzg

ġx2 = (ǫgx − gx2)g

ġy2 = (egy − gy2)g

ġz2 = (ǫg2 + e(g − g2))gz − gz2g







































Staying, (2b)

ġx = ǫg + (1− e)(1− g)− gx

ġy = eg + (1− e)(1− g)− gy

ġz = ǫg2 + e(g − g2) + (1− e)(1− g)− gz

ġx2 = (ǫg + (1− e)(1− g))gx − gx2

ġy2 = (eg + (1− e)(1− g))gy − gy2

ġz2 = (ǫg2 + e(g − g2) + (1− e)(1 − g))gz − gz2







































Simple Standing, (2c)

ġx = ǫg + (1 − ǫ)(1− g)− gx

ġy = eg + (1− e)(1− g)− gy

ġz = (1− 2g)(1− e) + g + (ǫ− e)(2g2 − g)− gz

ġx2 = (ǫg + (1− ǫ)(1− g))gx − gx2

ġy2 = (eg + (1− e)(1− g))gy − gy2

ġz2 = ((1 − 2g)(1− e) + g + (ǫ− e)(2g2 − g))gz − gz2







































Stern Judging. (2d)

Since the reputation of the recipient is irrelevant for Scoring, the reputation dynamics are the same whether
assessments are public or private.

To be more explicit on how these equations are derived, consider the dynamics for AllC under Simple
Standing. gx increases when a bad AllC player is reassessed as good, which occurs with probability g+x =
(1 − gx)(ǫg + (1 − e)(1 − g)). A bad AllC player is selected with probability 1 − gx. With probabilities g
and 1 − g they pair with a good and bad recipient, respectively. When paired with a good recipient, the
bad AllC player is reassessed as good with probability ǫ. When paired with a good AllC player, they are
reassessed as good with probability 1 − e. In a similarly fashion a good AllC player is reassessed as bad
with probability g−x = gx((1 − ǫ)g + e(1 − g)). Simplifying we have g+x − g−x = ǫg + (1 − e)g − gx, to
which we define ġx. The reputational dynamics for gy can be found similarly. Under public assessment
of reputations, gz is also found similarly. However, under private assessment, one has to take care of how
the Discriminator donor and observer view the reputations of the recipient. If they both agree that they’re
good, then the donor will intend to cooperate and the observer will evaluate them as if they’re interacting
with a good recipient. This occurs with probability g2 and the donor will then be assessed as good with
probability ǫ. With probability g − g2 the donor believes that the recipient is bad and so defects, but the
observer believes that they’re good. A donor who intends to defect against a good recipient will be assessed
as good only if an error in assessment occurs, i.e. with probability e. Finally, with probability 1 − g, the
observer believes that the recipient is bad, and thus will assess the donor as good so long as there is no
error in assessment, i.e. with probability 1 − e. Thus, a bad Discriminator will be reassessed as good with
probability g+z = (1 − gz)(ǫg2 + e(g − g2) + (1 − e)(1 − g)). g−z is found in a similar way. However, we
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consider the probabilities that the donor is bad. For example, if both donor and observer believe that the
recipient is good, which happens with probability g2, then the donor is assessed as bad with probability
1 − ǫ. The other terms are found in a similar way giving us g−z = gz((1 − ǫ)g2 + (1 − e)(g − g2) + e(1 − g))
and ġz = g+z − g−z = ǫg2 + e(g2 − g) + (1− e)(1− g).

Continuing with the example of Simple Standing under private assessment of reputations, gx − gx2 is
the probability that one player believes that an AllC player is good and another believes that they are bad.
Thus, gx2 increases when such an AllC player is reassessed as good, which happens with probability g+x2 =
(gx − gx2)(ǫg + (1 − e)(1 − g)). In a similar way, we can calculate the probability that gx2 decreases as
g−x2 = gx2((1 − ǫ)g + e(1− g)), which gives us ġx2 = g+x2 − g−x2 = (ǫg + (1 − e)(1 − g))gx − gx2. g

+
y2, g

−

y2, ġy2,

g+z2, g
−

z2, and ġz2 are all computed similarly.

3 Results

3.1 Public Assessment

First consider an analysis of the case of public assessment of reputations. Equilibria have previously been
found in the literature [19], but here we show that reputations converge to a unique equilibrium for each
norm. Beginning with Scoring, there is only one equilibrium frequency of good individuals, namely

g∗ =
ǫx+ e(1− x)

1− (ǫ − e)z
, (3)

which is defined across the simplex and for all error rates (as will all equilibria here). The Jacobian of the
system of ODEs is

J =





−1 0 0
0 −1 0

(ǫ− e)x (ǫ− e)y (ǫ− e)z − 1



 , (4)

which has eigenvalues λ1 = λ2 = −1 and λ3 = (ǫ − e)z − 1 < 0. Note that J is not a function of g, which
will be the case under public assessment for all norms but Staying. Since the eigenvalues are negative and
g∗ is the sole equilibrium, g∗ is stable. Additionally, since assessments under Scoring do not depend upon
the reputation of the recipient, there is no difference in Scoring between public and private assessments and
thus these results hold for both.

For Shunning, the sole equilibrium frequency of good individuals is

g∗ =
e

1− (ǫ− e)(1 − y)
, (5)

and the Jacobian of the system is

J =





(ǫ − e)x− 1 (ǫ − e)y (ǫ− e)z
0 −1 0

(ǫ− e)x (ǫ − e)y (ǫ − e)z − 1



 . (6)

It has eigenvalues λ1 = λ2 = −1 and λ3 = (ǫ− e)(1 − y)− 1 < 0, and thus g∗ is stable.
For Staying, there are two equilibria: g∗ = 0 and g∗ = ǫ(1 − y) + ey, and in the latter case g∗x = g∗z = ǫ

and g∗y = e. Subbing these solutions into the Jacobian gives us the following matrices:

J(0) =





ǫx ǫy ǫz
ex ey ez
ǫx ǫy ǫz



 , (7a)

J(ǫ(1 − y) + ey) =





−ǫ(1− y)− ey 0 0
0 −ǫ(1− y)− ey 0
0 0 −ǫ(1− y)− ey



 . (7b)
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The eigenvalues for Equation 7a are λ1 = λ2 = 0 and λ3 = ǫ(1 − y) + ey > 0, and thus g∗ = 0 is unstable.
The eigenvalues for Equation 7b are λ1 = λ2 = λ3 = −(1−y)ǫ−ey < 0, and thus g∗ = ǫ(1−y)+ey is stable.

For Simple Standing, we have the sole equilibrium

g∗ =
1− e

1− e+ 1− ǫ(1− y)− ey
. (8)

The Jacobian of the system is

J =





(ǫ + e− 1)x− 1 (ǫ+ e− 1)y (ǫ+ e− 1)z
(2e− 1)x (2e− 1)y − 1 (2e− 1)z

(ǫ+ e− 1)x (ǫ+ e− 1)y (ǫ + e− 1)z − 1



 , (9)

which has eigenvalues λ1 = λ2 = −1 and λ3 = e− 1 + ǫ(1− y) + ey − 1 < 0. Therefore, g∗ is stable.
And, finally, for Stern Judging, we have the sole equilibrium

g∗ =
1− ǫx− e(1− x)

1− ǫx− e(1− x) + 1− ǫ(1− y)− ey
. (10)

The Jacobian of the system is

J =





(2ǫ− 1)x− 1 (2ǫ− 1)y (2ǫ− 1)z
(2e− 1)x (2e− 1)y − 1 (2e− 1)z

(ǫ+ e− 1)x (ǫ + e− 1)y (ǫ + e− 1)z − 1



 , (11)

which has eigenvalues λ1 = λ2 = −1 and λ3 = ǫx + e(1 − x) − 1 + ǫ(1 − y) + ey − 1 < 0. Therefore, g∗ is
stable.

3.2 Private Assessment

For Shunning, the sole equilibrium frequency of good individuals is

g∗ =
ǫg∗2z + e(1− g∗2z)

1− (ǫ− e)x
. (12)

The Jacobian of the system evaluated at this equilibrium is

J(g∗) =

















(ǫ − e)x− 1 (ǫ− e)y (ǫ − e)z 0 0 0
0 −1 0 0 0 0
0 0 −1 (ǫ− e)x (ǫ− e)y (ǫ− e)z

((ǫ − e)x+ 1)g∗x (ǫ− e)g∗xy (ǫ− e)g∗xz −1 0 0
0 e 0 0 −1 0
0 0 g∗z (ǫ− e)g∗zx (ǫ − e)g∗zy (ǫ − e)g∗zz − 1

















. (13)

The characteristic equation is (1 + λ)3(λ3 + c2λ
2 + c1λ+ c0) = 0 with the following coefficients:

c2 = 3− (ǫ− e)(x+ g∗zz) > 2, (14a)

c1 = 3− (ǫ− e)(3g∗zz + (2 + (ǫ− e)(g∗x − g∗z)z)x) > 0, (14b)

c0 = 1− (ǫ− e)(x+ 2g∗zz + 2(ǫ− e)(g∗x − g∗z)xz)

= 1− (ǫ− e)(2ez + x(1 + 2g∗z(ǫ− e)2))− 2z(ǫ− e)2(1− (ǫ − e)x)g∗2

≥ 1− (ǫ− e)(2ez + x(1 + 2g∗z(ǫ− e)2))− 2z(ǫ− e)2(1− (ǫ − e)x)g∗

= 1− (ǫ− e)x− 2(ǫ− e)((ǫ − e)g∗ + e)z

≥ 1− (ǫ− e)x−
2e(ǫ− e)

1− ǫ+ e
z

> 1− (ǫ− e)x− z ≥ 0. (14c)

6



The inequality for c0 follows for the following reasons: g∗x = (ǫ − e)g∗ + e and g∗z = (ǫ − e)g∗2 + e; g∗ ≥ g∗2 ;
g∗x = (ǫ−e)g∗+e ≤ (ǫ−e)g∗x+e =⇒ g∗x ≤ e/(1−ǫ+e); and 1−ǫ+e−2e(ǫ−e) = e1+4(1−e1)e

2 > 0. The first
three eigenvalues are negative as can be seen from the first factor of the characteristic equation. The second
factor is a cubic equation of λ. Note that all of the coefficients of this cubic are positive. The Routh-Hurwitz
criterion for stability requires that all coefficients of this cubic to be positive and c2c1− c0 > 0. Checking this
last condition gives us

c2c1 − c0 > 2c1 − c0 = 5− (ǫ− e)(3x+ 4g∗zz) > 0. (15)

Therefore, g∗ is stable.
There are two equilibria for Staying under private assessment. The first ofwhich is g∗ = 0, and evaluating

the Jacobian at this equilibrium gives us

J(0) =

















xǫ yǫ zǫ 0 0 0
ex ey ez 0 0 0
ex ey ez (ǫ− e)x (ǫ − e)y (ǫ − e)z
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

















. (16)

The eigenvalues are λi = 0 for i = 1 . . . , 5 and λ6 = ǫx+ e(1− x) > 0. Thus, g∗ = 0 is unstable. At the other
equilibrium, g∗x = ǫ, g∗y = e, g∗z = (ǫ− e)g∗2/g

∗ + e, and the Jacobian evaluated at it is

J(g∗) =

(

J1 J2

J3 J4

)

, (17a)

J1 =





−g∗ 0 0
0 −g∗ 0

(e− g∗z)x (e− g∗z)y (e− g∗z)z − g∗



 , (17b)

J2 =





0 0 0
0 0 0

(ǫ− e)x (ǫ− e)y (ǫ− e)z



 , (17c)

J3 =





ǫg∗ 0 0
0 eg∗ 0

(e− g∗z)g
∗

zx (e − g∗z)g
∗

zy (e − g∗z)g
∗

zz + g∗zg
∗



 , (17d)

J4 =





−g∗ 0 0
0 −g∗ 0

(ǫ− e)g∗zx (ǫ − e)g∗zy (ǫ − e)g∗zz − g∗



 . (17e)

The characteristic equation is (λ+ g∗)4(λ2 + c1λ+ c0) = 0. Since g∗ ≥ g∗y = e,

c1 = 2g∗ − ez + (1− ǫ + e)g∗zz ≥ e(2− z) + (1− ǫ + e)g∗zz > 0, (18a)

c0 = g∗(g∗ + ((1 − 2(ǫ− e))g∗z − e)z) ≥ g∗(g∗zz + ((1− 2(ǫ− e))g∗z − e)z) = g∗
√

k1 + k2 + k3 > 0, (18b)

k1 = k1 = e2(y − z)2 + 2ǫexy + ǫ2x2 > 0, (18c)

k2 = 2e2yz(2(1− ǫ2) + 2e(2ǫ− e)) > 0, (18d)

k3 = 2ǫexz + 4ǫ(1− ǫ)(ǫ− e)2xz > 0. (18e)

We obtain the inequality for Equation 18b by solving g∗ = ǫx + ey + g∗zz and g∗2 = ǫ2x + e2y + (g∗z)
2z =

ǫ2x + e2y + ((ǫ − e)g∗2/g
∗ + e)2z for g∗ and g∗2 and then plugging these solutions into c0. Note also that the

radicand is positive. Thus, the last two eigenvalues must be negative and so g∗ is stable.
Next consider Simple Standing. The equilibrium frequency of good individuals is

g∗ =
1− e+ (ǫ− e)zg∗2
1− 2e+ 1− (ǫ− e)

, (19)
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and the Jacobian evaluated at it is

J(g∗) =

(

J1 J2

J3 J4

)

, (20a)

J1 =





(ǫ+ e − 1)x− 1 (ǫ+ e− 1)y (ǫ+ e− 1)z
(2e− 1)x (2e− 1)y − 1 (2e− 1)z
(2e− 1)x (2e− 1)y (2e− 1)z − 1



 , (20b)

J2 =





0 0 0
0 0 0

(ǫ− e)x (ǫ− e)y (ǫ− e)z



 , (20c)

J3 =





(ǫ+ e − 1)g∗xx+ g∗x (ǫ + e− 1)g∗xy (ǫ + e− 1)g∗xz
(2e− 1)g∗yx (2e− 1)g∗yy + g∗y (2e− 1)g∗yz
(2e− 1)g∗zx (2e− 1)g∗zy (2e− 1)g∗zz + g∗z



 , (20d)

J4 =





−1 0 0
0 −1 0

(ǫ− e)g∗zx (ǫ− e)g∗zy (ǫ − e)g∗zz − 1



 . (20e)

The characteristic equation is (λ+ 1)3(λ3 + c2λ
2 + c1λ+ c0) = 0 with positive coefficients:

c2 = 2 + 1− (ǫ − e)g∗zz + (1− ǫ − e)x+ (1− 2e)y + (1 − 2e)z > 2, (21a)

c1 = (1 + (1− ǫ− e)(2 + (ǫ − e)(g∗x − g∗z)z))x+ 2(1− 2e)(1− (ǫ − e)(g∗z − g∗y)z)y

+ 3(1− (ǫ− e)g∗zz) + 2(1− 2e)z > 0, (21b)

c0 = (1 + (1− ǫ− e)(1 + 2(ǫ− e)(g∗x − g∗z)z))x+ 2(e+ (1− 2e)(1− (ǫ− e)(g∗z − g∗y)z))y

+ 2(1− ǫg∗z − e(1− g∗z))z > 0, (21c)

since 1 − ǫ − e = e1(1 − 2e) > 0. The first three eigenvalues are negative. Since all of the coefficients of the
cubic are positive, we need only to confirm that c2c1 − c0 > 2c1 − c0 > 0 to prove stability. Checking this
last condition gives us

2c1 − c0 = 8− 6e− 3x(ǫ− e)− 4(ǫ− e)(1− x− y)g∗z

≥ 8− 6e− 3x(ǫ− e)− 4(ǫ− e)(1− x− y)

= 4− 2e+ 4(1− ǫ) + (ǫ− e)(x+ 4y) > 0. (22)

Therefore, it is stable.
Finally, consider Stern Judging, which has the equilibrium g∗ = g∗x = g∗y = g∗z = 1

2
[15]. Evaluating the

Jacobian at this equilibrium gives us

J(g∗) =

(

J1 J2

J3 J4

)

, (23a)

J1 =





(2ǫ− 1)x− 1 (2ǫ− 1)y (2ǫ− 1)z
(2e− 1)x (2e− 1)y − 1 (2e− 1)z

(2e− 1 + e− ǫ)x (2e− 1 + e− ǫ)y (2e− 1 + e− ǫ)z − 1



 , (23b)

J2 =





0 0 0
0 0 0

2(ǫ− e)x 2(ǫ− e)y 2(ǫ− e)z



 , (23c)

J3 =





(2ǫ− 1)g∗xx+ g∗x (2ǫ− 1)g∗xy (2ǫ− 1)g∗xz
(2e− 1)g∗yx (2e− 1)g∗yy + g∗y (2e− 1)g∗yz

(2e− 1 + e− ǫ)g∗zx (2e− 1 + e− ǫ)g∗zy (2e− 1 + e− ǫ)g∗zz + g∗z



 , (23d)

J4 =





−1 0 0
0 −1 0

2(ǫ− e)g∗zx 2(ǫ− e)g∗zy 2(ǫ− e)g∗zz − 1



 . (23e)
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The characteristic equation is (λ+ 1)2(λ4 + c3λ
3 + c2λ

2 + c1λ+ c0) = 0with coefficients:

c3 = 4− ǫx+ (1− ǫ)x+ (1 − 2e)(1− x) > 0, (24a)

c2 = 3 + 3(1− ǫx) + 3(1− ǫ)x+ 3(1− 2e)y + (2(1− 2e) + 1− ǫ− e)z > 3, (24b)

c1 = 3(1− ǫx) + 3(1− ǫ)x+ 3(1− 2e)y + 1− ǫz + (2(1− 2e) + 1− ǫ)z > 0 (24c)

c0 = 1− ǫx+ (1− ǫ)x+ (1 − 2e)y + (1 − ǫ− e)z > 0, (24d)

Further, we have the following inequalities:

c3c2 − c1 ≥ 3c3 − c1 = 8− 2(ǫ− e)z > 0, (25a)

c3c2c1 − c23c0 − c21 = k1k2 > 0, (25b)

k1 = 2(2− (2ǫ− 1)x+ (1− 2e)(y + z)) > 0, (25c)

k2 = (4 + 2(1− 2ǫ)x+ 2(1− 2e)y + (1 − 2e+ 1− ǫ− e)z))2 > 0. (25d)

Therefore, g∗ is stable by the Routh-Hurwitz criteria.

4 Discussion

Indirect reciprocity is a key mechanism to promote cooperation and has been well studied in the literature
with both theoretical models and experiments. Models have shown how indirect reciprocity can evolve and
how it can promote cooperation. Additionally, experimental evidence of indirect reciprocity has been found
in both humans and other animals [1, 10, 20, 21, 24]. Many of the mathematical models of indirect reci-
procity assume a fast dynamic for reputations and a slow dynamic for strategies. That is to say, reputations
of individuals are assessed and reach an equilibrium relatively quickly. Expected payoffs are calculated
given these reputations. Then, individuals can change their strategies by imitating those who have greater
payoffs. Reputations converge to an equilibrium quickly again, and so on. These models assume that repu-
tations converge to a unique equilibrium, but this was not proven for either public or private assessment of
reputations. Here, we closed this gap, and have shown that the reputational dynamics that occur rapidly do
converge to unique equilibria for each of the five standard norms and two assessment rules, which provides
a basis for the previous analysis of the strategical dynamics in the literature.

Extensions to the models may be qualitatively different than the reputational dynamics explored here.
For example, the normswe considered are zeroth order (Scoring) and first order (Shunning, Staying, Simple
Standing, and Stern Judging). Assignment of reputations under Scoring only depends upon the action of
the donor while assignments of the other norms also depends on the reputation of the recipient. Higher
order norms — those that use other information such as the previous reputation of the donor or multiple
observations of the donor — may not lead to convergence to a unique set of reputations. For third order
norms, the reputational systemcanbe bistable, andwhenobserversmakemultiple observations, reputations
may not converge (unpublished research). We note that that our systems of ODEs contain at most cubic
polynomials with respect to the variables. The case of multiple observations is quartic, while the abductive
reasoning model — which has conditional convergence — involves rational functions [16]. Finding higher
order norms that are relevant to behaviour and that do not converge to reputational equilibria is an area
for future research. Another research area that may lead to non-convergence is finite populations whether
well-mixed or on a network. It’s possible that small populations do not converge to unique equilibria or that
there are network configurations that also impede convergence.

Code and data availability

Code to verify analytical results is available at github.com/bmorsky/indirectReciprocity-convergence.

9



References
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