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IRREDUCIBLE COMPONENTS IN HOCHSCHILD COHOMOLOGY OF FLAG

VARIETIES

SAM JERALDS

Abstract. Let G be a simple, simply-connected complex algebraic group with Lie algebra g, and
G{B the associated complete flag variety. The Hochschild cohomology HH‚pG{Bq is a geometric
invariant of the flag variety related to its generalized deformation theory and has the structure of
a g-module. We study this invariant via representation-theoretic methods; in particular, we give a
complete list of irreducible subrepresentations in HH‚pG{Bq when G “ SLnpCq or is of exceptional
type (and conjecturally for all types) along with nontrivial lower bounds on their multiplicities. These
results follow from a conjecture due to Kostant on the structure of the tensor product representation
V pρq b V pρq.

1. Introduction

Let G be a finite-dimensional, simple, simply-connected complex algebraic group with Lie algebra
g, and let G{B be the associated complete flag variety. Developing since roughly the mid-twentieth
century, the primary aim of Geometric Representation Theory has been to relate the representation
theory of G to the geometry of spaces like the flag variety and generalizations or subvarieties thereof.
This program has since found vast impact on major themes of research–with Kazhdan-Lusztig theory,
the geometric Langlands program, and categorical representation theory being a few key examples.

While this field has developed into an impressive mathematical landscape, historically Geometric
Representation Theory has sought to understand the interplay between the structure or construction
of representations of G and geometric or topological invariants of G{B. Examples of this include
the Littlewood–Richardson rule, which through combinatorial methods simultaneously computes
structure constants for the singular cohomology of Grassmannians and the representation ring for
GLnpCq; the Borel–Weil theorem, which uniformly constructs irreducible representations of G via the
cohomology of line bundles on G{B; or Beilinson–Bernstein’s groundbreaking work on the geometry
of D-modules.

We continue in the spirit of the classical approach by considering another geometric invariant: the
Hochschild cohomology HH‚pG{Bq of complete flag varieties. Originating from the study of asso-
ciative algebras, Hochschild cohomology captures a “generalized deformation” theory of varieties; we
recall the basic definitions and properties of this invariant in Section 3. Specifically, we highlight that
HH‚pG{Bq has a natural g-module structure. Unlike many other generalized cohomology theories,
the Hochschild cohomology of G{B is not well understood; however, this has recently been a topic
of increasing interest. In [1], the Hochschild cohomology of certain partial flag varieties (referred to
as generalized Grassmannians) was explicitly computed using Lie algebra homology techniques. In
[8], a computer algorithm was described and implemented for computing the Hochschild cohomology
of flag varieties using the BGG resolution, inspired by its connection to the center of small quantum
groups as given in [17], [18]. Beyond these results or few explicit examples, little is known about the
structure of HH‚pG{Bq in general.

1.1. HH‚pG{Bq and Kostant’s V pρq b V pρq conjecture. In this note, we make a first step in
understanding HH‚pG{Bq by exhibiting a novel connection to a conjecture of Kostant. Particularly,
let V pρq be the finite-dimensional, irreducible representation of g of highest weight ρ, the half-sum of
positive roots (see Section 2 for notational conventions). As part of his study on the Clifford algebras
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of semisimple Lie algebras g [14], Kostant found as g-representations that

ľ‚
g – 2ℓ pV pρq b V pρqq ,

where ℓ :“ rankpgq. Attempting to understand how this representation decomposes, Kostant made
the following conjecture, first recorded in the work of Berenstein–Zelevinsky [2].

Conjecture 1.1. Let λ P P` be a dominant integral weight. Then V pλq Ă V pρq b V pρq is an
irreducible subrepresentation if and only if λ ď 2ρ in the usual Bruhat–Chevalley order, or dominance
order, on the set of weights.

Of course, the “only if” direction of this conjecture is a necessary condition; that is, the conjecture
can be restated as the sufficiency of the condition λ ď 2ρ for V pλq Ă V pρq b V pρq.

When g “ slnpCq, Conjecture 1.1 was proven in the same paper of Berenstein–Zelevinsky [2].
Much later, Chirivi–Kumar–Maffei [6] proved a weaker version of this conjecture for all semisimple g

involving a saturation factor, which recovers the known result for slnpCq. They also report in loc. cit.
that Conjecture 1.1 had been confirmed to hold in the exceptional types via direct computational
verification. Generalizations of this conjecture and corresponding results have recently been made to
other branching problems [19] and to tensor products of affine Kac–Moody Lie algebra representations
[10].

While seemingly unrelated to Hochschild cohomology, our goal for the present work is to connect
Kostant’s conjecture to HH‚pG{Bq. We do this using familiar tools of representation theory, such
as the Borel–Weil–Bott theorem, character formulas, and Euler–Poincaré characteristics of vector
bundles on G{B. As a preliminary result, we have the following proposition (cf. Proposition 4.6),
which holds independently of Conjecture 1.1.

Proposition 1.2. For any simple, simply-connected complex algebraic group G, there is an embedding
of representations

V pρq b V pρq ãÑ HH‚pG{Bq.

For a dominant integral weight λ ď 2ρ, let mλ be the multiplicity with which V pλq appears in
V pρq b V pρq. Essentially as a corollary to Proposition 1.2, we have the following theorem, which is
the main result of this note (cf. Theorem 4.10).

Theorem 1.3. Assume that Conjecture 1.1 holds. Then for any dominant integral weight λ P P`,
we have that V pλq Ă HH‚pG{Bq is an irreducible component if and only if λ ď 2ρ, and furthermore
appears with nonzero multiplicity at least mλ.

In particular, this result holds for the cases G “ SLnpCq or G of exceptional type.

1.2. Outline of paper. We now give an outline of the remainder of this paper. In Section 2, after
defining our notations and conventions, we review the construction of equivariant vector bundles on
G{B, their cohomology, and their connections to representations via their Euler–Poincaré character-
istic and the Borel–Weil–Bott theorem. In Section 3, we recall the basic definitions and properties
of Hochschild cohomology of smooth projective varieties, quickly restricting to the case of G{B, and
its relationship to the sheaf of polyvector fields. Finally, in Section 4 we give proofs of Proposition
1.2 and Theorem 1.3 along with discussion for further topics of interest.

Acknowledgements. We thank Marc Besson and Josh Kiers for many helpful conversations and
comments throughout the inception of this project, and Pieter Belmans for insightful correspondence
on Hochschild cohomology and corrections to an earlier draft.
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2. Vector bundles on G{B and the Borel–Weil–Bott theorem

We recall in this section the construction of G-equivariant vector bundles on flag varieties, with
particular focus on the case of line bundles and the Borel–Weil–Bott theorem, and their Euler-
Poincaré characteristics. All results of this section are well-established in the literature; we include
this exposition both as a convenience for the reader as well as to fix our choice of conventions from the
slew of differing-but-equivalent ones which appear elsewhere. We follow most closely the conventions
of [16], restricted to the finite-dimensional setting.

To this end, let G be a finite-dimensional, simple, simply-connected complex algebraic group. We
also fix a maximal torus and Borel subgroup T Ă B Ă G. The corresponding Lie algebras are denoted
h Ă b Ă g, respectively. Let N Ă B be the maximal unipotent subgroup, and denote by n :“ rb, bs
its Lie algebra. The choice of maximal torus and Borel fixes a set of positive roots Φ` in the root
system Φ for G; we emphasize that B (equivalently, b) will be associated to this set of positive roots.
We also have the maximal unipotent group of G opposite to N , which we denote by U , and its Lie
algebra u; these will thus be associated to the negative roots Φ´ “ ´Φ`.

Let tαiu
ℓ
i“1

be the set of simple roots, where we set ℓ :“ rankpGq. These span the root lattice

Q :“
Àℓ

i“1
Zαi. We also denote Q` :“

Àℓ

i“1
Zě0αi, the positive root lattice. We similarly have the

simple coroots tα_
i uℓi“1

. We denote by t̟iu
ℓ
i“1

the fundamental weights, defined by ̟ipα
_
j q “ δi,j.

These span the integral weight lattice P :“
Àℓ

i“1
Z̟i; we denote by P` :“

Àℓ

i“1
Zě0̟i the set of

dominant integral weights. We highlight in particular the dominant integral weight ρ :“ 1

2

ř

βPΦ` β “
řℓ

i“1
̟i, the Weyl vector.

To any dominant integral weight λ P P`, we can associate the finite-dimensional, irreducible g-
representation V pλq of highest weight λ; since G is simply-connected, we can equivalently view this
as a G-representation (and often make this association). These representations have weight space
decompositions with respect to the h-action (equivalently, T -action) given by

V pλq “
à

µPP

V pλqµ.

More generally, for any finite-dimensional module M on which T acts semisimply, we denote by Mµ

the µ weight space, and set wtpMq :“ tµ P P : Mµ ‰ 0u and chpMq :“
ř

µPwtpMq pdimMµq eµ the set
of weights and the character of M , respectively.

Finally, we let W be the Weyl group of G, generated by simple reflections tsiu
ℓ
i“1

associated to
each simple root. Then W naturally acts on the weight lattice P, which we denote via wpλq for
w P W and λ P P. A second action of W on P is the shifted action (also called the dot action),
which is given by

w rλ :“ wpλ ` ρq ´ ρ,

where as before ρ is the Weyl vector.

2.1. Vector bundles on G{B and the Borel–Weil–Bott theorem. We now give a construction
for vector bundles on G{B via the association

tfinite-dimensional B-modulesu ðñ tfinite-dimensional G-equivariant bundles on G{Bu,

which we sketch as follows. Let M be a finite-dimensional B-module, and define the right action of
B on G ˆ M by

pg,mq.b :“ pgb, b´1pmqq.

With this action, set G ˆB M :“ pG ˆ Mq{B. Then for any equivalence class rg,ms P G ˆB M , the
projection map G ˆB M Ñ G{B given by rg,ms ÞÑ gB is a vector bundle map with fiber M , which
we denote as in the following definition.

Definition 2.1. For a finite-dimensional B-module M , we denote by LpMq :“ G ˆB M the vector
bundle on G{B as in the previous construction.
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The total space GˆB M of LpMq has a natural left G-action, given by g.rg1, ms :“ rgg1, ms, which
is compatible with the bundle map GˆBM Ñ G{B. Thus, LpMq is a G-equivariant vector bundle on
G{B. Associating LpMq with its sheaf of sections, we get a G-module structure on the cohomology
groups H ipG{B,LpMqq. A central topic of interest is how these cohomology groups decompose as
irreducible G-modules for various vector bundles LpMq.

We next specialize to the case when M is one-dimensional, so that LpMq is a line bundle. Fix a
weight λ P P, and extend this to a character of B via λpNq “ 1. Then set Cλ to be the B-module
given by bpzq :“ λpbqz. Using the general construction above, we construct G-equivariant line bundles
Lpλq on G{B as follows.

Definition 2.2. The line bundle Lpλq on G{B is given by Lpλq :“ LpC´λq “ G ˆB C´λ.

Remark 2.3. We highlight that we have introduced a negative sign in the definition of Lpλq, for
convenience in stating later results.

For these line bundles, the cohomology groups H ipG{B,Lpλqq are completely understood by the
work of Borel, Weil, and the later work of Bott. These results are collectively known as the Borel–
Weil–Bott theorem, which we record here.

Theorem 2.4. (1) Let λ P P` be a dominant integral weight, and let w P W . Then

H ipG{B,Lpw rλqq “

#

V pλq˚ i “ lpwq,

0 otherwise,

where lpwq is the length of w in the Weyl group, and V pλq˚ is the dual representation of G to
V pλq.

(2) If λ P P such that w rλ R P` for any w P W , then H ipG{B,Lpλqq “ 0 for all i ě 0.

In particular, for any λ P P the line bundle Lpλq has at most one nontrivial cohomology group,
which has an explicit description as a G-representation. We restate this in the following nonstandard
fashion, which will be useful when considering more general vector bundles.

Corollary 2.5. Let H‚pG{B,Lpλqq be the total cohomology of Lpλq, and suppose µ P P` such that
V pµq Ă H‚pG{B,Lpλqq as a subrepresentation (hence H‚pG{B,Lpλqq is nontrivial). Then µ˚ P W rλ,
where µ˚ :“ ´w0µ is the highest weight of V pµq˚, w0 P W is the longest word of the Weyl group, and
W r denotes the shifted orbit under W .

Now, we return to the case of vector bundles LpMq on G{B. Unlike for line bundles, the total
cohomology H‚pG{B,LpMqq need not have only one nontrivial summand, nor is it in general the case
that H ipG{B,LpMqq is isomorphic to a single G-representation. Similarly, since a general B-module
M need not be completely reducible, we cannot typically decompose LpMq as a direct sum of line
bundles to immediately apply the Borel–Weil–Bott theorem. However, we can introduce a filtration
F ‚pMq on M such that successive quotients are completely-reducible B-modules; that is, for the
associated graded module we have

grpMq “
à

ξi

Cξi

for some multiset of weights tξiu, where each ξi P wtpMq. This allows us to prove the following
useful lemma, generalizing Corollary 2.5 to vector bundles, which gives candidates for irreducible
representations V pµq appearing in H‚pG{B,LpMqq.

Lemma 2.6. LetM be a finite-dimensional B-module, and let µ P P` such that V pµq Ă H‚pG{B,LpMqq
is a subrepresentation. Then

µ˚ P W rt´wtpMqu.
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Proof. As in the preceding discussion, fix a filtration F ‚pMq of M such that the associated graded
grpMq is completely reducible, with grpMq “

À

ξi
Cξi. Then at the level of cohomology, this gives a

surjection
à

ξi

H‚pG{B,Lp´ξiqq ։ H‚pG{B,LpMqq;

note again that by our conventions we introduce the signs in Lp´ξiq. Then if V pµq is a subrep-
resentation of H‚pG{B,LpMqq, it must also arise as a subrepresentation of

À

ξi
H‚pG{B,Lp´ξiqq.

Since V pµq is irreducible, in fact it is a subrepresentation of (and hence isomorphic to) a single
H‚pG{B,Lp´ξiqq, so that by Corollary 2.5 we have µ˚ P W rt´ξiu Ă W rt´wtpMqu, as desired. �

Remark 2.7. Typically, the map
À

ξi
H‚pG{B,Lp´ξiqq ։ H‚pG{B,LpMqq has nontrivial kernel,

so that in general we do not have H‚pG{B,LpMqq –
À

ξi
H‚pG{B,Lp´ξiqq. The kernel of this map

can be computed using spectral sequence methods; however, we will not have need for that information
here.

2.2. Euler–Poincaré characteristic of LpMq. For a finite-dimensional G-module V , we denoted
by

chpV q “
ÿ

µPwtpV q

pdimpVµqq eµ

the T -character of V . We consider characters chpV q to live in the ring ZrPs, where we associate
µ P P to eµ. Later, we will need also the involution ˛ : ZrPs Ñ ZrPs, which is given by ˛peµq :“ e´µ

and extended linearly.
As we would like to understand the representation structure of the cohomology groupsH ipG{B,LpMqq,

a natural approach would be to consider their characters. However, like the representation them-
selves, we do not have a clear way to compute chpH ipG{B,LpMqqq directly. Nevertheless, there is a
uniform computation for their Euler–Poincaré characteristic, which we define below.

Definition 2.8. Given a vector bundle LpMq on G{B, the Euler–Poincaré characteristic of LpMq
is given by

χT pG{B,LpMqq :“
ÿ

iě0

p´1qi chpH ipG{B,LpMqqq P ZrPs.

We abuse notation and also write χT pLpMqq, when no confusion arises.

While seemingly more involved, the Euler–Poincaré characteristic χT pLpMqq is much easier to
compute than the character of H‚pG{B,LpMqq. This comes through the work of Demazure [7]
on the more general setting of line and vector bundles on Schubert varieties, of which G{B is a
particular example. We do not develop this narrative in its entirety (see for instance [16, Chapter 8]
and references therein), but only introduce what is necessary for our purposes. We begin by recalling
the simple Demazure operators and their action on ZrPs.

Definition 2.9. Let 1 ď i ď ℓ. Then the Demazure operator Di : ZrPs Ñ ZrPs acts via

Dipfq :“
f ´ e´αisipfq

1 ´ e´αi
.

One can check that the image of Di is again in ZrPs and that D2

i “ Di. A less immediate property
is that the collection of operators tDiu

ℓ
i“1

satisfy the braid relations coming from the Weyl group
W . Thus, for any w P W , we get a well-defined operator Dw by considering reduced expressions: if
w “ si1si1 ¨ ¨ ¨ sik is a reduced word, then we can set Dw :“ Di1Di2 ¨ ¨ ¨Dik .

For w0 P W the longest word, fix the operator Dw0
. Recall the involution ˛ on ZrPs from the

beginning of this subsection. Then the following proposition is a special case of the more general
Demazure character formula.
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Proposition 2.10. Let M be a B-module and LpMq the associated vector bundle on G{B. Then the
Euler–Poincaré characteristic χT pLpMqq is given by

χT pLpMqq “ ˛pDw0
p˛pchpMqqqq.

Of particular importance, when applied to the line bundle Lpλq for dominant integral λ P P`,
Proposition 2.10 together with the Borel–Weil–Bott theorem as in Theorem 2.4 gives that

chpH0pG{B,Lpλqqq “ ˛pDw0
peλqq “ chpV pλq˚q.

A utility of Demazure operators are their applicability and generalizations to many character
computation problems. We will see in Section 4, for example, another application of Demazure
operators for computing characters of tensor products of representations that will be of particular
use.

3. Hochschild cohomology of G{B and the sheaf of polyvector fields

In this section, we give a brief introduction to the primary geometric object of interest for this
note: the Hochschild cohomology HH‚pXq of a smooth projective variety X . We make no effort for
a complete account of this topic, but instead give a self-contained overview of the key properties and
results which we will apply as a black box in the setting of flag varieties. We refer interested readers
to [1] and references therein, on which this section is closely modeled.

Hochschild cohomology was initially introduced as a tool for understanding the deformation theory
of associative algebras; this machinery has since been adapted to various suitable categorical settings.
For the purposes of this note, we work with the following definition of Hochschild cohomology in
algebraic geometry.

Definition 3.1. Let X be a smooth, projective variety, and denote by ∆ : X ãÑ X ˆ X the diagonal
embedding. Then the ith Hochschild cohomology of X is defined via

HH ipXq :“ ExtiXˆXp∆˚OX ,∆˚OXq,

where OX is the structure sheaf on X. We also denote by

HH‚pXq :“
à

iě0

HH ipXq

the total Hochschild cohomology.

An additional key feature of Hoschschild cohomology is of an algebraic nature; in particular, it has
a structure of a Gerstenhaber algebra. Gerstenhaber algebras have a graded-commutative product as
well as a Lie bracket of degree ´1, with some compatibilities. We focus here only on the Lie bracket,
which gives a mapping

HH ipXq ˆ HHjpXq Ñ HH i`j´1pXq;

further, restricting this product to HH1pXq ˆHH1pXq Ñ HH1pXq gives a Lie algebra structure on
HH1pXq. Then as the product in general includes the shift in grading, each HH ipXq is a Lie algebra
module over HH1pXq.

While this definition of Hochchild cohomology is quite general, we will work instead with another
description of HH‚pXq that will be more approachable when considering the flag variety. This comes
via the following proposition, called the Hochschild–Kostant–Rosenberg (or HKR) isomorphism, who
proved this result in the affine case [9]. For projective varieties and related generalizations, this was
adapted by many authors (see [1, Section 2.4] for select references).

Proposition 3.2. Let X be a smooth projective variety with tangent bundle TX . Then there is a
vector space isomorphism

HH ipXq –
à

p`q“i

HqpX,
ľp

TXq.
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In particular, HH‚pXq – H‚pX,
Ź‚

TXq.

We refer to
Ź‚

TX as the sheaf of polyvector fields on X . Recall that H‚pX,
Ź‚

TXq also has a
natural Gerstenhaber algebra structure coming from the Schouten–Nijenhuis bracket. However, the
HKR isomorphism is not in general an algebra isomorphism. Nevertheless, by appropriately “twist-
ing” the standard HKR isomorphism (due to an insight of Kontsevich) one arrives at an isomorphism
of Gerstenhaber algebras; we make use of the existence of such a Gerstenhaber algebra isomorphism,
and refer to [4], [5] for a more comprehensive treatment.

We specialize now to the case X “ G{B for the remainder of this paper, and we focus our attention
on the realization of HH‚pG{Bq as the cohomology of the sheaf of polyvector fields. We have, using
the general machinery of Section 2, the identifications

TG{B – G ˆB pg{bq – G ˆB u “: Lpuq,

so that
Źp

TG{B – Lp
Źp

uq for all p ě 0, and in total
Ź‚

TG{B – Lp
Ź‚

uq. Further, using the
HKR isomorphism we see that

HH1pG{Bq – H0pG{B, TG{Bq.

We record now the following classical result of Bott [3] which allows us to identify this cohomology.

Proposition 3.3. For all i ě 1, H ipG{B, TG{Bq “ 0, and H0pG{B, TG{Bq – g.

By the general vector bundle framework, H‚pG{B,
Ź‚

TG{Bq is a G-representation, and equivalently
a g-representation since G is simply connected. Proposition 3.3 leads to another construction of the
g-action on H‚pG{B,

Ź‚
TG{Bq, via the Gerstenhaber bracket; it is important to note that these two

actions are in fact the same. Transporting the latter perspective via the enhanced HKR (algebra)
isomorphism, we see that HH1pG{Bq – g acts on HH‚pG{Bq.

In total, to understand HH‚pG{Bq as a g-representation, we will utilize the more familiar setting of
vector bundles on flag varieties by considering the structure of the representation H‚pG{B,

Ź‚
TG{Bq.

We take up this approach in the following section.

4. An embedding V pρq b V pρq and components of HH‚pG{Bq

For two dominant integral weights λ, µ P P`, the tensor decomposition problem seeks to understand
the irreducible summands in V pλq b V pµq:

V pλq b V pµq –
à

νPP`

V pνq‘mν
λ,µ ,

where we denote by mν
λ,µ P Zě0 the multiplicity with which V pνq appears in the tensor product.

Equivalently, we can consider at the level of characters

chpV pλq b V pµqq “ chpV pλqq chpV pµqq “
ÿ

νPP`

mν
λ,µ chpV pνqq.

While reducing the tensor decomposition problem to understanding products of characters is equiv-
alent, it is in general no less complicated. Surprisingly, the language of characters gives a succinct
method to connect the tensor decomposition problem for V pρq b V pρq as in Conjecture 1.1 to the
cohomology H‚pG{B,

Ź‚
TG{Bq. To do this, we need to better understand the characters of V pρq and

its tensor square.

4.1. A compact character formula for V pρq b V pρq. To this end, we recall the following result
of Brauer, recorded in [12, Section 4.8] (see also [15, Theorem 2.14]).

Proposition 4.1. For λ, µ P P`, we have

chpV pλq b V pµqq “ Dw0
peλDw0

peµqq “ Dw0
peλ chpV pµqqq.
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Aiming for the present case of interest V pρq b V pρq, we make use of the following lemma on
chpV pρqq, which is an easy exercise following from the Weyl character formula (cf. [11, Exercise
10.1]).

Lemma 4.2. chpV pρqq “ eρ
ś

βPΦ`p1 ` e´βq.

Together, these give the following corollary, a compact formula for chpV pρq b V pρqq.

Corollary 4.3. chpV pρq b V pρqq “ Dw0

´

ś

βPΦ`p1 ` eβq
¯

.

Proof. Specializing Proposition 4.1 to λ “ µ “ ρ, we get

chpV pρq b V pρqq “ Dw0
peρ chpV pρqqq.

But by Lemma 4.2 we have that eρ chpV pρqq “ e2ρ
ś

βPΦ`p1 ` e´βq “
ś

βPΦ`p1 ` eβq, using that

2ρ “
ř

βPΦ` β. �

Finally, note that (since in our conventions n corresponds to the positive roots) the B-module
Ź‚

n

satisfies

ch
´

ľ‚
n

¯

“
ź

βPΦ`

p1 ` eβq.

Combined with the previous result, we get the following corollary; this is the key observation linking
V pρq b V pρq and HH‚pG{Bq.

Corollary 4.4. chpV pρq b V pρqq “ Dw0
pchp

Ź‚
nqq.

4.2. Components of HH‚pG{Bq. We are now prepared to prove the main results of this note.
As a preliminary, we give the following lemma which constrains the highest weights in irreducible
subrepresentations of HH‚pG{Bq.

Lemma 4.5. Let λ P P` be a dominant integral weight such that V pλq Ă H‚pG{B,
Ź‚

TG{Bq. Then
λ ď 2ρ in the dominance order.

Proof. AsH‚pG{B,
Ź‚

TG{Bq “ H‚pG{B,Lp
Ź‚

uqq, by Lemma 2.6 we know that V pλq Ă H‚pG{B,Lp
Ź‚

uqq
forces

λ˚ “ ´w0λ P W rt´wtp
ľ‚

uqu.

Now, as u is associated to the negative roots, we have that ´wtp
Ź‚

uq “ wtp
Ź‚

nq. By Corollary
4.4 and the proof of Corollary 4.3, these are precisely the weights appearing in eρ chpV pρqq. Thus,
write λ˚ as

λ˚ “ w rpρ ` γq

for some w P W and γ P wtpV pρqq. Then

2ρ ´ λ˚ “ 2ρ ´ pw rpρ ` γqq

“ 2ρ ´ pwp2ρ ` γq ´ ρq

“ p2ρ ´ wp2ρqq ` pρ ´ wpγqq;

this is in Q`, as wp2ρq ď 2ρ for any w, and wpγq ď ρ since γ P wtpV pρqq (hence wpγq P wtpV pρqq).
Therefore λ˚ ď 2ρ, and since ρ is self-dual this also gives λ ď 2ρ, as desired. �

We can now give the proof of Proposition 1.2 of the introduction.

Proposition 4.6. For G a simple, simply-connected complex algebraic group, we have V pρqbV pρq ãÑ
H‚pG{B,

Ź‚
TG{Bq.
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Proof. First, we consider the character chpV pρq b V pρqq. Since ρ is self-dual, we have that

chpV pρq b V pρqq “ ˛ chpV pρq b V pρqq,

where ˛ is the involution on ZrPs as in Section 2.2. Therefore, by Corollary 4.3 and Proposition 2.10
we have that

chpV pρq b V pρqq “ ˛ chpV pρq b V pρqq

“ ˛Dw0

˜

ź

βPΦ`

p1 ` eβq

¸

“ ˛Dw0

˜

˛
ź

βPΦ`

p1 ` e´βq

¸

“ ˛Dw0

´

˛ chp
ľ‚

uq
¯

“ χT

´

ľ‚
TG{B

¯

Reinterpreted, this says that as virtual modules (in the representation ring of G), we get that

V pρq b V pρq “
ÿ

iě0

p´1qiH ipG{B,
ľ‚

TG{Bq;

since V pρq b V pρq is an honest (not just virtual) module, all “negative” irreducible components in
the odd terms p´1q2j`1H2j`1pG{B,

Ź‚
TG{Bq must cancel completely with components coming from

the even terms H2kpG{B,
Ź‚

TG{Bq. That is, we can find some subcollection tV pνiqu of irreducible
components in the decomposition of H‚pG{B,

Ź‚
TG{Bq such that

V pρq b V pρq –
à

νi

V pνiq Ă H‚pG{B,
ľ‚

TG{Bq,

as desired. �

Remark 4.7. We emphasize that in the above argument, the Euler–Poincaré characteristic is given
by alternating sums in H ipG{B,

Ź‚
TG{Bq and not in HH ipG{Bq, which is generally distinct as seen

by the HKR isomorphism in Proposition 3.2. It would be interesting to find a representation-theoretic
or algebraic formulation for the Euler–Poincaré characteristic with respect to the Hochschild grading.

Remark 4.8. Note that the proof of Proposition 4.6 does not rely on Lemma 4.5; however, without
the latter we could a priori have components in H‚pG{B,

Ź‚
TG{Bq of highest weight λ ę 2ρ which

cancel in the Euler–Poincaré characteristic, so would not be reflected in V pρq b V pρq.

Example 4.9. (a) Let G “ SL3pCq. Then using the algorithm of Hemelsoet–Voorhaar [8] imple-
mented in Sage [20] (or by the discussion below in Section 4.3), we find the following nontrivial
cohomologies:

H0pG{B,
ľ0

TG{Bq – V p0q “ C,

H0pG{B,
ľ1

TG{Bq – V pρq,

H0pG{B,
ľ2

TG{Bq – V pρq ‘ V p3̟1q ‘ V p3̟2q,

H0pG{B,
ľ3

TG{Bq – V p2ρq.

In this example, all higher cohomologies vanish, so that the Hochschild cohomology satisfies
HH ipG{Bq “ H0pG{B,

Źi
TG{Bq for all i; this property is called Hochschild global [1] or

Hochschild affine [8]. While rare among complete flag varieties, the proof of Proposition 4.6
implies

V pρq b V pρq – HH‚pG{Bq
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for all Hochschild global G{B, such as SL3pCq{B.
(b) Let G be of type D4. Then again by the algorithm of [8] we find that H‚pG{B,

Ź‚
TG{Bq has

652 irreducible components. The only components appearing in higher cohomology are

H1pG{B,
ľ3

TG{Bq “ V p̟2q, and

H1pG{B,
ľ4

TG{Bq “ V p2̟2q.

One can also find (again using programs such as Sage or LiE) that the tensor product
V pρq b V pρq has 648 irreducible components. Thus in the Euler–Poincaré calculation as in
Proposition 4.6, the two irreducible components coming from higher cohomology are cancelled
by copies appearing in H0pG{B,

Ź‚
TG{Bq, accounting for the difference of four irreducible

components between H‚pG{B,
Ź‚

TG{Bq and V pρq b V pρq. All together,

H‚pG{B,
ľ‚

TG{Bq – pV pρq b V pρqq ‘ V p̟2q
‘2 ‘ V p2̟2q

‘2.

Finally, combining Lemma 4.5 and Proposition 4.6 we deduce the following theorem. Recall that
we denote by mλ the multiplicity of the representation V pλq in the tensor product V pρq b V pρq.

Theorem 4.10. Let G be a simple, simply-connected complex algebraic group. Assuming the validity
of Kostant’s Conjecture 1.1, for a dominant integral weight λ P P` we have that

V pλq Ă H‚pG{B,
ľ‚

TG{Bq

if and only if λ ď 2ρ in the dominance order, and appears with nonzero multiplicity at least mλ.

Proof. By Lemma 4.5, if V pλq Ă H‚pG{B,
Ź‚

TG{Bq then necessarily λ ď 2ρ. Then by Conjecture
1.1, V pλq also appears in V pρq b V pρq with nonzero multiplicity mλ, so that by the embedding of
Proposition 4.6 we get that V pλq appears with at least this multiplicity.

Conversely, if λ ď 2ρ, then Conjecture 1.1 says that V pλq appears in V pρq b V pρq with nonzero
multiplicity mλ; again by Proposition 4.6 we get that V pλq must appear in H‚pG{B,

Ź‚
TG{Bq with

at least this multiplicity. �

4.3. Further questions. We conclude with some final remarks and further questions of interest. For
simplicity, we assume throughout this subsection that Conjecture 1.1 holds, for ease of statements.

Recall that each HH ipG{Bq is itself a g-representation. While Theorem 4.10 gives a complete list of
irreducible components in HH‚pG{Bq, it gives no concrete information on how these are distributed
throughout the various graded pieces. In fact, we can further ask about the finer decomposition
coming from the sheaf of polyvector fields:

Question 4.11. Which irreducible components appear in the various HH ipG{Bq? InHqpG{B,
Źp

TG{Bq?

Of course, understanding the second question suffices for understanding the first, by the HKR iso-
morphism. Using the standard Borel–Weil–Bott approach as in Lemma 2.6, we can constrain the
highest weights λ appearing in the latter cohomology groups by looking at the shifted action of ele-
ments w P W with a fixed length; however, this would give only potential candidates for irreducible
components in HqpG{B,

Źp
TG{Bq and does not guarantee these must appear (although Theorem

4.10 asserts they must appear somewhere in the total cohomology).

At the “extreme” ends, these cohomologies are straightforward to compute: of course, H0pG{B,
Ź

0
TG{Bq

is the trivial module and all higher cohomologies vanish, and HqpG{B, TG{Bq is fully described by
Proposition 3.3. At the other extreme, setting n :“ dimpG{Bq we know that

Źn
TG{B – Lp2ρq is a

line bundle, so we can simply apply the Borel–Weil–Bott theorem. Finally, for the same n using the
isomorphism

ľn´1

TG{B – Ω1

G{B b ω_
G{B – Ω1

G{B b Lp2ρq,
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a result of Wahl [21, Proposition 3.9] shows that HqpG{B,
Źn´1

TG{Bq “ 0 for q ě 1 and

H0pG{B,
ľn´1

TG{Bq –
à

βPΦ`

2ρ´βPP`

V p2ρ ´ βq.

The cohomologies for 2 ď p ď dimpG{Bq ´ 2 and arbitrary q are more subtle.
A second natural question is how much of the current work is adaptable to the setting of partial

flag varieties G{P , where B Ă P Ă G is a parabolic subgroup. For certain partial flag varieties–
referred to as generalized Grassmannians–this was considered by Belmans–Smirnov [1]. There, they
give a precise representation-theoretic description of each HH ipG{P q when G{P is either comi-
nuscule or adjoint; in this geometrically advantageous setting, the cohomology is concentrated in
H0pG{B,

Źi
TG{P q. Further, the highest weight representations appearing in each HH ipG{P q in loc.

cit. have a nice combinatorial description based on Kostant’s work on Lie algebra cohomology [13].
For arbitrary G{P , note that the weights of

Ź‚
TG{P are sums of unique negative roots in Φ´zΦ´

L ,
where ΦL is the set of roots for the Levi component of P . The lowest weight in dominance order in
this set is

ÿ

βPΦ´zΦ´

L

β “: ´p2ρ ´ 2ρLq,

with ρL being the half-sum of positive roots in Φ`
L ; when P “ B and ΦL “ ∅, this corresponds to

´2ρ. Note that 2ρ ´ 2ρL is a dominant integral weight.
Unfortunately, it is not the case that, for λ P P` a dominant integral weight, V pλq Ă HH‚pG{P q

if and only if λ ď 2ρ ´ 2ρL when P ‰ B. Counterexamples exist already for Grassmannians;
see for example [1, Table 5], where 2ρ ´ 2ρL “ 4̟2, and 2̟2 ď 4̟2 but V p2̟2q Ć HH‚pG{P q.
Nevertheless, it is clear from the description in [1, Theorem B] that all λ for which V pλq does appear
in HH‚pG{P q for cominuscule G{P satisfy λ ď 2ρ ´ 2ρL; the failure then is the sufficiency of this
condition. In the tensor decomposition problem, we expect dominance order to be far from sufficient
for predicting irreducible components. We do not know of a suitable approach to understanding
HH‚pG{P q generally via tensor product embeddings as in Proposition 4.6, and suspect that other
methods would be more beneficial. With this goal in mind, we end with the following natural question
which seeks a uniform perspective for Theorem 4.10 and the results of [1].

Question 4.12. Can the set tλ P P` : V pλq Ă HH‚pG{P qu for general G and P be described
combinatorially and uniformly?
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