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THE LOWEST DISCRIMINANT IDEAL OF CENTRAL

EXTENSIONS OF ABELIAN GROUPS

ZHONGKAI MI

Abstract. In a previous joint paper with Wu and Yakimov, we gave an explicit
description of the lowest discriminant ideal in a Cayley-Hamilton Hopf algebra
(H,C, tr) of degree d over an algebraically closed field k, char k /∈ [1, d] with basic
identity fiber, i.e. all irreducible representations over the kernel of the counit of the
central Hopf subalgebra C are one-dimensional. Using results developed in that
paper, we compute relevant quantities associated with irreducible representations
to explicitly describe the zero set of the lowest discriminant ideal in the group
algebra of a central extension of the product of two arbitrary finitely generated
Abelian groups by any finite Abelian group under some conditions. Over a fixed
maximal ideal of C the representations are tensor products of representations each
corresponding to a central extension of a subgroup isomorphic to the product of
two cyclic groups of the same order. A description of the orbit of the identity, i.e.
the kernel of the counit of C, under winding automorphisms is also given.

1. Introduction

Discriminants and discriminant ideals (Definition 2.5) are defined for an algebra
with trace (R,C, tr) (Definition 2.1) and usually R is a finite C-module. Discriminants
has been a very active area of research in noncommutative algebra in recent years.
On one hand, there is work on their computation using techniques such as smash
products [9], Poisson geometry [11] [17], cluster algebras [16] and reflexive hulls [6].
On the other hand, it has been used to study automorphism groups of noncommutative
algebras [4] [5] [6] and the Zariski cancellation problem [1] [6]. The Zariski cancellation
problem is about whether A ∼= B as algebras when A[X] ∼= B[X]. Discriminant ideals
are much more general and do not require some ideal to be principal. Currently very
little is known about discriminant ideals. When (R,C, tr) satisfies

(CHn) (R,C, tr) is a finitely generated Cayley-Hamilton algebra (Definition 2.3)
of degree n over an algebraically closed field k and char k /∈ [1, n] ;

there is a description of the zero sets of discriminant ideals by dimensions of irre-
ducible representations [2, Theorem 4.1(b)]:

Vk = V(Dk(R/C, tr)) = V(MDk(R/C, tr))

=

{

m ∈ MaxSpec(C)

∣

∣

∣

∣

Sd(m) =
∑

V ∈Irr(R/mR)

(dim(V ))2 < k

}

.(1.1)
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2 ZHONGKAI MI

where Irr(R/mR) denotes isomorphism classes of irreducible representations of R over
m ∈ MaxSpec(C). If R is furthermore prime and, C is the center of R and integrally
closed; the zero set of the highest discriminant ideal Dh(R/C, tr) (Definition 2.6) is
the complement of the Azumaya locus [2, Main Theorem]. In the case (H,C, tr) is a
Cayley-Hamilton Hopf algebra (Definition 2.3) and all irreducible representations over
mǭ, the identity or the kernel of the counit of C, are one-dimensional (mǭ has basic
fiber); the level l of the lowest discriminant ideal Dl(H/C, tr) (Definition 2.7) is equal
to the number of such representations plus one [14, Theorem B(b)]. The zero set of
Dl(H/C, tr) contains the orbit of mǭ under left and right winding automorphisms of
H and m ∈ MaxSpec(C) is in the orbit if and only if its fiber is basic [14, Theorem
C(a)]. A special case in [14] is a central extension of Z/lZ × Z/lZ by Z/lZ. In this
case Vl = MaxSpec(C), thus l = h+ 1. We consider a more general setting as follows

Main Theorem. Let A and B be finitely generated Abelian groups, ∆ be a finite
Abelian group, Λ = A×B and

1 −−→ ∆ −−→ Σ
f−−→ Λ −−→ 1

be a central extension of Λ by ∆ such that f−1((A, 0)) ⊆ CΣ(f
−1((A, 0))) as well as

f−1((0, B)) ⊆ CΣ(f
−1((0, B))), β be a 2-cocycle associated with Σ. There is a central

subgroup Ω⊳ Σ containing 〈Im(β)〉 of finite index, i.e. m = [Σ : Ω] < ∞. Choose an
algebraically closed field k with char k /∈ [1,m] and, define H = kΣ and C = kΩ. Let
m ∈ MaxSpec(C) and trreg denote the regular trace then

(i) (H,C, trreg) is a Cayley-Hamilton Hopf algebra of rank m with basic identity
fiber, GKdim(H) = GKdim(C) equals free rank of Ω.

(ii) The algebra R/mR is simple. Let n = |∆| and ξ be a primitive n-th root of
unity. Then there are positive integers k and li, 1 ≤ i ≤ k such that

lk | lk−1 | · · · | l1 | n.

R/mR ∼= R1 ⊗k · · · ⊗k Rk where(1.2)

Ri
∼= k < xi, yi >

(xlii − 1, ylii − 1, xiyi − ξ
n
li yixi)

.

(iii) R/mR has an irreducible representation V with

dim(V ) =
k
∏

i=1

li and(1.3)

StabG0
(V ) ∼= (Z/l1Z × · · ·Z/lkZ)2.

Hence all irreducible representations of H are maximally stable (Definition 2.9)
and

(iv)

(1.4) V(Dk(H/C, trreg)) =

{

∅, k ≤ m,

MaxSpec(C), k > m.
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(v) The orbit of mǭ under Autk−Alg(H,C) denoted by O satisfies

O = Autk−Alg(H,C) ·mǭ = Wl(G(H
◦)) ·mǭ = Wr(G(H

◦)) ·mǭ(1.5)

∼= Ω/〈Imβ〉.(1.6)

As a group O is isomorphic to the subgroup of G(C◦) with basic fibers.

Acknowledgement The author is thankful to his advisor Prof. Milen Yakimov for
posing the problem addressed in this paper as well as his guidance and encouragement.

2. Background

In this section, we review definitions related to discriminant ideals, Cayley-Hamilton
Hopf algebras and winding automorphisms of Hopf algebras.

Definition 2.1. Let (R,C) be an algebra R over a field k with a central subalgebra
C. Following the definition in [2] a nonzero function tr : R 7→ C is called a trace if it
is C-linear and cyclic, i.e.

(i) tr(r1 + cr2) = tr(r1) + ctr(r2) ∀c ∈ C, r1, r2 ∈ R;
(ii) tr(r1r2) = tr(r2r1) r1, r2 ∈ R.

If such a function exits, (R,C, tr) is called an algebra with trace.

Assuming that tr(1) has no Z-torsion, then R has invariant basis number (IBN),
i.e. Rn ∼= Rm implies n = m [19, Proposition 13.29].

Example 2.2. Let R be an algebra over k and C a central subalgebra. SupposeR is a
free module over C of rank n. Then each φ ∈ End(CR) can be represented by Θ(φ) ∈
Mn(C) and there is an inclusion η : R →֒ End(CR) defined by left multiplication. Let
tr be the trace on Mn(C) defined by summing up the diagonal elements. Then the
regular trace trreg is defined by the composition

(2.1) R
η−֒→ End(CR)

Θ−֒→Mn(C)
tr−→ C.

Note that in the case of C = k, trreg(x) is m-times the usual trace for x ∈ Mm(k)
because x has m columns [2, 2.2-(4)]. And Θ is proper inclusion for m > 1 as n = m2

in (2.1).

In k[x1, · · · , xn], the k-th power sum is defined by

ψk(x1, · · · , xn) =
n
∑

i=1

xki

and for 1 ≤ j ≤ n define

ej(x1, · · · , xn) =
∑

{i1,··· ,ij}⊆{1,··· ,n}

j
∏

l=1

xil .

Then by Newton identities there are pi ∈ Z[(i!)−1][x1, · · · , xn] for 1 ≤ i ≤ n such that

pi(ψ1, · · · , ψi) = ei

as formal polynomials in Z[x1, · · · , xn].
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Definition 2.3. Let (R,C, tr) be an algebra with trace over k, then the n-characteristic
polynomial of r ∈ R ∈ C[x] is defined by

χn,r(x) := xn +

n
∑

1

(−1)n−ipi(tr(r), · · · , tr(rn−i))xi.

An algebra with trace (R,C, tr) is a Cayley-Hamilton algebra of degree d if it satisfies

(i) tr(1) = d,
(ii) χd,r(r) = 0, ∀r ∈ R.

It is called a Cayley-Hamilton Hopf algebra of degree d if furthermore H is a Hopf
algebra and C is a Hopf subalgebra.

A finitely generated Cayley-Hamilton algebra (R,C, tr) is a finite module over
tr(R), so in particular it is a finite module over C [8, Theorem 2.6]. If char k = 0, it
has an injective represention compatible with trace φ : R 7→Md(B) for some commu-
tative algebra B, i.e. φ is an algebra homomorphism s.t. trMd(B) ◦ φ = φ ◦ trR, if and
only if R is a Cayley-Hamilton algebra of degree d [18, Theorem 0.3]. Here trMd(B) is
computed through taking the sum of diagonal elements. If (R,C, tr) satisfies (CHd) ,
and denote its Jacobson radical by J , then [7, Proposition 4.3]

R/(JR) ∼= ⊕k
i=1Mni

(k)

for some positive integers k, ni and there are positive integer si such that

k
∑

i=1

sini = d.

Example 2.4. Let R be a finitely generate algebra over a field k with char k /∈ [1, r]
that is a finite free module over a central subalgebra C of rank r. Then (R,C, trreg)
is a Cayley-Hamilton algebra of degree r.

Definition 2.5.

(i) The n-th discriminant ideal Dn(R/C, tr) is defined as the ideal of C generated
by elements of the form

det(tr(yiyj))1≤i,j≤n, (y1, · · · , yn) ∈ Rn

(ii) and the n-th modified discriminant ideal MDn(R/C, tr) is defined as the ideal
of C generated by the elements of the form

det(tr(yiy
′
j))1≤i,j≤n, (y1, · · · , yn), (y′1, · · · , y′n) ∈ Rn.

(iii) When R is furthermore a free (left) C-module of rank N , the discriminant
D(R/C, tr) is given by

D(R/C, tr) = det(tr(aiaj))1≤i,j≤N

for a basis {a1, · · · , aN} of R as a C-module.

The discriminant is determined up to the square of a unit of C computed from the
determinant of the change of basis matrix and

Dn2(R/C, tr) =MDn2(R/C, tr) = 〈D(R/C, tr)〉.
In literature, R is usally a finite module over C, so R is a PI ring. If R is furthermore
prime and n is its PI-degree, then Dk(R/C, tr) = MDk(R/C, tr) = 0 for k > n2 [2,
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Corollay 2.4]. Since the determinant of a matrix can be computed using C-linear
combination of smaller matrices

C =MD1(R/C, tr) ⊇ · · · ⊇MDk(R/C, tr) ⊇MDk+1(R/C, tr) · · · .

If (R,C, tr) satisfies (CHd) for some d, define Vk as in (1.1); then

∅ = V1 ⊆ · · · ⊆ Vk ⊆ Vk+1 · · · .

Recall (1.1) and R is a finite module over C, so there is a smallest positive integer h
such that

∅ = V1 ⊆ · · · ⊆ Vh ( Vh+1 = MaxSpec(C).

Definition 2.6. Then Dh(R/C, tr) is called the the highest discriminant ideal.

Similarly there is a smallest l such that

∅ = V1 = · · · ( Vl ⊆ · · · .

Definition 2.7. Then Dl(R/C, tr) is called the the lowest discriminant ideal.

Remark 2.8. In a Hopf algebra H, Algk(H,k) is the same as the group-like elements
in its finite dual denoted by G(H◦) [15, (1.3.5)].

Suppose (H,C, tr) is a Cayley-Hamilton Hopf algebra with basic identity fiber,
denote the subset of G(H◦) over mǭ as G0. An action of G0 on Irr(H/mH) can be
defined by tensor product as [14, Section 3.1]

(χ, V ) 7→ χ⊗k V for χ ∈ G0, V ∈ Irr(H/mH).

Definition 2.9. Then the stabilizer of V ∈ Irr(H/mH) in G0 is

StabG0
(V ) := {χ ∈ G0 : χ⊗ V ∼= V }

It can be shown that |StabG0
(V )| ≤ dim(V )2 [14, Proposition 3.5(b)]. The irreducible

module V is maximally stable if the equality holds.

If m ∈ MaxSpec(C), then m ∈ Vl ⇐⇒ ∃V ∈ Irr(H/mH), V maximally stable [14,
Theorem 4.2(c)].

Definition 2.10. Let φ ∈ G(H◦), the left winding (Wl) and right winding (Wr)
automorphisms in Autk−Alg(H) are defined by

Wl(φ)(h) =
∑

φ(h1)h2, Wr(φ)(h) =
∑

φ(h2)h2, ∀h ∈ H.

One of the features of winding automorphisms is that both of the automorphism
groups Wl(G(H

◦)) and Wr(G(H
◦)) act transitively on kernels of elements in G(H◦)

or equivalently the set of one-dimensional representations of H. This follows from the
fact the G(H◦) is a group under convolution and

ψ ◦Wl(φ) = φ ∗ ψ, ψ ◦Wr(φ) = ψ ∗ φ, ∀φ, ψ ∈ G(H◦).

Winding automorphisms are very important in the discussions about homological
integrals in [12] and dualising complexes in [3].
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3. The Second Cohomology Group

The first part of this section is a short introduction to classifying central extensions
of groups using the second cohomology group. We refer the read to [13] and its
reference for more detailed background on the topic. In the second part we show
that for a specific class of central extensions in our setting, the associated second
cohomology group can be represented by some matrices.

Definition 3.1. Let G be a group, and M be an Abelian group in additive notation.
A functions f : G×G→M is called a 2-cocycle if

β(h, k) − β(gh, k) + β(g, hk) − β(g, h) = 0 ∀g, h, k ∈ G

and a 2-coboundary if there a function f : G→M such that

β(g, h) = f(h)− f(gh) + f(g) ∀g, h ∈ G.

Denote the set of 2-cocyles and 2-coboundaries as Z2(G,M) and B2(G,M). Then
these have structures of Abelian groups from M . And the 2nd-cohomology group is
defined as the quotient group

H2(G,M) =
Z2(G,M)

B2(G,M)
.

Two 2-cocyles are called cohomologous if they are in the same cohomology class, i.e.
the same in H2(G,M). Every 2-cocycle satisfies [13, Lemma 1.2.1]

β(1, g) = β(1, 1) = β(g, 1) and(3.1)

β(g, g−1) = β(g−1, g) ∀g ∈ G.(3.2)

Let G be a group, M be an Abelian group and β ∈ Z2(G,M), denote by Gβ the
central extension of G by M with

Gβ := {(m, g) : m ∈M, g ∈ G},(3.3)

(m1, g1)(m2, g2) := (m1 +m2 + β(g1, g2), g1g2), mi ∈M,gi ∈ G.(3.4)

Remark 3.2. Any central extension of G by M is equivalent to Gβ for some β ∈
Z2(G,M) and two such extensions are equivalent if and only if the cocyles are coho-
mologoues [13, Theorem 3.2.3].

Notation 3.3. We will use the notation that Λ = A×B where A and B are finitely
generated abelian groups, ∆ is a finite abelian group and Σ = ∆ ⋊β Λ = Λβ defined
in (3.3) and (3.4) for some β ∈ Z2(Λ,∆). In ∆ ⋊β Λ, use the shorthand (A, 0) =
{(0, (a, 0)) : a ∈ A} and (0, B) = {(0, (0, b)) : b ∈ B}.

Notation 3.4. Denote the centralizers of a set S in a group G by CG(S). Define a
set

B = {β ∈ Z2(Λ,∆) : (A, 0) ⊆ CΣ((A, 0)) and (0, B) ⊆ CΣ((0, B))}.
Then B is a group. Define another group

N2(Λ,∆) = {β ∈ Z2(Λ,∆) : β((a1, 0), (a2, 0)) = β((0, b1), (0, b2))

= β((a1, 0), (0, b1)) = 0 ∀a1, a2 ∈ A and b1, b2 ∈ B}.
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Lemma 3.5. Using the notation above, there is a split short exact sequence of Abelian
groups

0 −→ B2(Λ,∆) ∩ B i−→ B Φ−→ N2(Λ,∆) −→ 0.

where i and the splitting homomorphism are inclusions. Thus if (A, 0) and (0, B) in
Σ are Abelian, then Σ ∼= ∆⋊γ Λ for a unique γ ∈ N2(Λ,∆).

Proof. (A, 0) and (0, B) being Abelian is equivalent to

β((a1, 0), (a2, 0)) = β((a2, 0), (a1, 0)) ∀a1, a2 ∈ A and(3.5)

β((0, b1), (0, b2)) = β((0, b2), (0, b1)) ∀b1, b2 ∈ B.(3.6)

Define f : Σ → ∆ by

f((a, b)) = β((a, 0), (0, b)) − β((0, 0), (0, 0))

and Φ by

Φ(β)(e1, e2) = β(e1, e2)− β((0, 0), (0, 0)) + f(e1) + f(e2)− f(e1 + e2).

�

In this work the field k is assumed to be algebraically closed and we use kG to
denote the group algebra of G over k.

Notation 3.6. In A × B, for brevity denote a = (a, 0) and b = (0, b) for any a ∈ A
and b ∈ B. In a general group G, let |g|G denote the order of the element g. If no
finite positive integer power of g equals the identity, define |g|G = ∞ and use the
convention that any positive integer l divides ∞ and gcd(l,∞) = l.

Lemma 3.7 (compatibility). Let A, B be finitely generated Abelian groups, Λ = A×B
and ∆ be a finite Abelian group; β ∈ N2(Λ,∆).

(i) Then β(ai+aj, bk) = β(ai, bk)+β(aj , bk) and β(ai, bk+bl) = β(ai, bk)+β(ai, bl)
for any ai, aj ∈ A and bk, bl ∈ B.

(ii) If a ∈ A, |a|A = l and b ∈ B, |b|B = k then |β(a, b)|∆ divides gcd(l, k).
(iii) There is a group isomorphism Φ : N2(Λ,∆) → HomZ(A⊗Z B,∆).

Proof. (i) Since Λ is Abelian and ∆ is central, in the group algebra of the extension
Σ ∼= ∆⋊β Λ

aiajbkbl = aiβ(aj , bk)bkajbl = ai(β(aj , bk) + β(aj , bl))bkblaj

= (β(ai, bk) + β(ai, bl) + β(aj , bk) + β(aj , bl))bkblaiaj

= β(ai + aj , bk + bl)(bkbl)(aiaj)

= β(ai + aj , bk + bl)bkblaiaj .

Hence

β(ai + aj , bk + bl) = β(ai, bk) + β(ai, bl) + β(aj , bk) + β(aj , bl).

(ii) Recall gcd(l, k) = xl + yk for some integers x and y. From (i) in k∆

1 · b = a|a|A · b = |a|A β(a, b)b · a|a|A = |a|A β(a, b)b
So

|a| β(a, b) = 0 in ∆.

This shows |β(a, b)|∆ divides |a|A.
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(iii) Use the standard identification of Abelian groups with Z-(bi)modules. Set

Φ(β)(a, b) = β((b, 0), (0, a)) ∀β ∈ N2(Λ,∆), a ∈ A, b ∈ B,

Θ(β)((b, 0), (0, a)) = f(a, b) ∀f ∈ HomZ(A⊗Z B,∆), a ∈ A, b ∈ B.

Well-definedness and injectivity of Φ follow from (i)(ii) and universal property of
tensor products. It is easy to verify that Θ is well-defined and Φ ◦Θ is identity, so Φ
is surjective as well. �

Corollary 3.8. Let A ∼= B ∼= A1 × · · ·Al in the elementary divisor form of finite
Abelian groups, i.e. |Aj | = p

αj

j for distinct primes pj. Set Λi = Ai×Ai. If Σ = ∆⋊βΛ

for some β ∈ N2(Λ,∆) then

Σ ∼= (∆1 ⋊β1
Λ1)× · · · × (∆l ⋊βl

Λl)

kΣ ∼= k(∆1 ⋊β1
Λ1)⊗k · · · ⊗k k(∆l ⋊βl

Λl)

for suitable Abelian groups ∆i with |∆i| = pni

i for some integers ni and βi ∈ N2(Λi,∆i)
defined by restrictions.

Remark 3.9. Let {e1, · · · , em}, {f1, · · · , fn} be the generators of A and B, respec-
tively. Then β ∈ N2(Λ,∆) is uniquely determined by T ∈ Mm,n(∆) with entries
tij = β(ei, fj) for 1 ≤ i ≤ m, 1 ≤ j ≤ n such that |tij|∆ divides gcd(|ei|A , |fj|B).

Let n = |∆|, C be a central subalgebra of kΣ containing k∆, m ∈ MaxSpec(C)
and ξ be a primitive n-th root of unity in k. Then the images of tij ∈ ∆ above under
the natural projection C → C/m are φ(tij) = ξsij for some integers 0 ≤ sij < n.

Remark 3.10. By the fundamental theorem of finitely generated Abelian groups

A ∼= Z/l̃1Z × · · ·Z/l̃mZ × Z
r1 ,

B ∼= Z/l̂1Z × · · ·Z/l̂nZ × Z
r2

for some integers l̃i, l̂i, r1 and r2. Let {e1, · · · , em+r1}, {f1, · · · , fn+r2} be the associ-
ated standard generators. Define

xi = gcd
1≤j≤n+r2

|tij|∆ ,

yj = gcd
1≤i≤m+r1

|tij|∆ .

Then ∆ and {ex1

1 , · · · , e
xm+r1
m+r1 }, {f y11 , · · · , f yn+r2

n+r2 } generate a central subgroup Ω of
Σ = ∆⋊β Λ, denote H = kΣ and C = kΩ. Set

l =

m+r1
∏

i=1

xi

n+r2
∏

j=1

yj.

Then H is a free C-module of rank l and 〈Im(β)〉 ⊆ ∆ ⊆ C. Hence if char k /∈ [1, l],
(H,C, trreg) is a Cayley-Hamilton Hopf algebra of degree l.
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4. Discriminant Ideals and Orbit of Identity

This last section culminates in the proof of the Main Theorem, which describes the
zero set of the lowest discriminant ideal and the orbit of mǭ under winding automor-
phisms or any k-algebra automorphism of H that fixes C. A simple example is also
given to showcase the complexity arising from different choices of m ∈ MaxSpec(C)
when A and B are not cyclic.

Lemma 4.1. Let

H =
k < x, y >

(xl − 1, ym − 1, xy − ξyx)
, C = k

where ξ is a primitive root of unity of order n and n| gcd(l,m), then

(i) R has an irreducible representation V of dimension n;
(ii) The stabilizer of V is given by

StabG0
(V ) ={χ ∈ G(H◦) : χ(x) = ξi, χ(y) = ξj, i, j ∈ Z}

∼=Z/nZ × Z/nZ.

Proof. (i)Let V be a vector space with basis {v0, · · · , vn−1}. Define

x · vi = ξivi, y · vi = vj, j = i+ 1 mod n.

Then V is an n-dimensional representation of R.
(ii) [14, Section 5.1]. �

Lemma 4.2. Let A and B be finitely generated Abelian groups, ∆ be a finite cyclic
group of order d, Λ = A×B and Σ = ∆⋊βΛ for some β ∈ B. Then in some minimal
sets of generators of A and B the matrix T defined in Remark 3.9 is in the form



















t11
t22 0

. . .

tkk
0 0

. . .



















for some t11| · · · |tkk|d. Minimal means there is no proper subset of the generators that
generate the group or the generators are Z-linearly indepedent.

Proof. These can be derived from the Smith normal forms in the theory of finitely
generated modules over PIDs [10, Theorem 3.8]. �

Corollary 4.3. Under the same assumptions as in the lemma and let C be a central
subalgebra of kΣ containing k∆, m ∈ MaxSpec(C). In some minimal or Z-linearly
independent sets of generators of A and B the matrix S defined in Remark 3.9 for
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R/mR is in the form


















s11
s22 0

. . .

skk
0 0

. . .



















for some s11| · · · |skk|n = |∆|.
Proof. This can either be proved directly similar to Lemma 4.2 or one can use the
fact that the quotient R/mR for m ∈ MaxSpec(C) factors through the group algebra
of (Z/nZ)⋊γ Λ for γ ∈ Z2(Λ,Z/nZ) induced from the quotient. �

Proof of Main Theorem. By Lemma 3.5, we may assume Σ ∼= ∆ ⋊β Λ for some β ∈
N2(Λ,∆). The existence of Ω is shown in Remark 3.10.

(i) The GK-dimension is routine and H = kΣ is a free module over C = kΩ of rank
m = [Σ : Ω].

(ii) Corollary 4.3 implies (1.2). To shown R/mR is simple, define Vi as an irre-
ducible representations of Ri with dimVi = li and denote the left annihilators of Vi
in Ri by lannRi

(Vi), then

R/mR ∼= R1/lannR1
(V1)⊗k · · · ⊗k Rk/lannRk

(Vk) ∼= R/lannR(V1 ⊗k · · · ⊗k Vk)

is simple as a tensor product of simple k-algebras whose centers are k [19, Theorem
1.7.27]. The rest is similar to the discussion in [14, Section 5.1] using Lemma 4.1.

(iii) This is an immediate consequence of (ii).
(iv) It is easy to see from the invariant factor form of finitely generated modules

over PID that G0
∼= Σ/Ω and |G0| = m.

(v) (1.5) is the same as [14, Theorem 4.3(a)]. By Corollary 4.3, m ∈ O ⇐⇒ all
sij defined in Remark 3.9 are zero ⇐⇒ Im(Φ(β)) = 〈Im(β)〉 ⊂ mC for Φ defined in
the proof of Lemma 3.7(iii). �

Remark 4.4.

(i) For studying representations, one can take ∆ = 〈Im(β)〉 w.l.o.g. and then
O ∼= Ω/∆.

(ii) In general G(H◦) does not act transitively on irreducible representations of
higher dimensions by

χ · V = χ⊗ V, χ ∈ G(H◦), V ∈ Irr(H),

e.g. when any of li in (1.3) is greater than 2. This can be seen as follows: De-
note the corresponding irreducible representation as V and let c = annC(V ),
then c ∈ MaxSpec(C) and any irreducible representation over c−1 has the same
dimension. However any irrreducible module over c2 has dimension greater
than one since by Lemma 4.1 c2 does not have basic fiber [14, Theorem C(a)].

Example 4.5. Let A = B = Z/2Z × Z, ∆ = (Z/2Z)2 and Λ = A × B. Denote the
standard generators as a1, a2 ∈ A, b1, b2 ∈ B, c1, c2 ∈ ∆. Let β ∈ N2(Λ,∆) such that
the associated matrix defined in Remark 3.9 is

[

c1 c2
0 0

]

.
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Case

[

c1 c2
0 0

]

{e1, e2} {f1, f2}
[

s11 0

0
. . .

]

I

[

0 0
0 0

]

{a1, a2} {b1, b2}
[

0 0
0 0

]

II

[

1 0
0 0

]

{a1, a2} {b1, b2}
[

1 0
0 0

]

III

[

0 1
0 0

]

{a1, a2} {b2, b1}
[

1 0
0 0

]

IV

[

1 1
0 0

]

{a1, a2} {b1, b2b1}
[

1 0
0 0

]

Table 1. Bases for matrices in invariant form

Choose Ω = 〈c1, c2, a2, b22〉 and k = C then MaxSpec(C) ∼= (Z/2Z)2 × G2
m) where

Gm = (k, ∗), more concretely define b := b22 then

MaxSpec(C) = {mu,v,w,x = 〈c1 − u, c2 − v, a2 − w, b− x〉 :
u, v ∈ {±1};w, x ∈ k \ {0}}.

Characters over mǭ are

G0 = {χ ∈ G(H◦) : χ(c1) = χ(c2) = χ(a2) = 1; χ(a1), χ(b1), χ(b2) ∈ ±1}
∼= Σ/Ω ∼= (Z/2Z)3.

And (1.4) becomes

V(Dk(H/C, trreg)) =

{

∅, k ≤ 8,

MaxSpec(C) ∼= (Z/2Z)2 × G2
m, k > 8.

H is a free C-module of rank 8 with basis

{ai1bj1bk2 : i, j, k ∈ {0, 1}}.
Pick mu,v,w,x ∈ MaxSpec(C), then

H/(mu,v,w,xH) ∼= k〈X,Y,Z±1〉
(XY − uY X,XZ − vZX,Z2 − x)

.

There are four cases depending on the choice of u and v. The bases for matrices S in
invariant factor form are given in (Table 1). Thus

O = Autk−Alg(H,C) ·mǭ = Wl(G(H
◦)) ·mǭ = Wr(G(H

◦)) ·mǭ

= G(C◦) = {m1,1,w,x : w, x ∈ Gm} ∼= G
2
m.
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Choose m = m−1,−1,w,x in case (iv), the irreducible modules are two dimensional. In
some basis {v1, v2} the matrices

c1 = c2 =

[

−1 0
0 −1

]

, a1 =

[

1 0
0 −1

]

, a2 =

[

w 0
0 w

]

, b1 =

[

0 1
1 0

]

,

b2 =

[

0
√
x√

x 0

]

;

where
√
x is some square root of x, is an irreducible module V of H over m. The

stabilzers are given by

StabG0
(V ) = {χ ∈ G(H◦) :χ(c1) = χ(c2) = χ(a2) = 1;

χ(a1), χ(b1) = −χ(b2) ∈ {±1}}.
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