
Learning to Score Sign Language with Two-stage Method

Hongli Wen1 ,Yang Xu2

Abstract— Human action recognition and performance as-
sessment have been hot research topics in recent years.
Recognition problems have mature solutions in the field of
sign language, but past research in performance analysis has
focused on competitive sports and medical training, overlooking
the scoring assessment ,which is an important part of sign
language teaching digitalization. In this paper, we analyze the
existing technologies for performance assessment and adopt
methods that perform well in human pose reconstruction
tasks combined with motion rotation embedded expressions,
proposing a two-stage sign language performance evaluation
pipeline. Our analysis shows that choosing reconstruction tasks
in the first stage can provide more expressive features, and
using smoothing methods can provide an effective reference
for assessment. Experiments show that our method provides
good score feedback mechanisms and high consistency with
professional assessments compared to end-to-end evaluations.

I. INTRODUCTION

China has approximately 85 million people with disabil-
ities, among which more than 21 million have hearing and
speech impairments, representing a significant demographic.
However, as the sole communication language for the deaf
and mute community, sign language faces numerous chal-
lenges in its learning and dissemination. Establishing a sign
language teaching system and achieving the digitalization
of sign language instruction will become an important part
of computer-assisted motion training. Researchers worldwide
have contributed to this topic, and some effective automated
sign language teaching systems have already been proposed
[9]–[11]. Yet, in these methods using 3D human figures, there
is usually only unidirectional input from learners, and it is al-
most impossible to find effective feedback interaction mech-
anisms, which contradicts the general principles of teaching.
Traditional teaching experience shows that feedback on one’s
actions along with quantified scores are necessary.

Performance scoring is common in competitive sports,
where one of the objectives is to achieve higher scores.
Excellent research in this field [12]–[14] often employs
single-stage solutions, where end-to-end methods directly
predict scores from videos. This is also due to the fixed
camera angles, single video inputs, and rich quantitative
annotations typical of these approaches. However, recent
research oriented towards sports coaching [15], [16] has
gradually introduced two-stage methods in flexible scenarios.
These methods extract interpretable motion information, such
as human skeletons or Mesh, and combine it with reference
videos for evaluation. Prior knowledge is provided in the
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form of reference videos instead of simple labels, presenting
significant challenges that require careful handling of time
and space.

Some sign language teaching systems with feedback
mechanisms have been proposed [17], [18], but these meth-
ods typically use classification tasks to determine simple
right or wrong responses, or directly regress scores. Similar
to the first approach, sign language, as a communicative
skill, should be assessed from the perspective of the latter
approach. To this end, we propose a two-stage 3D sign
language evaluation method, which takes a monocular sign
language video, reconstructs human hand features in the
first stage, and then in the second stage, smooths, embeds,
and aligns the feature sequences with standard reference
actions, ultimately producing scores that are educationally
meaningful and highly consistent with expert evaluations.
We hope this work will provide a reference for the design
of feedback mechanisms in the development of digital sign
language teaching systems.

The rest of this paper is organized as follows: Section II
introduces related work on monocular human reconstruction,
motion evaluation, and sign language motion evaluation.
Section III discusses the detailed design and training process
of the two stages of our system. Section IV validates the
consistency of our method’s scores with expert evaluations
and user feedback. Finally, the paper summarizes work on
incremental data extraction and looks forward to future
research.

II. RELATED WORK

A. Sign Language Pose Reconstruction

The recognition of hand postures is a hot research topic,
and recent efforts have focused on directly recovering hand
joints [22]–[24]. However, sign language involves actions
that include the face and torso, and focusing solely on
the hands in teaching environments can create a sense of
disconnection and unreality. The goal of 3D Whole-Body
Mesh Recovery is to accurately capture the full human
body’s posture and shape, with methods based on smplx
[25] supporting the reconstruction of hand keypoints and
meshes well, as well as being useful for generating skeletal
animations. Early pose estimation methods either focused
only on body movements, ignoring hand actions, or focused
solely on hand postures without considering body posture.
Shuai et al.’s EasyMocap [26] performs well in recovering
hands from RGB images, but its multi-view design is costly.
Yu et al.’s motion capture system FrankMocap [27] can
capture both body and hand 3D postures in natural environ-
ments using monocular vision, but its real-time performance
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Fig. 1. The pipeline of our system.

is poor. On the other hand, Zhe et al.’s real-time pose
detection system OpenPose [28] can detect keypoints for
body, hands, and face, but its hand pose estimation is less
effective. Additionally, Gyeongsik et al.’s 3D full-body mesh
estimation method Hand4Whole [29] focuses on improving
hand posture estimation by using separate networks and
specific fusion modules to enhance performance, but the
independent estimation of body, hand, and face parameters
leads to network inconsistency, resulting in less natural and
realistic estimation results. Recent studies [19] have adopted
the Transformer architecture, which has been successful in
other computer vision tasks, as an alternative to convolutional
networks. Lin [2] et al.’s research has built a one-stage mesh
recovery algorithm on this basis, using component-aware
techniques to regress the body, hands, and face separately,
achieving the best results on the AGORA dataset. Subsequent
work [20], [21] has continued this architecture and achieved
the best results on some human body reconstruction datasets.

B. Action Similarity

Previous studies on action similarity evaluation feedback
have mostly focused on sports, medical, and ceremonial
contexts, with little demand for hand and finger joint move-
ments. Jain et al. [35] proposed a method based on Siamese
networks to evaluate the quality of performed actions. Long-
fei et al. [36] suggested modeling user behavior through head
movements, gaze, hand movements, and touch. However,
the hardware setup of Inertial Measurement Units (IMUs)
and RGBD cameras is complex, making them difficult to
deploy and use in everyday life. R. Morais et al. [30] used
methods such as Euclidean distance, Manhattan distance, and
Chebyshev distance to calculate similarity, but this method
requires high correspondence of movements and can result
in significant deviations due to the student’s body posture.
Ye et al. [31] proposed a method combining joint angles with
Dynamic Time Warping (DTW) [37] to calculate similarity,
thereby improving the accuracy of similarity calculations. As
research into similarity calculations has deepened, due to the
influence of the human skeleton and the large computational

load, the calculation of similarity has gradually shifted from
considering distance features to considering vector and angle
features. Fang Yu et al. [32] introduced a method based on
oriented joint vector descriptor features, assessing similarity
by calculating vector cosine values, which can be used
in virtual reality simulations. Shen et al. [33] proposed a
method using cascaded quaternions to calculate the distance
of quaternions representing joint orientation, assessing hu-
man similarity. Xue et al. [34] used DTW to compare test
sequences with standard sequences, implementing similarity
assessment functionality.

III. TWO STAGE SIGN LANGUAGE SCORING

We will now describe in detail the input and output of
the sign language evaluation pipeline, and the two stages of
processing sign language, which is shown in 1 Given the
input video V ∈ RT×H×W×3, where the tth frame is an
RGB image I(t) ∈ RH×W×3 with resolution H ×W , our
first-stage human mesh feature model (denoted as F) directly
outputs a set of parameters consisting of the 3D positions of
N×2 skeletal keypoints in the world coordinate system,M ∈
R2N×3.

M(t) = F(I(t)) (1)

The model estimates frames of the video independently
of their sequence. Next, the sequence M ∈ RT×N×3 is
passed to the post-processing regression model (denoted
as D) which completes the second stage of score compu-
tation. Specifically, SmoothNet [7] filters out noise from
the captured feature sequences in the temporal dimen-
sion, yielding a smoothed motion representation sequence
S = SmoothNet(M) and the differences before and after
smoothing Cl. The quaternion embedding module retrieves
the representation Q(t) of the hand joint positions for each
frame. These are calculated concurrently during embedding
and saved as Ce. The differentiable DWT module can
use any calculated distance d(t1, t2) to measure the dif-
ferences between two action keyframes and perform time-
corresponding alignment, calculating distance differences Ca



Fig. 2. 3D human mesh reconstruction

and frame correlations R. The specific losses from the three
steps are concatenated and fed into a fully connected layer
for learning, yielding a final score O ∈ R3.

Section 3.1 will detail the architecture of our first-stage
human feature model, 3.2 explains the quaternion embed-
ding, SmoothNet smoothing, and DWT alignment, section
3.3 completes the final score computation, and 3.4 discusses
the training process.

A. Hand Feature Recovery Model

Recent studies [2]–[4] have demonstrated that vision
Transformers [1] can replace traditional convolutional neural
networks in 3D human reconstruction and pose estimation. A
single-stage network using an encoder-decoder architecture
can effectively recover expressive full-body mesh parame-
ters, providing good feature representation and the advantage
of parallel computation. The first stage will use this approach
to extract the required hand features.
Preprocessing To obtain the most robust human expressions
from diverse sign language environments, preprocessing of
the raw graphics is necessary. Specifically, for the input
frame I(t) ∈ RH×W×3, from top to bottom, we need to
identify the subject performing the sign language action and
detect corresponding low-scale features such as the hands
and face. We use MMdet object detection tools [38] to predict
the input human bbox from the raw image and crop it to get
the human center H(t) ∈ RH′×W ′×3. It is worth noting that
the latest methods [3] propose integrating human detection
into the encoder post-processing and have achieved SOTA
results, but this coupled framework is not suitable for our
task of single-person evaluation.
VitPose-Backbone

The input RGB frame I is encoded with a ViT back-
bone.As shown in Figure 2, we divide the input image into
fixed-size image patches P ∈ R

HW
M2 ×(M2×3), where M is

the image partition size. Dividing the image into patches im-
proves computational efficiency and reduces computational

pressure. The ViT model maintains a constant resolution,
so each outputtoken spatially corresponds to a block in the
input image. Due to the lower resolution of the hand image
patches, direct pose estimation might lead to insufficient
accuracy. Therefore, we adopt a feature-level upsampling
cropping strategy in the local decoder. Specifically, the
feature token sequence Tf

′ obtained from the global encoder
is reshaped into a feature map and upsampled through
deconvolution layers into multiple higher resolution features
Thr to obtain more detailed hand features. Moreover, the
decoder also uses a keypoint-guided deformable attention
mechanism for precise localization of hand keypoints:

CA(Q,V, pq) =

L∑
l=1

K∑
k=1

AlqkWVl(ϕl(pq) + ∆plqk) (2)

where l and k represent feature levels and keywords, A
and W represent attention weights and learnable parameters.
ϕ(·) and ∆p are position adjustments and offsets. This
attention mechanism focuses on local features around the
hand keypoints, reducing unnecessary computations.
Body mesh representation

Although our goal is hand feature estimation, the con-
straints of human dynamics can well limit the predicted
model to be as physically accurate as possible according
to physical conditions. We use SMPL-X [6], a model that
includes hands and faces, to facilitate more accurate hand
posture estimation.

The parametric 3D human model SMPL-X has input
parameters for pose θ ∈ R53×3 , shape β ∈ R10, and
facial expressions α ∈ R10, outputting an expressive human-
centered 3D mesh M = SMPL-X(θ, β, α) ∈ RV×3, where
V = 10475 vertices. The mesh M is centered around the
major keypoints, usually using the pelvic joint.

We use the mesh rather than directly regressing parameters
from B and L based on specific considerations, which are
discussed in the experiments. We merely treat mesh recovery
as a task, using B to regress body and camera parameters,



Fig. 3. Smoothing pose estimation results

and L to regress hand and face parameters. We only use its
hand parameters M to complete the following tasks.

B. Scoring Module

The feature extraction module extracts hand parameters
represented by axis-angle from each frameM(t), which are
obtained by sequentially rotating the human hand skeleton
joints based on their parent-child relationships. Another set
of motion poses Ms(t), scored knownly, is simultaneously
input as the basis for judging the quality of the actions.This
is accomplished by comparing the similarity between the
two sets of actions. Additionally, some necessary processing
helps us better complete this process.
Smoothing Motion

A certain degree of jitter is observed in the prediction
results. Besides systemic errors such as hand occlusions,
this jitter could be due to individual differences in temporal
motion, such as the speed of atomic motion transitions.
To address this issue, we introduce SmoothNet [7], a data-
driven, time-optimized general model for de-jittering, replac-
ing traditional filters. SmoothNet inputs consecutive pose
estimations and calculates position, velocity, and acceleration
by examining changes in keypoint positions between adjacent
frames, performing a linear fusion to output smoothed pose
estimates, effectively improving result stability.

SmoothNet identifies errors that can arise from target
loss due to mutual occlusion when estimating precise hand
actions, as well as from non-smooth changes in true hand
motion, which is considered undesirable to some extent
as low proficiency or difficult-to-recognize dialects often
produce such motion characteristics. The scores before and

after smoothing can be used as a loss as follows:

Cs =
|M(t)− SmoothNet(t)|

|M(t)|
(3)

Quaternion-based Sign Language Action Embedding
Researchers tend to use joint rotations rather than absolute

coordinates to represent poses, reducing the impact of per-
spective and environmental factors. There are several forms
of rotation representation, including direction cosine matri-
ces, axis-angle, Euler angles, and quaternions. Considering
computational speed and distance calculation comprehen-
sively, we choose quaternions for their representation, which
also avoids gimbal lock by using four degrees of freedom.

The human model consists of N joints, where the rotation
of the ith joint can be represented by a quaternion qi. The
position transformation of this joint relative to its parent joint
can be calculated through the quaternion rotation formula:

v′i = qiviq
−1
i

where vi is the initial position vector of the ith joint in
the coordinate system of the parent joint, v′i is the position
vector after rotation, qi is the quaternion representing the
rotation of the ith joint, and q−1

i is the inverse quaternion of
qi.

To represent the posture of the entire body, this transfor-
mation needs to be recursively applied, starting from the root
joint. The global position of all joints is calculated through
the local rotations of each joint:

v′global,i =

i∏
k=1

qkvi

(
i∏

k=1

qk

)−1



Fig. 4. Embedding quaternion spatiotemporal sequences

Here,
∏i

k=1 qk represents the cumulative product of all
rotation quaternions from the root joint to the ith joint along
the path, ensuring each joint’s rotation considers its relative
position and rotation within the entire chain.

The distance of the original action sequence can be calcu-
lated to judge motion differences, but the dimensions are not
independent—one quaternion depends on another, and the
difference in a parent joint directly affects the difference in a
child joint, making it impossible to calculate vector distances
directly. To address this, we use a weighted embedding
approach to adjust and obtain low-dimensional expression
differences, allowing each frame’s motion to be treated as a
vector for distance calculation.

The action sequence to be estimated, counted by frame t, is
defined as M(t) = v′global(t), and at each specific time point
t′, this representation unfolds into a high-dimensional tensor
[p1, p2, ..., pN ] ∈ R4×N , each joint dimension pi being recur-
sively computed over its parent joint. A reference sequence
can also be obtained in the same expression Vs(t). Using
quaternion logarithmic differences as differences, where q∗

is the quaternion operation representing the conjugate of q:

dfi(t1, t2) = log(qi(t1) · (qis(t2))∗) (4)

The N joints of the hand are calculated sequentially
according to their parent-child relationship and can be con-
sidered as a sequence in spatial dimension. We introduce
commonly used algorithms for processing time series to
model and perform dimension embedding in space. The
principle behind this approach is that the difference in child
joints should always depend on the direction or difference
of the parent joint. For a quaternion qi(t), we can unfold it

into a floating-point vector qv(t) ∈ R4. Thus, the input can
be viewed as a sequence with N time steps and 4 features,
and we use the classic architecture of the Transformer [5]
to solve this translation-like problem. The encoder receives
input RN×4, undergoes a linear transformation to obtain
K, Q, V, and uses self-attention mechanisms to obtain
an embedded query sequence. These data will be used
for attention queries on the standard sequence Ms. The
standard sequence input uses a masking mechanism, input
sequentially according to the parent-child relationship, and
can only observe information of the parent joint (only past
information in terms of time). This will sequentially predict
the error for each joint W = [w1, w2, . . . , wN ].

The fundamental reality of human motion suggests that
excessive differences in parent joints render the differences
in child joints almost meaningless, for example, an incorrect
orientation at the base of a finger makes the differences at the
fingertip negligible because the latter cannot compensate for
the former but rather exacerbates the feedback mechanism.
Using a learnable sequence is precisely to address this
issue, and we employ a truncation strategy during inference,
stopping the computation when the difference score wi at
a certain time step exceeds the threshold T , and directly
adding a penalty term in the loss.

The aligned difference sequence is summed up to calculate
the embedding distance between any two frames, where S
is the calculation step reaching the threshold, and during



training, S = N .

Di(t1, t2) =

S∑
i=0

wi +

N∑
j=S+1

wj (5)

Dynamic Time Warping Alignment Due to factors such as
proficiency, intensity, and coherence of motion, which vary
from person to person, these two sequences usually have
different lengths in the time dimension. Conventional high-
dimensional distances, such as Euclidean distance, cannot
make accurate assessments. Therefore, we use derivative-
based Dynamic Time Warping (DTW) [8] to detect joints
with larger gradients on the smoothed sequence.

DTW (Seq1, Seq2) = min


√∑K

k=1 wk

K

 (6)

Fig. 5. Align with Dtw

Quaternion interpolation can be performed between dis-
crete frames to calculate the magnitude of the gradient, which
as a measure of motion trends. It can to some extent eliminate
differential features, focusing on the characteristics of the
sign language itself. The adaptive joint weight distance of
each motion sequence D(t) is taken in the time dimension
for gradient ∇ϕi

(t) and processed with DTW computation.

D = DTW (∇ϕ(t),∇ϕs
(t)) (7)

Time dimensions are aligned according to the shortest
path for summation to obtain the difference between the two
motion sequences, denoted as Ca.

C. Action Scoring

The final score is derived from the outputs of the afore-
mentioned three steps. We will concatenate the smoothing
error Cs and the alignment error Ca, and then feed them

into a feedforward network, which will predict a three-
dimensional assessment score O ∈ R3

O = f(Cs ⊕ Ca) (8)

These score dimensions can be trained according to down-
stream needs. In this study, we attribute its interpretability
to the smoothness, completeness, and recognizability of the
action, which are the three key features we believe the
aforementioned framework extracts.

D. Training Details

Our system design is quite complex, involving multiple
types of structures, so we have designed training tasks for
each feature part, conducted asynchronously on different
datasets, using differentiated losses.

1) SCSL Dataset: To support our experiments, we con-
structed a labeled Chinese Sign Language dataset (SCSL)
based on a large collection of monocular sign language
teaching videos provided by the Chinese Academy of Sci-
ences. The dataset includes 600 complete teaching sentences
performed by professional teachers, 468 clips collected from
habitual sign language users, and 226 clips produced by sign
language students. The latter two categories were scored by
professional sign language teachers. Sign language sentences
were manually divided into 6-8 sign language vocabulary
segments, with their starting points serving as alignment
markers as mentioned earlier, and each sign vocabulary
also includes corresponding 3D sign language motion data
segments. SCSL will be used for training the networks in
both stages.

2) Posture Network Training: Our posture estimation
training uses a vision Transformer model’s backbone, fine-
tuned on VitPose. It is trained through an end-to-end ap-
proach, with the task of reconstructing a complete SMPL-X
human body model mesh and keypoint parameter.

LF = λ1Lsmplx + λ2Lkpt3D + λ3Lkpt2D (9)

This is essentially consistent with the methods [3], calcu-
lating these four components as L1 distances between the
true values and the predicted values. However, we use some
hyperparameters to fine-tune the penalties for prediction
accuracy of each part, making the model more focused on
the hand keypoints essential for our task.

Fine-tuning with the Transformer backbone provided by
Vit-Pose, training on the Ubody [2] dataset, and ultimately
localizing on our dataset to obtain the first-stage estimation
model.

3) Embedding and Alignment Network Training: We use
scored video sequences, which can be viewed as RGB frames
F (t), to learn embedding representations. To train accurate
embeddings, we construct negative pairs from different ac-
tions and positive pairs from the same action but with dif-
ferent scores. To train alignment effectiveness, positive video
pairs are annotated at certain checkpoints tci , where a baseline
score stci (I1, I2) based on the difference in annotated scores
is given. We allow the baseline score to decrease along the



Fig. 6. Scoring with FFN

time axis near these checkpoints, which can be accomplished
using an exponential or Gaussian distribution g. Frames
F (ti)←→ Fs(ti) from the video pairs undergo Transformer
computation to obtain a joint score sequence W (t), and these
scores are directly computed as errors for each ”spatial step.”
We use L1 errors to compute score differences and L2 errors
to calculate differences between joints.

Ls =

T∑
t=0

|
N∑

n=0

w(n)− stci g(t− tci )| (10)

Lt =

T∑
t=0

N∑
n=0

||w(n)− d(jn, j
s
n)|| (11)

LD = Ls + Lt (12)

Training takes place on our annotated dataset SCSL.
SmoothNet is fixed at the input end of the model and does
not participate in the training. We train the performance of
embedding expression and alignment concurrently.

4) Scoring Result Training: Based on the sign language
actions captured, analysis is performed to regress a score
sequence. We use two parts of the loss to measure these
predictions’ differences. An L1 loss is introduced to measure
the absolute distance from annotations Lscore, and another
calculates a variance based on the ordinal ranking of scores,
computed by correlation coefficients Lrank.

LS = Lscore + Lrank (13)

The trained feedforward network should be able to fit the
features obtained earlier into a percentile score with mean-
ingful relative sizes. Also, this design allows for reasonable
scoring with minimal tuning on this layer in a new scenario.

IV. EXPERIMENT

A. Posture Reconstruction Method Evaluation

Experimental Design
To validate that the Hand Feature Recover Model in

the first stage can provide more expressive features for
the second stage, thereby improving the overall prediction
accuracy of the evaluation algorithm, we prepared four
groups of student learning videos with varying degrees of
sign language proficiency. The groups are categorized as
excellent (sign language scores between 90-100), good (80-
90), average (70-80), and poor (60-70), each containing
20 videos. We implemented the first stage of the task

using Easymocap, Expose, and Frankmocap, respectively,
and input the extracted skeletal keypoint location parameters
into the second stage for scoring prediction. We used t-tests
to measure whether there are differences in sign language
scores obtained using different recognition reconstruction
methods in the first stage.

Results
The t-test results of Easymocap, Expose, Frankmocap, and

ours compared to actual scores are shown in Table I.

TABLE I
T-TEST RESULTS

Easymocap Expose Frankmocap ours

p-value 0.016 0.034 0.056 0.871
Cohen’s d 1.043 1.964 0.572 0.229

Used Easymocap, Expose, and Frankmocap to implement
the first stage task, and t-tests were performed on the
final scores corresponding to the three hand reconstruction
methods and the true scores. The p-values for Frankmocap
and our method are both greater than 0.05, which means that
the null hypothesis is accepted, i.e., the final scores obtained
using Frankmocap and our method do not significantly differ
from the true scores. This indicates that the hand features
extracted by these two methods can effectively distinguish
the completion level of student sign language. Cohen’s
d measures the size of the difference between data sets.
Compared to the other methods, our method has the smallest
Cohen’s d value, which means that the Hand Feature Recover
Model in the first stage can provide effective features, thereby
greatly reducing the difference between the scores predicted
by the scoring module in the second stage and the true scores.

B. Credibility Evaluation

Introduction of Datasets and Experimental Setups
To verify the credibility of our evaluation algorithm, we

conducted experiments on the SCSL dataset, which includes
226 videos of students learning sign language, each video at
65 frames per second, and about 300 frames per video. The
true score of each sign language action video is the aver-
age of scores given by multiple professional sign language
teachers.

Results
We evaluated the performance of our algorithm by calcu-

lating the Spearman’s rank correlation coefficient between
the scores predicted by the evaluation algorithm and the



actual scores. The Spearman’s rank correlation coefficient
ρ is calculated by the formula

ρy,ŷ = 1−
6
∑N

i=1 d
2
i

N(N2 − 1)
(14)

where y is the vector of actual scores, ŷ is the vector of
predicted scores, and di is the rank difference between yi
and ŷi for the i-th video. A higher ρ value indicates better
estimation performance. We used 180 videos as training
samples and the rest as test samples. The average rank
correlation coefficient of the test results after 200 training
rounds was calculated to evaluate the performance of our
algorithm.

Fig. 7. Predicted and actual score situation on the SCSL dataset

The computed results, as shown in Figure 7, indicate
a Spearman correlation of 0.86 between the actual scores
and the predicted scores. This suggests that our evaluation
algorithm is highly consistent with the actual scoring of sign
language actions, demonstrating the reliability and accuracy
of the feedback provided to students by the platform. It
can potentially replace teacher scoring, saving resources and
improving the efficiency of teaching and learning.

C. Algorithm Effectiveness Evaluation

Experimental Design
To compare our proposed evaluation algorithm with other

sign language assessment methods, we conducted experi-
ments on the SHREC’17, DEVISIGN, and SCSL datasets,
selecting 150 sign language videos from each dataset. We
allowed other sign language assessment methods and our
algorithm to score the selected videos. After scoring, all
scores were categorized into tiers, with each tier spanning
5 points (95-100, 90-95, 85-90, etc.). If a video’s predicted
score from an algorithm falls within the same tier as its actual
score, the algorithm is considered to have correctly predicted
the score for that sign language video.

Results
As shown in Table II, for the CSLR dataset, our two-

phase evaluation algorithm outperforms other assessment
methods, with a prediction accuracy of 0.85. The DEVISIGN
dataset, which contains videos of sign language vocabulary
rather than longer sign language sentences, exhibits greater

TABLE II
PERFORMANCE COMPARISON ON DIFFERENT DATASETS

.

CSLR DEVISIGN SCSL

CSITS 0.82 0.86 0.80
SignInstructor 0.77 0.81 0.83
ours 0.85 0.86 0.95

subjectivity in expert scoring of the completeness of signers’
vocabulary in the videos, thereby increasing the discrepancy
between predicted and actual scores. On the DEVISIGN
dataset, our method and CSITS are tied for best performance,
both with a prediction accuracy of 0.86. In our constructed
SCSL dataset, which tests sign language sentence videos
to minimize the impact of subjective factors and reduce
variance in expert scoring, our method achieves the best
prediction effect, with an accuracy of 0.95. This indicates that
our two-phase sign language action evaluation algorithm can
make full use of the expressive features provided in the first
phase to achieve more accurate and effective sign language
assessments.

V. CONCLUSION AND FUTURE WORK

In this paper, we propose a two-stage sign language
assessment pipeline that evaluates the quality of sign lan-
guage actions directly from video comparisons. This method
reconstructs the 3D representation of the human body from
two-dimensional features in monocular RGB videos, uses
quaternions to represent human joint rotations, and employs
advanced sequential processing algorithms in space and
time to extract differential features, ultimately regressing
to quality rankings or scores depending on the applica-
tion scenario. Our algorithm achieves high consistency with
expert scoring and can partially replace professional sign
language practitioners in scoring sign language , making it
easily integrable into various digital sign language learning
scenarios. Particularly, the pose intermediate representation
we provide can offer seamless connectivity for systems that
teach 3D sign language in virtual or augmented reality. There
are still many areas for improvement in our algorithm. The
target tasks for pose features extend beyond the scope of
our research, and the complexity and real-time capabilities
of the algorithm are future research directions. We will also
work on annotating scores on more sign language datasets
and refining our model. We hope this method can be applied
to philanthropic causes to improve the learning and lives of
people with disabilities.
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