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ABSTRACT

Context. The amplification of astrophysical magnetic fields takes place via dynamo instability in turbulent environments. The presence
of vorticity is crucial for the dynamo to happen. However, the role of vorticity is not yet fully understood.
Aims. This work is an extension of previous research on the effect of an irrotational subsonic forcing on a magnetized medium in the
presence of rotation or a differential velocity profile, aimed at exploring a wider parameter space in terms of Reynolds numbers, mag-
netic Prandtl number, forcing scale, cooling timescale in a Newtonian cooling. We study the effect of imposing either the acceleration
or the velocity forcing function to be curl-free and evaluate the terms responsible for the evolution vorticity.
Methods. We use Direct Numerical Simulations (DNS) to solve the fully compressible, resistive magnetohydrodynamical (MHD)
equations with the Pencil Code. We study both isothermal and non-isothermal regimes and address the relative importance of different
vorticity source terms.
Results. We report no small-scale dynamo for the models that do not include shear. We find a hydro instability, followed by a
magnetic one, when a shearing velocity profile is applied. The vorticity production is found to be numerical in the purely irrotational
case. Non-isothermality, rotation, shear or forcing in the form of a velocity curl-free, when included, contribute to increasing vorticity.
Conclusions. Consistently with our previous study, we find that turbulence driven by subsonic expansion waves can amplify vorticity
and magnetic field only in the presence of a background shearing profile. The presence of a cooling function make the instability
happens on a shorter timescale. We estimate critical Reynolds and Magnetic Reynolds Numbes of 40 and 20, respectively.

Key words. random expansion waves – shear – vorticity dynamo – dynamo – interstellar medium

1. Introduction

The occurrence of vortical flows is of high importance in all as-
trophysics due to their close connection with turbulence. Vortic-
ity is in fact a way to characterize turbulent flows which are ubiq-
uitous in astrophysical contexts. In turn, the connection between
turbulence and the processes responsible for the amplification of
astrophysical magnetic field still eludes a complete explanation.
Magnetic fields are amplified at all scales in several astrophysical
environments, from planets to the extragalactic medium. While
the range of scales, densities and velocities is fairly wide, the
instability responsible for the amplification of magnetic fields,
known as dynamo, is thought to be active in all of these environ-
ments. Numerical models are commonly used to simulate many
of these astrophysical contexts, from planets (e.g. Jones 2011) to
galaxies (see e.g Brandenburg & Ntormousi 2023, for a recent
review), and in each of them the turbulence is injected through
a forcing mechanism. We want here to concentrate on two ques-
tions that arise from these studies, namely (a) whether the occur-
rence of dynamo instability depends on the forcing mechanism,
and (b) what are the minimum ingredients needed to trigger a
dynamo in a magnetohydrodynamical turbulent medium.

In the attempt to address these two points, we expand on
previous work (Mee & Brandenburg 2006; Del Sordo & Bran-
denburg 2011; Elias-López et al. 2023) that make use of a purely
irrotational (i.e. curl-free) forcing of the velocity field to create
a turbulent medium. The used forcing function mimics the oc-
currence of spherical expansion waves in an initially homoge-
neous medium, in a subsonic regime. The aforementioned stud-
ies found no vorticity amplification from the forcing alone in an
isothermal purely hidrodynamical environment, and no dynamo
amplification unless a background shearing profile is added to
the system, independently of the equation of state. A similar re-
sult was obtained by Kahniashvili et al. (2012), who employed a
curl-free forcing function for modelling of inflationary scenarios
in the early universe. They found that the Lorentz force may pro-
duce some vorticity in isothermal models, but the magnetic field
eventually dissipates without undergoing any kind of amplifica-
tions. Dosopoulou et al. (2012)found analogous results in the
context of magnetized and rotating cosmological models. Nev-
ertheless, other approaches found vorticity and magnetic fields
to be exponentially amplified with a purely irrotational forcing
added in the form of a stochastic function in Fourier space (e.g.
Federrath et al. 2010; Achikanath Chirakkara et al. 2021; Seta
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& Federrath 2022) even in isothermal contexts in the absence of
large scale contributions to the forcing, such as rotation or shear.
As a consequence, it remains not clear which are the minimum
ingredients needed to excite a dynamo. It is possible that the dif-
ference between these different studies resides either in the used
forcing function or in the exploration of different regions of a
fairly wide parameter space, and this constitutes a motivation
for the work presented here.

In the present paper we take as starting point the work done
by Elias-López et al. (2023) and we perform an investigation of
the effect played by varying the explosion width, the magnetic
Prandtl number, as well as the use of a newtonian cooling func-
tion, on the amplification of vorticity and magnetic field. We also
study the difference between forcing the turbulence by imposing
an exactly irrotational forcing for the acceleration, or a variant
which forces a locally fully potential velocity field and that hence
may include vorticity creation by density fluctuations. The arti-
cle is organized as follows. In section 2 we present the numer-
ical model used to perform the study, in section 3 we describe
the main results, and in section 4 we discuss some conclusions
of our work.

2. Model and numerical methods

2.1. MHD equations with rotation and shear

We employ the same numerical models as in Elias-López et al.
(2023), which for completion we briefly explain below. We use
the public 3D MHD code Pencil Code1 (Pencil Code Collabora-
tion et al. 2021), which is a non-conservative, high-order, finite-
difference code (sixth-order accurate in space and third-order
Runge-Kutta in time). We solve the non-ideal fully-compressible
MHD equations following an approach similar to what done by
Del Sordo & Brandenburg (2011), that is either in a rigidly rotat-
ing frame, with angular velocity ω = Ωez, or with a differential
velocity (shear) given by uS = uS

y (z)ey, with uS
y = A cos(kz),

similar to Skoutnev et al. (2022); Käpylä et al. (2010); Käpylä
et al. (2009). In our models z ranges from −π to π, so when
we include a shearing profile we set k = 1. This allows sim-
ple periodic boundary conditions in the three directions. While
in Elias-López et al. (2023) we explored the role played by the
shear amplitude, in the present work we use A = 0.2 in all the
shearing cases.

The set of equations employed consists of the continuity
equation, the momentum equation, the entropy equation (which
we only solve for the non-isothermal/baroclinic case) and the in-
duction equation, respectively:

D ln ρ
Dt

= −∇ · u , (1)

Du
Dt
= −
∇p
ρ
+ Fvisc +

J × B
ρ
− 2Ω × u + f + fs, (2)

T
Ds
Dt
= 2νS⊗S+ρ−1∇(cpρχ∇T )+ρ−1ηµ0 J2−

1
τcool

(c2
s−c2

s0) , (3)

∂A
∂t
= u × (∇ × A) + η∇2A . (4)

1 https://github.com/pencil-code

In Eqs. 1-4 ρ is the mass density; u(t) = (uS + u′(t)) is the to-
tal velocity which can be thought of as the sum of shearing and
turbulent velocities; p is the pressure; B the magnetic field; A
its vector potential (i.e. B = ∇ × A); J = (∇ × B)/µ0 is the
electrical current density (where µ0 is the vacuum permeabil-
ity); Fvisc = ρ

−1∇ · (2ρνS), where the traceless rate of strain ten-
sor S has components S i j = (1/2)(ui, j + u j,i − (1/3)δi j∇ · u);
f the expansion wave forcing (see below for their definitions);
χ is the thermal diffusivity; η is the magnetic diffusivity, cs0 is
the initial, uniform sound speed (proportional to the initial tem-
perature) and τcool is the cooling term timescale, introduced to
avoid an indefinite heating. The advective derivative operator is
D/Dt := ∂/∂t+u · ∇. The differential velocity profile is imposed
directly on the y component of the total velocity by an amount
proportional to the difference of velocity and the profile itself,
so that uy does not deviate much from the differential shearing
profile:

fs =
1
τS

(uS
y − uy)ŷ ,

where we fix τS = 1 (as for τcool for the entropy, the smaller the
value, the more effective is the keeping uy close to uS

y ).
In order to close the system of equations, we consider two

types of equation of state (EoS): 1) a simple barotropic EoS
p(ρ) = c2

sρ, where we fix the value of the sound speed cs = 1,
or 2) an ideal EoS, dubbed also baroclinic case, p(ρ,T ) = ρRgT ,
with Rg the specific gas constant and T the temperature; in this
case, the sound speed squared is c2

s = (γ − 1)cpT , where we
fix the adiabatic index γ = cp/cv = 5/3 (corresponding to a
monatomic perfect gas), and cp and cv are the specific heats at
constant pressure and constant volume, respectively.

The forcing can be imposed in two different ways: either the
acceleration itself is irrotational, as in Elias-López et al. (2023),
or the force itself is irrotational, i.e. the spherical expansion takes
into account density fluctuations. Both forcings are applied to the
velocity field as accelerations but denote them facc and fmom in
order to distinguish them.

facc(x, t) = ∇ϕ(x, t) = K∇e−(x−xf (t))2/R2
, or (5)

fmom(x, t) = ∇
ϕ′(x, t)
ρ

= K′∇
1
ρ

e−(x−xf (t))2/R2
(6)

where: x f (t) is the randomly changed expansion wave center,
R is the radius of the Gaussian, K = ϕ0

√
cs0R/∆t and K′ =

ϕ0ρ0
√

cs0R/∆t are the corresponding normalization factors, ∆t
is the time interval after which a new expansion wave is forced
in a new position (and it can be as short as the time-step). ϕ0
controls the overall forcing amplitude and has dimensions of u2

and ρ0 is the mean density. In either case, the associated forcing
representative wavenumber is thus k f = 2/R.

The simulation domain consists of a uniform, cubic grid
mesh [−π, π]3, with triply periodic boundary conditions. We also
study resolution convergence varying from 323 up to 2563 mesh-
points, and we find that 2563 meshpoints are enough to assess
our problem. We run some models at an even higher resolu-
tion, 5123 to double check the validity of the results obtained
at lower resolutions. However, simulations at this resolution are
quite computationally expensive so we limited their use to dou-
ble check numerical convergence. The chosen velocity profile
allows simple periodic boundary conditions in the z direction if
k is an integer. We adopt non-dimensional variables by measur-
ing speed in units of the initial sound speed, cs0, length in units
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of 1/k1 where k1 is the smallest wave number in the periodic do-
main, implying that the non-dimensional size of the domain is
(2π)3.

As the initial conditions: pressure and density are set con-
stant and with value 1 throughout the box (making ρ0 = 1 for all
times), and so are entropy and temperature in the baroclinic case;
the fluid is initially at rest so the flow is described by u = 0; the
initial magnetic field is a weak seed randomly generated with an
amplitude of 10−6 in code units, uncorrelated at each point for
the three components, corresponding to a Ek ∼ k4 power law, as
reported by Mee & Brandenburg (2006).

2.2. Diagnostics

After an initial transitory phase, the simulations reach a station-
ary state, over the course of which the main average quantities
maintain a saturated value. In particular, we will look at the root
mean square of the total velocity, urms. In turn, this is used to de-
fine the fundamental timescale of our problem, that we will call
turnover time, as

tturn = (k f urms)−1 . (7)

The turnover time can be understood as the average time for the
fluid to cross en explosion width. In the cases where we em-
ploy the shearing profile we also use a similar definition with the
shearing wavelength k and amplitude A:

tshear = (kA)−1 . (8)

The root mean square values of velocity urms and vorticity
ωrms (see Sec. 2.3) are used to define the following dimension-
less numbers:

Re =
urms

νk f
, Rm =

urms

ηk f
, Reω =

ωrms

νk2
f

,

Ma =
urms

cs
, Pm =

ν

η
, kω =

ωrms

urms
,

which are the Reynolds number, magnetic Reynolds number,
vorticity Reynolds number, Mach number, magnetic Prandtl
number, and a measure of vortical wavelength respectively.

2.3. Vorticity equation

To study the evolution of the vorticity (ω = ∇×u), its sources or
dissipative terms, we look at some diagnostic quantities derived
from the terms of the vorticity evolution equation:

∂ω

∂t
= ∇ × (u × ω) + ∇ × Fvisc +

∇ρ × ∇p
ρ2 + ∇ ×

(
J × B
ρ

)
−2∇ × (Ω × u) + ∇ × f + ∇ × fS .

(9)

Here the first term on the right-hand side is analogous to the
advective term ∇× (u ×B) in the induction equation, the second
term represents the viscous forces acting on the system, the third
is the baroclinic term, related to the EoS, the forth is the effect of
the Lorentz force, the fifth appears if the system is rotating, the
sixth is due to the effect of the implemented forcing and the last
one regards the sinusoidal shearing profile.

Taking the dot product with ω, integrating over the volume,
and using the vector identities (∇×a) ·b = ∇ · (a×b)+a · (∇×b);
∇2a = ∇(∇ · a) − ∇ × (∇ × a) we obtain:

1
2
∂

∂t
⟨ω2⟩ = ⟨(u × ω) · q⟩ − ν⟨|q|2⟩ + 2ν⟨S∇lnρ · q⟩−

−⟨(∇T × ∇s) · ω⟩ +
〈

J × B
ρ
· q

〉
− 2Ω⟨(ez × u) · q⟩+

+⟨f · q⟩ + ⟨fS · q⟩ ,

(10)

where q = ∇ × ω. We do not time-evolve the vorticity itself,
therefore we can address the numerical validity of the sum of
terms as the total time derivative of ⟨ω2⟩. We also use this di-
agnostic magnitudes to discriminate which are the most relevant
vorticity amplification or destruction terms.

3. Results

The main result of our study is that, throughout our fairly wide
exploration of the parameter space in terms of forcing scales (see
sections 3.1 and 3.2), magnetic Prandtl number (section 3.3),
cooling times (section 3.4) and Reynolds numbers, we do not
obtain an HD or MHD instability unless a background shearing
flow is imposed. This result holds both with a forcing acting on
the momentum, as in Eq. 6, and on the velocity field alone, as in
Eq. 5. The models including a shearing profile instead develop
an exponential increase of vorticity, followed by an exponential
increase of the magnetic field, unless the scale of the forcing
is too small, as explained in 3.2. In section 2.3 we describe the
contribution of vorticity source terms from Eq. 9. We list all runs
with the shearing profile in A, and all models and the relative di-
agnostics in the tables added as supplementary materials.

3.1. Dependence on forcing scale without shear

We explored the role played by the forcing scale R by changing
it alongside with ϕ0 in order to reach a similar urms for all the
models.

In the left panel of Fig. 1 we plot the temporal evolution of
ωrms in terms of turnover time for different, representative runs
without rotation, with isothermal conditions. Independently of
the forcing scale R, vorticity reaches a steady state after less than
15 turnover times, with the exception of the smallest value of
R = 0.10, which takes less than 5 turnover times. In the model
with a forcing scale of R = 0.10 we see the development of local
transonic flows as a consequence of the attempt to reach val-
ues of the kinetic energy similar to the cases with larger forcing
widhts. This is accomplished by increasing the parameter ϕ0 in
Eq. 5 and it leads to a different behaviour of these models. The
mean value of vorticity is observed to decrease with R, while its
fluctuations do increase.

In the right panel of Fig. 1 we show the different kinetic spec-
tra obtained from such runs. The corresponding forcing widths
change the forcing wavelength k f , thus changing the inertial
range interval, as ν is kept constant. The slope of -2 seems to
be independent of R, as already seen by Mee & Brandenburg
(2006). No dynamo was observed in these runs in spite of having
reached Rm larger than 200. When rotation is added the results
are the similar to Elias-López et al. (2023), i.e. we obtain steeper
slopes but similar inertial range behaviour than the non-rotating
cases here plotted.

The latter statement can be seen more clearly in Fig. 2, where
we plot the average of various diagnostics calculated during the
saturated stage for the isothermal and baroclinic models, with
or without rotation. Note that for R = 0.1 the non-isothermal
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Fig. 1: Time evolution for ωrms (left) and time-averaged kinetic spectra at saturation (right), for non-rotating isothermal runs with
different explosion widths and similar total energy (see the tables in supplementary materials). Notice that the peaks in k are close
to the corresponding forcing wavenumber k f = 2/R.

runs are not shown because they reach locally supersonic flows
and remain numerically stable for too few time-steps. Despite
attempting to select a ϕ0 which makes urms approximately inde-
pendent of R, we could succeed in doing so only for the isother-
mal non-rotating case, while for the other non-isothermal or ro-
tating cases urms mildly depends on R. Therefore, the more im-
portant dimensionless quantity is kω/k f , as it is a measure of
vorticity normalized with velocity and forcing wavelength. Fig-
ure 2 also illustrates many other features. First, we see how the
Reynolds number increases with width for all cases, but no in-
stability is found nevertheless. We notice that the non-rotating
cases seem to have a lower overall ω, but it tends to growth with
smaller R. In contrast, the rotating runs there is a maximum at
R = 0.4, i.e. when expansion waves are about a fifth of the simu-
lation domain, k f = 5. We also see how isothermal rotating case
show the highest values for ωrms, urms and Re, but in kω/k f they
are closely matched by the non-isothermal rotating with the ad-
dition of a the thermal cooling time. As expected, the cooling
term creates an additional source of dissipation, which we had
to compensate by doubling the values of ϕ0 (for τcool = 0.1).

In Fig. 3 we plot the same quantities as in the left panel of
Fig. 2, comparing runs with different resolutions and keeping R
constant with a value of 0.5. Most quantities seem to be resolu-
tion independent even when we move to resolution low enough
to erase a good part of the inertial ranges. We observe that urms is
more or less resolution independent for all except two cases: (i)
the isothermal non-rotating case, and (ii) the isothermal rotating
case. The first case is compatible with the idea of vorticity being
created solely by numerical sources.

As expected the contribution of rotation to ω is much greater
than the baroclinc one in non-isothermal models, but this dif-
ference diminishes at small values of the forcing scale R. No
dynamo is found either for the cases with rotation and/or non-
isothermality with an ideal gas law and different cooling times.
Thus the results of Elias-López et al. (2023) still hold when k f
grows nearly up to 1, and for Rm of several hundreds.

3.2. Dependence on forcing scale in the presence of shear

The general behaviour with the presence of shear is similar to
the one found in Elias-López et al. (2023): a hydrodynamic in-
stability develops first with an exponential growth of ωrms which
is then closely followed by a magnetic instability leading to an
exponential amplification of brms. The complete set of runs with

the instability is in Table A.1 alongside with their diagnostics.
After the linear phase of the dynamo a winding phenomena is
seen for all cases, independently of R, Prandtl number and reso-
lution. During this process By is further amplified in the shearing
direction in a linear way, by winding. In Fig. 4 we plot both in-
stabilities for the isothermal runs with different R.

The only case that does not develop a dynamo is that of very
small forcing scale R = 0.1. In this case Re is perhaps subcriti-
cal, and this allows us to estimate a critical value of Re ∼ 40 for
the vorticity instability to take place. We find instead a critical
magnetic Reynolds number of slightly less than 20 (see tabu-
lated values) for the dynamo instability. We observe that both
magnetic and kinetic helicities grow in the dynamo cases, and
start oscillating when brms and ωrms saturate. These oscillation
resemble those seen in other instabilities such as the Tayler in-
stability (e.g. Guerrero et al. 2019; Stefani et al. 2021; Monteiro
et al. 2023).

3.3. Magnetic Prandtl number dependence

We observe only a weak dependence on Pm for the models that
do not develop a dynamo instability. In the isothermal case we
vary Pm from 0.25 up to 4 and see that Reω either increases with
Pm in the absence of rotation, or slightly decrease with Pr, when
rotation is added (see table 1). In the baroclinic case, Reω slightly
decrease when Pm= 4 compared to the case of Pm= 0.25, inde-
pendently on the presence of rotation. However, in the range of
the explored values of Pr, we report a decrease of the initial mag-
netic field. Models with shear, conversely, develop a dynamo in-
stability unless Pm= 4 or above (see tabulated values). We inter-
pret this as a consequence of the lack of vorticity instability that
does not develope when the physical viscosity increases above
a certain value. The growth rates for the magnetic field increase
with Pr, whilst the growth of vorticity is constant in the explored
range.

We find that for Pm= 0.1 the vorticity is amplified, but, dif-
ferently from the other cases, this instability is not followed by
an exponential amplification of the magnetic field. This can be
seen as a consequence of having a Rm below the critical value,
since, in general, it is possible to excite a dynamo also at value
of Pm below 0.1 (e.g. Warnecke et al. 2023)
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Fig. 2: Different diagnostic quantities, ωrms, urms, kω/k f and Re,
from top to bottom, as a function of explosion width R. These
runs have both Pm set to 1, i.e. Rm=Re, with a grid size of 2563

and no dynamo present.

3.4. Dependence on cooling time

When the isothermal condition is relaxed we let the tempera-
ture evolve according to Eq. 3, where we use a Newtonian cool-
ing term, regulated by the timescale τcool. The use of the cool-
ing function leads to spectra cut at short wavelengths in models
that does not develop instabilities. Differently, in the presence of
shear and hence after a dynamo is excited, all the spectra recover
their small-scale contribution and show again a wide dynamical
range decreasing in a k−2 fashion down to a dissipation scale.
However we observe that in the presence of this cooling term

Fig. 3: Same magnitudes as in Fig. 2 but now for runs with R =
0.5, i.e. k f = 4, different resolutions, and varying the type of
forcing.

the instability kicks in at much earlier times, independently of
the value of τcool, at least within the explored range. This can be
seen as a quicker injection of vorticity in the system due to the
cooling function. We observe that the average angle between ∇T
and ∇s slightly increases when a cooling function is used, hence
leading to a larger contribution of the baroclininc term in seeding
the vorticity.

Another possible interpretation is to invoke an effect similar
to what observed by Rädler et al. (2011). Irrotationally forced
flows present peculiarities such as the possibility of having a
negative magnetic diffusivity contribution from turbulent flows,
especially at low Reynolds numbers, as shown analytically by
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Fig. 4: Time evolution (in units of tturn) of vorticity and magnetic
energy of runs with the shearing profile and different R, see Table
A.1. If we use the shearing timescales, the magnetic instability
shows between 70 and 200 tshear with more similar growth rates
(see Fig. 5). In both cases, R = 1.00 and R = 1.50 take the least
amount of time to reach the instability.

Table 1: Vorticity and magnetic field growth rates for different
values of Pm. We show the values for ν and η, to better illustrate
the different growths. We have not let the physical diffusivities
reach numerical ones.

Pm ν η r (t−1
turn) rω (t−1

turn)
0.1 2·10−4 20·10−4 - 10.52·10−3

0.25 2·10−4 8·10−4 0.326·10−2 8.57·10−3

0.5 2·10−4 4·10−4 1.22·10−2 9.33·10−3

0.75 2·10−4 2.667·10−4 2.25·10−2 10.96·10−3

1 2·10−4 2·10−4 2.78·10−2 10.22·10−3

1.25 2.5·10−4 2·10−4 2.86·10−2 9.18·10−3

1.5 3·10−4 2·10−4 3.07·10−2 10.01·10−3

2 4·10−4 2·10−4 3.44·10−2 9.38·10−3

4 8·10−4 2·10−4 - -
10 20·10−4 2·10−4 - -

Krause & Raedler (1980); Rädler & Rheinhardt (2007); Rädler
et al. (2011). These contribution to the diffusivity coming from
the turbulence may affect the occurrence of dynamo instability
even when one moves towards higher values of the magnetic
Reynolds number, a regime that is closer to that of astrophysical
bodies. Rädler et al. (2011) found, with mean-field approaches
based on the Second Order Correlation Approximation (SOCA),
that a negative contribution to the magnetic diffusivity can come
from the presence of turbulence in irrotational flows in the case
of small Péclet numbers Pe = uL/k, where u, L, and k are typi-
cal velocity, lengthscale, and diffusivity of a system. In our case,

Fig. 5: Vorticity and magnetic energy growth rates as a function
of explosion width R. The blue lines represent the isothermal
models, while the green ones the baroclinic cases. The dashed
lines, displaying an almost constant behaviour, are the calcula-
tion of the growth rates in terms of the shear typical timescale
tshear. We plot in the solid lines the results obtained in terms of
the forcing turnover times, tturn, which values are tabulated in the
additional material.

the presence of a cooling time introduces an additional diffusion
term for thermodynamical quantities, therefore Pe results to be
smaller than in the absence of cooling. However, the SOCA ap-
proximation is valid only for small magnetic Reynolds numbers,
which is a condition that is not satisfied in our models.

Although our cooling function is not meant to model any
specific astrophysical environment, we can attempt a compari-
son with typical values of the cooling in the Interstellar Medium.
Using the hydrogen cooling function Λ (e.g. Sutherland & Do-
pita 1993) and assuming a temperature of 104 K:

log
Λ

erg cm3s−1 (T = 104K) ≈ −22 ;
∂e
∂t
= ... − Λn

→ τcool =
kBT
Λn
≈ 1010s ≈ 0.5 kyr

If, as done by Elias-López et al. (2023), we consider a time unit
of 8 Myr, then the cooling time τcool should be the order of 0.001.
In our numerical models we can reach τ ∼ 0.01 which is one
order of magnitude away from typical values of ISM.

3.5. Vorticity source terms

From Eq. 10 we can evaluate which are the most relevant terms
in the vorticity equation for the different runs. We find that in the
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Fig. 6: Time evolution for ω2
rms/2 (left axis and gray line) and

vorticity growth terms (right axis and various colored lines for
each term) for a non-isothermal run with R=0.5 and forcing
in acceleration form (and by construction its contribution to
⟨∂tω

2/2⟩ is zero). This plot zooms on the beginning of the tem-
poral evolution of all the terms until t ≃ 130 tturn. However
the saturation regime does not present any relevant changes in
time for more than 2000 tturn and no instability is reached. Both
2ν⟨S∇lnρ · q⟩ and ⟨(j × b/ρ) · q⟩ terms are negligible and very
close to 0, so this makes the total contribution of viscous forces,
i.e. ⟨Fvisc · q⟩, overlap with ν⟨q2⟩.

isothermal non-rotating runs there are no positive terms compa-
rable to the viscous ones. This fact along side the decrease of
vorticity growth with resolution (see Fig. 3), makes us think that
in such cases only numerical diffusive sources are in action, in
agreement with what we already observed in Mee & Branden-
burg (2006); Elias-López et al. (2023).

In Fig. 6 we can see the time series of the different source
terms as a function of time, for a representative non-isothermal
case. All terms are very small. The baroclinic term dominates
as the most positive contribution. As vorticity grows, the turbu-
lent contribution ⟨(u × ω) · q⟩ gains importance, and the sum of
both are counteracted by viscous forces, so that ωrms saturates.
From the viscous contributions, only ν⟨q2⟩ is relevant, while
2ν⟨S∇lnρ · q⟩ is more than one order of magnitude lower. This
last statement holds true for all the isothermal, non-isothermal
and rotating, non-rotating cases. Obviously, the Lorentz term is
irrelevant in the cases without dynamo, orders of magnitude be-
low by comparison.

When the forcing is exactly irrotational, its corresponding
term does not contribute to vorticity generation. But when it is
applied as in its second form (not exactly irrotational due to
density fluctuations), there is indeed a small vorticity growth
leading to similar behaviour in strength and shape to the baro-
clinic source term. When applying this type of forcing in the
non-isothermal runs, the forcing vorticity growth overtakes the
baroclinic term to such a point that this latter becomes negative.

Fig. 7: Time evolution for ω2
rms/2 and vorticity growth terms for

a non-isothermal rotating run with R=0.5 and forcing in accel-
eration form. The notation is the same as in Fig. 6, and similarly
2ν⟨S∇lnρ · q⟩ and ⟨(j × b/ρ) · q⟩ overlap near 0, also making
⟨Fvisc · q⟩ overlap with ν⟨q2⟩.

When the rotation is included, the vorticity generation is
more relevant. In this case, the Coriolis source creates an amount
of vorticity which is later counteracted by viscous terms, so that
the steady state is reached. In Fig. 7 we show the same plot as
in Fig. 6 but having added rotation. We can see that in the be-
ginning the rotation term, 2Ω⟨(ez × u) · q⟩, has a big positive
spike which leads to the initial growth of vorticity. Note that it is
larger than the baroclinic term in Fig. 6 by more than one order
of magnitude and oscillates substantially even becoming nega-
tive at times, leading to an overall a noisier ωrms. In the begin-
ning of the run, the rotation contribution is mostly positive, and,
when ωrms saturates, the term is slightly positive in average, and
of the same order of the viscous main contribution. Thus in the
presence of rotation, all other source terms become much less
important.

For the cases with the shearing profile the HD/MHD insta-
bility makes the contributions change substantially. In Fig. 8
we show all the relevant terms for a isothermal shearing run.
As before, within the viscous forces ν⟨q2⟩ still dominates over
2ν⟨S∇lnρ · q⟩, but this latter becomes more relevant in compari-
son to the cases described above.

The background shearing profiles increases ωrms up to a cer-
tain values in a very few timesteps. This value is kept approxi-
matively until the vorticity instability kicks in (for example, until
t ≃ 400tturn in Fig. 8). Afterwards, when vorticity is amplified,
the advective term (which includes both shear and turbulence),
⟨(u × ω) · q⟩, brings the main positive contribution, as expected.
The viscous forces are not enough to counteract this completely,
thus leading to a growth of ωrms.

The Lorentz term is negligible up to the point where dynamo
starts. Then there is a brief time when it becomes slightly nega-
tive exactly when vorticity starts growing exponentially but still
the dynamo has not kicked in. This behaviour was also observed

Article number, page 7 of 9



A&A proofs: manuscript no. main

Fig. 8: Time evolution for ω2
rms/2 and vorticity growth terms for

a isothermal run with the presence of shear, hence leading to
instability, and with R = 0.5 and the exactly irrotational forcing.
The notation is the same as in Fig. 6.

by Seta & Federrath (2022). When the kinetic phase of the dy-
namo starts, the Lorentz term increases but as the Lorentz forces
act against the flow, ⟨(u×ω)·q⟩ decreases more than ⟨(j×b/ρ)·q⟩
increases. This leads to a negative overall contribution and a de-
crease of vorticity, which later stabilizes at the end of the kinetic
phase, and to the amplification of By by winding. In all dynamo
runs the Lorentz term always ends up surpassing the advective
term ⟨(u × ω) · q⟩.

4. Conclusion

This work is a continuation of Elias-López et al. (2023), and it
aims at studying vorticity and dynamo instability in the presence
of irrotationally forced turbulence. We first explored the role
played by the scale on which the irrotational forcing is acting.
We find that, independently on the scale of this forcing, no dy-
namo instability is developed for systems which do not include
any shear. Also, whilst the root mean square values of vorticity
weakly depend on the forcing scale, in no case we can observe
an exponential amplification of vorticity. When shear is added to
the picture, the vorticity is always exponentially amplified after
a transient time if the kinematic viscosity is low enough, with
the exception of the case of very small forcing scale, which does
not lead to any growth during thousands of turnover times. Then
it is followed by a dynamo instability if the magnetic diffusiv-
ity is not too high. By analyzing kinematic and magnetic power
spectra we see how the typical scale of the system is provided by
the forcing scale of the turbulence before the vorticity is ampli-
fied, and, conversely, by the scale of the shear, in the saturation
phase. Based on that we observe that the growth rate of the dy-
namo depends on the scale of the expansion waves. The scale
of the forcing sets also the time needed for the instability to de-
velop. Models with a larger forcing scale amplify vorticity and
magnetic fields after shorter times. The only models that imme-

diately develop the instability are those including both the baro-
clinic term and a cooling function. We observe an increase of one
order of magnitude for the growth rate with the magnetic Prandtl
number, which we varied between 0.1 and 10. We can extrapo-
late a critical value of the magnetic Reynolds number slightly
lower than 20.

With these results in hands we can conclude that the pres-
ence of shear remains the basic ingredient for triggering a dy-
namo instability when subsonic turbulence is driven by spherical
expansion waves. Future work will have to take into account tur-
bulence forced on more than one scale at the same time as well
as the role played by plane waves, before moving towards more
complex models that can include density stratification and take
into account also shocks and supersonic flows.
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