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Vocabulary-free Image Classification and
Semantic Segmentation

Alessandro Conti, Enrico Fini, Massimiliano Mancini, Paolo Rota, Yiming Wang, Elisa Ricci

Abstract—Large vision-language models revolutionized image classifi-
cation and semantic segmentation paradigms. However, they typically
assume a pre-defined set of categories, or vocabulary, at test time for
composing textual prompts. This assumption is impractical in scenarios
with unknown or evolving semantic context. Here, we address this
issue and introduce the Vocabulary-free Image Classification (VIC) task,
which aims to assign a class from an unconstrained language-induced
semantic space to an input image without needing a known vocabulary.
VIC is challenging due to the vastness of the semantic space, which con-
tains millions of concepts, including fine-grained categories. To address
VIC, we propose Category Search from External Databases (CaSED), a
training-free method that leverages a pre-trained vision-language model
and an external database. CaSED first extracts the set of candidate cat-
egories from the most semantically similar captions in the database and
then assigns the image to the best-matching candidate category accord-
ing to the same vision-language model. Furthermore, we demonstrate
that CaSED can be applied locally to generate a coarse segmentation
mask that classifies image regions, introducing the task of Vocabulary-
free Semantic Segmentation. CaSED and its variants outperform other
more complex vision-language models, on classification and semantic
segmentation benchmarks, while using much fewer parameters. Code
is available at https://github.com/altndrr/vicss.

Index Terms—YVision and Language, Classification, Segmentation.

1 INTRODUCTION

Large-scale Vision-Language models (VLMs) [1]-[3] have
revolutionized the field of computer vision, connecting
multimodal information in an unprecedented manner. One
peculiar aspect of these models is their zero-shot trans-
fer capabilities: for instance, CLIP [1] showed outstand-
ing classification results in multiple datasets, even if not
being explicitly trained for the task at hand. This lead
to extending VLMs to other discriminative tasks, such as
semantic segmentation [4]-[6] or object detection [7], [8],
where their multimodal nature allows to perform such tasks
in an “open-vocabulary” manner, i.e., where the (finite) set
of categories can be dynamically defined by the user.

In this paper, we aim to challenge the latter assumption
and perform classification tasks with VLMs without a set
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of target categories (i.e., the vocabulary) pre-defined by
the user (see Fig. [I). This has many practical advantages
as this lack of priors often arises when working with au-
tonomous agents in unconstrained environments. At the
same time, it inherits various challenges as (i) the search
space encompasses all possible existing semantic concepts,
even very fine-grained ones that are difficult to discriminate
and possibly ambiguous; (ii) we need classification models
that do not rely on vocabulary-aware supervision, to avoid
potential biases on the sub-part of the vocabulary within
the training data. We name this task Vocabulary-free Image
Classification (VIC).

Our approach exploits two core elements: multimodal
representations from a contrastive VLM, i.e., CLIP [1f], and
the information included in large scale vision-language
databases (VLD), e.g., PMD [9]. For classification, given an
image we retrieve its closest captions in a VLD, encoding
both input and captions via the CLIP encoders. We then
parse these captions to obtain a set of candidate class names
for the input. We encode the candidates via the text encoder
of CLIP, scoring them according to their similarity with the
visual input and the centroid of the retrieved captions, per-
forming multimodal matching. We name this approach Cat-
egory Search from External Databases (CaSED). On a variety
of VIC benchmarks, CaSED achieves higher performance
than computationally more expensive VLMs for VQA. We
additionally introduce UpperCaSED, which extends CaSED
with prompt ensembling to further improve the results with
minimal computational overhead.

To further demonstrate the effectiveness of our proposed
approach, we extended CaSED for the task of Vocabulary-
free Semantic Segmentation (VSS). In contrast to the limited
nature of image-level classification, often overlooking ob-
jects in the background, semantic segmentation aligns with
the challenges of unconstrained environments, containing
unforeseen objects that cause ambiguities in defining a fixed
set of classes. In particular, when faced with the absence of
predefined categories, the segmentation task becomes more
complex, prompting questions about the appropriate gran-
ularity, e.g., whether to segment object parts or the entire
object itself. Moreover, segmentation poses new challenges
for CaSED, given the tendency of vision-language models
to recognize foreground objects and ignore the background,
and the object-centric nature of internet-sourced captions.


https://github.com/altndrr/vicss

Iy fy
VLM VLM \
0y 2
w2 oW
co**° cos®
.
Blue Jay bl Cassowary
CFEI‘aS?r?in\:a;y t 4 Unconstrained A candidate P(Ean;;ck ft
SO -fVLM { language-induced Testimation ' qro. = JyLM
O A ~-semantic space’, / L
Pelican { > Kiwi

(a) VLM-based classification

(b) Vocabulary-free Image Classification

Fig. 1. Vision-Language Model (VLM)-based classification (a) assumes a pre-defined set of target categories, i.e., the vocabulary, while our novel
task (b) lifts this assumption by directly operating on the unconstrained language-induced semantic space. f{, and f¢, denote the pre-trained
vision and text models of a VLM, respectively. In this work, we also extend this paradigm for the task of semantic segmentation.

In this context, we explore different strategies: the first
is to use an off-the-shelf segmenter to obtain an initial set
of masks. CaSED can then assign a semantic label to each
mask independently. A second strategy is to do the opposite:
CaSED can provide estimates of the semantic categories that
can then be processed by an open-vocabulary segmentation
model. Finally, we may avoid any external segmentation
model and only employ a single pre-trained VLM, without
additional fine-tuning. Encoding non-overlapping patches
separately and classifying their content may seem a good
strategy, but we found that it leads to noisy results because a
single patch cannot capture the surrounding visual context.
To address this issue, we first encode local information of
the image by dividing it into cells of different sizes and
processing them via CLIP. These multi-scale representa-
tions are then accumulated locally to obtain a more precise
dense visual representation. The latter undergoes the same
CaSED processing, retrieving a set of captions and candi-
date categories for each local representation. We then apply
multimodal scoring on each cell, obtaining the final, dense
semantic prediction. We name this approach DenseCaSED.
Experiments show that DenseCaSED and CaSED variants
outperform various semantic segmentation models in mul-
tiple benchmarks, without requiring any training procedure.

To summarize, the contributions of this work are:

o We present the tasks of VIC and VSS, where the goal is
to classify /segment images without any pre-defined set of
target categories, operating directly on an unconstrained
semantic space. We define specific metrics for these tasks,
capturing the semantic between predictions and ground-
truth labels, providing a reference for future research.

o We present Category Search from External Databases, a
training-free method for VIC that exploits multimodal
representation of VLMs and captioning database to ob-
tain a coarse set of candidate categories and ranks them
according to their multimodal similarity with the input
and retrieved captions. We also expand this strategy via
prompt ensembling to further improve the performance,
naming this variant UpperCaSED.

e We extend this method for VSS, presenting three vari-
ants. While two of them couple CaSED with pretrained
segmentation models, the third, DenseCaSED directly ex-
ploits a VLM and multi-scale image processing to obtain

local visual representations, that are used to retrieve and
score candidates at a local level, providing a dense seman-
tic map of the input without any class priors or training.

e Our extensive evaluation on different benchmarks and
with different VLM-based models, demonstrate the effi-
cacy of CaSED and UpperCaSED for VIC, and of Dense-
CaSED for VSS, highlighting the potential of VLM plus
retrieval as a pipeline for semantic categorization tasks
with an unconstrained vocabulary.

This article extends our previous work [10] in multiple
aspects. First, while [10] proposed VIC and CaSED, here we
extend the latter by exploring improvements of the multi-
modal scoring mechanism via prompt ensembling. More-
over, we show the generality of CaSED by applying it to a
more recent VLM with a slightly different pre-training ob-
jective (i.e., SigLIP [11]), and including more powerful base-
lines (i.e., LLaVa 1.5 [12]). The main contribution is, however,
on the application, as we formalize the task of Vocabulary-
free Semantic Segmentation, performing segmentation on
an unconstrained vocabulary. In this regard, (i) we propose
metrics specific for this task, capturing how well local se-
mantic predictions match with the ground-truth maps, and
(ii) we benchmark on multiple datasets (i.e., PascalvVOC-
20 [13], PASCAL Context-59 [14], and ADE20K-150 [15]) and
various competitors, even training-based open-vocabulary
ones. We also show three methods to extend CaSED for VSS,
either using pretrained segmentation models or fully relying
on pretrained VLM and captions databases (DenseCaSED).
These benchmarks, metrics and results, as well as Dense-
CaSED, will serve as reference for future work aiming to
reduce the need of user inputs for semantic segmentation.

2 RELATED WORK

Vision-Language Models. The recent surge in models that
map image-text pairs into a shared representation space
has been largely driven by the availability of large-scale
datasets [9], [16], [17]. These models [1], [18]-[23] employ
modality-specific encoders and a contrastive objective to
align the output representations of the two modalities. A
prime example of this approach is CLIP [1, which has
demonstrated impressive results in zero-shot classification



tasks. Further enhancements to CLIP have been proposed,
including the integration of cross-modal attention [22],
multi-object representation alignment [24], learning from
weak-supervision [25], and leveraging unaligned data [9].
A separate stream of research has focused on enhanc-
ing vision-language pre-training for more intricate vision-
language tasks, such as image captioning and visual ques-
tion answering (VQA) [2], [3], [12], [26], [27]. Within this
domain, BLIP [3] uses web data and generated captions to
guide the pre-training of a multimodal architecture, surpass-
ing existing VLMs in both captioning and VQA tasks, and
LLaVA [12] aligns and CLIP vision encoder and LLAMA
large-language model [28] to reason on visual inputs.

Here, we question a core premise of zero-shot clas-
sification with VLMs: the prior knowledge of the target
classes. We present VIC, that bypasses this assumption,
performing classification within an open-ended, language-
induced space of semantic categories. In this setting, even
advanced methods like BLIP-2 [29] struggle, whereas cap-
tion databases offer valuable priors for deducing the seman-
tic class of an image. It is important to distinguish VIC from
open-vocabulary recognition (e.g., [30], [31]), as the latter
still operates assuming that the list of target classes is known
and accessible to the model during inference.

Retrieval augmented models. In the field of natural lan-
guage processing, a number of studies have demonstrated
the advantages of retrieving information from external
databases to enhance the performance of large language
models [32]-[34]. This approach has also found applications
in computer vision, particularly in addressing the issue of
class imbalance. For instance, some works have focused on
long-tail recognition by learning to retrieve training samples
[35] or image-text pairs from an external database [36].
Another study, [37], retrieves images from a specific dataset
to learn fine-grained visual representations. More recently,
the concept of retrieval-augmentation has been expanded to
various types of sources for visual question answering [38],
as well as to condition the generative process in diffusion
models [39], and even image captioning [40].

Our work shares similarities with [36] in that we also
utilize an external database. However, unlike [36] which
assumes a pre-defined set of classes (and data) available for
training a retrieval module, our approach does not make
this assumption due to the vast semantic space of VIC. In
our method, CaSED, we use retrieval to first generate a
set of candidate classes, and then to perform the final class
prediction. Furthermore, we assume the database to contain
only captions, and not necessarily paired image-text data,
thus making our approach less memory-intensive.

Semantic segmentation. The earliest works tackling seman-
tic segmentation with an open vocabulary learns a joint
embedding space between pixels and class names [41]-[44].
After the surge in image-text models such as CLIP [1], the
paradigm shifted towards exploiting such web-scale pre-
trained models as priors to tackle the problem [4]-[6], [31].
All prior works on the task assume a fixed pre-defined
list of candidate names to address the task of semantic
segmentation. Such simplification, however, is unrealistic
for real-world applications, where, e.g., a pre-defined list
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of class names is restrictive and not exhaustive for most
scenarios. Different from previous approaches, we aim to
tackle a more challenging setup where this list of class
names is unavailable and must be inferred from the input.

Recently, we formalized a similar task for image classi-
fication [10] and our objective is to expand such scenario
to dense classification tasks. The most similar work to our
proposed task of Vocabulary-free Semantic Segmentation
is zero-guidance segmentation [45]]. Differently from them,
we formalize the Vocabulary-free Semantic Segmentation,
strengthening the evaluation protocol, proposing principled
metrics for the vocabulary-free scenario, and reusing tra-
ditional semantic segmentation benchmarks to assess the
performance of multiple baselines methods.

3 VOCABULARY-FREE IMAGE CLASSIFICATION
AND SEMANTIC SEGMENTATION

Preliminaries. Let us denote as X C R™*? the image space,
where N is the number of pixels. Moreover, we can define
as C a set of class labels. These labels are semantic entities in
the much larger space of all possible semantic concepts S,
ie, C C S. A classifier/segmenter, is a function f mapping
images/pixels to semantic labels in C, with f : X — C in
the case of classification and f : X — CV in the case of
segmentation. While f is usually trained on paired samples
of images and labels, this approach is costly and does not
scale with the cardinality of C, as it may require expensive
manual annotation. VLMs [1f], [46] removed the need for
explicit annotations, measuring similarities between image
and text descriptions, ie., fyum : X X T — R, with T the
textual space. In this way, we can perform classification by:

f(@) = arg max fuu (@, 6(c)) M

where ¢(c) denotes a text concatenation, merging a static
text template, or prompt, with a class name. Segmentation
is achieved in a similar manner, computing the similarity
between text and local image representations [4]. Note
that this does not require any training and the model can
classify /segment images into new categories defined at test
time without retraining, performing zero-shot transfer. Nev-
ertheless, this approach assumes that the set of categories C
is given a priori by a user. Here, we describe Vocabulary-
free Image Classification (VIC) to overcome this limitation
in classification, and introduce its counterpart Vocabulary-
free Semantic Segmentation (VSS) for segmentation.

Task definition. The goal of the vocabulary-free settings
is to either classify (VIC) or segment (VSS) an image x
without any prior knowledge about C. Specifically, this
means operating directly on the vast semantic space S,
which encompasses all semantic concepts. For VIC, we aim
to devise a function f : X — S that maps an image to
a semantic label within §. Similarly, for VSS, the target
function is f : X — SV mapping images to semantic maps.
Note that, at test time, f relies solely on the input image x
and a broad repository of semantic concepts approximating
S. The task of VIC is inherently demanding due to the
immense number of potential semantic classes in S. For
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Fig. 2. CaSED. Given an input image, CaSED retrieves the most relevant captions from an external database filtering them to extract candidate
categories. We classify image -to- text and text -to- text , using the retrieved captions centroid as the textual counterpart of the input image.

perspective, ImageNet-21k [47] is 200 times smaller than
the cardinality of the semantic classes in BabelNet [48].
This vast search space presents significant challenges in
differentiating nuanced concepts across diverse domains
and those with a long-tailed distribution.

Challenges. Both VIC and VSS share the challenge of identi-
fying which semantic categories in the large set C are present
in the input image [10]. In particular, VSS is hard as C
contains a lot of potential distractors, i.e., concepts related
to the ones in the image but not present. Examples are
couch vs sofa, tv vs monitor, but also different animal species
of plants. Thus, addressing VSS requires models with fine-
grained recognition capabilities. On the other hand, a model
may also segment two regions using synonyms (e.g., lawn vs
grass, road vs highway): these cases need to be disambiguated
to obtain coherent segmentation masks. This also relates to
other issues, such as the granularity of the segmentation
masks (e.g., parts vs entire objects), or the object-centric fo-
cus of VLMs and internet-sourced captions. The latter, tend
to ignore objects or elements in the background, making it
hard to provide extremely fine-grained segmentation masks.

In the next sections, we describe how we address these
challenges by (i) constraining the output space via external
captions; (ii) disambiguating semantic concepts via multi-
modal matching, and (iii) propagating local features.

4 METHOD

In the following, we first describe Category Search from
External Databases (CaSED) [10], for tackling VIC. The
method leverages the power of large Vision-Language
Datasets (VLDs) to find the best matching category within
an unconstrained semantic space. We then describe some
modifications that allow us to improve performance of the

method while also increasing its speed. Finally, we present
how CaSED can be extended to semantic segmentation,
either by application on top of pretrained segmentation
network or by modifying how CLIP processes the input
image (DenseCaSED). Fig. 2| shows an overview of CaSED.

4.1 Category Search from External Databases

CaSED is built on two modules: (i) candidate categories gen-
eration an (ii) multimodal scoring of the list of candidates. In
the following, we describe each of them, and how we further
improve the performance and speed in UpperCaSED.

Candidate category generation. We initially narrow down
the vast classification space S to few probable candidate
classes. Given an input x, we use the pre-trained VLM fy1y
and an external image captions database D to retrieve a
subset D, C D of K closest captions to the input image as

D, = top-k fVLM(ma d) = top-k <f\})LM($)a f&LM(d)>v )
deD deD

where fiy : X — Z and fly : T — Z are the visual
and textual encoders of the VLM, respectively, and Z is
their shared embedding space. The operation (-, -) computes
the cosine similarity between the two. Our approach can
accommodate varying database sizes and is not dependent
on the specific form of D. We then extract a finite set of
candidate classes C,, from D, using basic text parsing and
filtering techniques. More details in Appendix[A]

Multimodal candidate scoring. We score each candidate in
the set C,, using both visual and textual semantic similari-
ties via the VLM encoders to identify the best-matching class
for the input image. We denote s¢, as the visual score of each
candidate category ¢, computed as the similarity between
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Fig. 3. Extending CaSED for Semantic Segmentation. We follow three strategies: (a) a class-agnostic segmenter (SAM) segments all objects,
then CaSED labels each mask independently; (b) CaSED provides candidate categories for the image that are fed as input to an open-vocabulary
segmentation model (SAN); (c) DenseCaSED, where we directly accumulate visual features from multi-scale patches, and perform CaSED locally.

the visual representation of the input image and the textual
representation of the candidate name:

Se = (fywu(®), f\?LM(C»' 3)

To mitigate the modality gap in the space Z, we introduce
a unimodal text-to-text scoring. Denoting the centroid d, of
the retrieved captions, the text-based matching score s, is:

— 1
dy = K deZDm f\?LM(d% 4)
Sf; = <d_a:7 f\;LM(C»' )

The use of the caption centroids as anchor for classification
is motivated by the analyses in [10], showing how they are
well correlated with the semantic of the visual input. We
report this analysis in Appendix[A} We obtain the final score
s for each candidate ¢ by merging the two scores, as:

se=ao(sy) + (1—a)o(sc) ®)

where o(+) is the softmax operation on the two scores of
each candidate class, and « is a hyperparameter. The output
category is fecasep(€) = argmaxcec, Se. Our approach,
CaSED, is training-free, uses a pre-trained and frozen VLM,
and is flexible for various architectures and databases.

4.2 UpperCaSED

To improve the performance of CaSED, we propose a sim-
ple yet effective modification, introducing prompt ensem-
bling [1] after the caption extraction and filtering. Prompt
ensembling applies a predefined list of templates to the class
names to enhance their contextual information. For instance,
the class name “dog” could be expanded to “a photo of a
dog”. By applying a set of templates rather than a single one
and computing their average representation, the resulting
features better capture the semantic meaning of the word,
leading to consistent performance gains [1]].

We apply prompt ensembling to the candidates gener-
ated from the retrieved captions. The number of templates
used is variable, depending on the specific datasef'| The
average representation of these ensembled prompts is then
used as anchors to compute the image-to-text and text-to-
text scores as described above. Formally, for a candidate

1. For each classification dataset, we use the templates defined in
CLIP [1f}, spanning from 1 for, e.g., Flowers-102 [49]], Food-101 [50], and
Oxford Pets, to 48 for UCF101 [51]]

c and a set of templates 7, the ensembled representation
! () is computed as:
1
gns(c) = m Z f\z;LM(t(c))v (7)

teT

where t(c) means applying template ¢ to candidate c. f,(c)

is then used for image-to-text and text-to-text scoring.

5 CASED FOR VOCABULARY-FREE SEMANTIC
SEGMENTATION

To extend CaSED for the task of semantic segmentation, we
can follow three strategies. The first is to exploit an available
class-agnostic segmentation model [52], extract segmenta-
tion masks and then assigning them a label via CaSED,
independently. The second does the opposite: the initial set
of candidates generated by CaSED is the input to an open-
vocabulary segmentation network [5]. While these strategies
lead to good results but they require the additional com-
putational cost of using another segmentation network. We
thus propose a third approach which generates local visual
representations directly from patches of the input image. In
the following, we describe the three strategies.

5.1 Coupling CaSED with Segmentation Networks

Assigning semantics to class-agnostic masks with CaSED.
Let us assume to have a class-agnostic segmentation net-
work fsge that, given as input an image « maps it to a set of
k segmentation masks M = {m,--- , my}. Note that these
masks have no semantic attached, and the number of masks
k may be input dependent [52]]. From the masks, we extract
a set of image regions R = {ry,--- , 7}, e.g., by cropping
around the relative mask. We can then attach a semantic
to each region using CaSED, propagating the prediction to
the pixels of the relative mask. Given a pixel x € x that
assigned to mask m; € M by fsge, its semantic label is
simply fcasep(7;). The rationale behind this approach is that
the semantic of a pixel is the one assigned by CaSED to an
image extracted from the mask the pixels belong to.

Candidates generation with CaSED for Open-Vocabulary
Segmentation. The main limitation of the previous ap-
proach is that extracting meaningful image regions from
masks may require solutions that exploit VLM priors on
object localization (e.g., circle drawing [53]). To sidestep this



problem, we can invert the pipeline by first obtaining can-
didate class-names using CaSED and then segmenting the
image using an open-vocabulary segmentation model, e.g.,
[54]. Specifically, an open-vocabulary segmentation model
takes as input an image and a set of possible labels  C S
and maps them to a segmentation mask, assigning pixels
to elements of ), ie., foy_sg¢ : X X Y — YN As we
will show experimentally in Sec. |6} if we do not take into
account the challenges of VSS and set ) = S, we obtain poor
segmentation results. This is mainly due to the extremely
large cardinality of S, requiring to distinguish local, fine-
grained differences of potentially similar semantic concepts.

To overcome these challenges, we follow the rationale
behind CaSED, restricting the search space by estimating a
set of candidate classes. Thus, given an image x, we define
a set of candidates C, by filtering a set of captions D, with
the latter obtained as in Eq. . We then feed the set C,
as input to the open-vocabulary segmentation network and
obtain the relative segmentation mask as foy_sge(z, Cy).

5.2 DenseCaSED

The previous approaches rely on the presence of an addi-
tional (pretrained) semantic segmentation model, and the
assumption that the module is not biased toward particular
input distributions. Here we propose a different strategy,
directly exploiting the available VLM.

The approach applies CaSED to local image represen-
tations, as done with the class-agnostic strategy previously
described. As we do not have access to masks, we need to
define local image regions that we can feed as input to the
VLM. To obtain such representations, We divide the image
in multiple grids, where each grid has n?. For simplicity,
we choose n to be powers of 2, ie, n € {1,2,3}. We
also replicate the grids by shifting them vertically and/or
horizontally by a stride equal to half the size of a grid
cell. This creates a hierarchy of patches where neighboring
patches are likely to belong to the same super patch and
therefore their representation (loosely) depends on each
other. This helps in embedding contextual information in
the aggregated pixel-level representation.

Formally, let us denote the visual representation of a
pixel i in « as l;. Moreover, let us denote as {g},--- , gV } all
patches that contain 7. The local representation I, ; is then

1 X
l; = N ;f\;}m(gg)- (8)

Note that we divide the aggregated value for each pixel by
the number of times it was forwarded within a cell. As these
local representations are already encoded using a VLM, we
can retrieve the most relevant set of captions to a cell from
a VLD D using the cosine similarity of the embeddings, as:

Dli = tOp'k <l27 f\z;LM(d»’ (9)
deD

For each cellin g € G4, we follow the pipeline of CaSED, by
(i) filtering D; to obtain the corresponding set of candidates
Cg; (ii) computing the visual score as in Eq. (3) but using [
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as visual representation; (iii) compute the textual scoring as
in Eq. with Dj as set of captions; (iv) merging the two
scores to compute the final multimodal one, as in Eq. (f).
The CaSED predictions on accumulated local visual features
are then propagated to the whole cell, producing the final
segmentation mask. We name this approach DenseCaSED.

Note that this approach is not only training-free but
does not use any segmentation network, relying only on a
contrastive-based VLM. Moreover, accumulating local cells
representations across scales allows to model the context in
which a cell appears while enforcing a consistent vocabulary
across neighboring cells. This latter aspect is important in
VSS, as modeling cells in isolation may lead to inconsistent
choices of labels in the large search space (e.g. ”"sofa” vs
“couch”) leading to lower segmentation results.

6 EXPERIMENTS
6.1 Classification

Datasets. As in previous studies [55], [56], we use
ten datasets that span both broad and detailed clas-
sification in various domains. These datasets include
Caltech-101 (C101) [57], DTD [58], EuroSAT (ESAT) [59],
FGVC-Aircraft (Airc.) [60]], Flowers-102 (Flwr) [49], Food-
101 (Food) [50], Oxford Pets (Pets), Stanford Cars (Cars) [61],
SUN397 (SUN) [62], and UCF101 (UCF) [51]. For tuning
hyperparameters, we use the ImageNet dataset [47].

Evaluation metrics. The unrestricted nature of the semantic
space in VIC requires unique evaluation metrics. In [10], we
propose two primary measures: semantic relevance, which
assesses the similarity between the predicted and actual
labels, and image grouping, which evaluates the quality of
image clustering based on the predicted labels. For semantic
relevance, we consider two aspects: i) Semantic Similarity,
which measures the similarity between the predicted and
actual labels in a semantic space, and ii) Semantic Intersection
over Union (IoU), which calculates the overlap of words
between the prediction and the ground truth. Formally,
given an input x with ground-truth label ¥y and predic-
tion ¢ = f(x), the Semantic Similarity is computed as
(g9(e),9(y)), where g : T — )Y is a function that maps
text to an embedding space ). To accommodate free-form
text, we employ Sentence-BERT [63] as g. For Semantic IoU,
given a predicted label ¢ (considered as a set of words), we
compute the Semantic IoU as |c N y|/|c U y|, where y is the
set of words in the ground-truth label. To evaluate image
grouping, we use the traditional Cluster Accuracy metric
inspired by protocols for deep visual clustering [64]-[66].
This involves clustering images based on their predicted
labels and then assigning each cluster to a ground-truth
label with a many-to-one match, where a predicted cluster
is assigned to the most common ground-truth label.

Baselines. We consider a diverse set of baselines, catego-
rized into three groups. The first uses CLIP with extensive
vocabularies, such as WordNet [67], which contains approx-
imately 117k names, and the English Words dataset [68],
featuring around 234k names. As a theoretical upper limit,
we evaluate CLIP with an ideal vocabulary, specifically



Method Cluster Accuracy (%) 1
C101 DTD ESAT Airc. Flwr Food Pets SUN Cars UCF | Avg.
% WordNet 34.0 20.1 16.7 16.7 58.3 40.9 520 294 18.6 39.5 32.6
O English Words 29.1 19.6 22.1 159 64.0 30.9 444 242 19.3 345 304
< Closest Caption | 12.8 8.9 16.7 13.3 285 131 150 8.6 200 178 | 155
2 BLIP-2 (ViT-L) 26.5 11.7 23.3 54 23.6 124 11.6 19.5 14.8 25.7 17.4
L% BLIP-2 (ViT-g) 374 13.0 252 10.0 29.5 19.9 155 215 279 32.7 233
LLaVA 1.5 (7B) 41.1 11.1 19.7 10.4 13.4 11.1 12.8 14.0 12.1 29.5 17.5
< BLIP-2 (ViT-L) 60.4 20.4 214 8.1 36.7 21.3 140 326 28.8 443 28.8
g BLIP-2 (ViT-g) 62.2 23.8 22.0 159 57.8 334 234 364 57.2 55.4 38.7
LLaVA 1.5 (7B) 76.2 30.6 38.9 3.0 5.8 22.7 7.7 27.5 2.6 48.0 26.3
CaSED 515  29.1 23.8 228 687 588 604 374 313 477 | 431
UpperCaSED 51.3 29.3 21.0 24.4 70.4 61.2 60.9 37.7 38.5 46.6 44.1
CLIP upper bound | 87.6 529 47.4 318 780 899 80 653 765 725 | 69.0
TABLE 1
Cluster Accuracy on the ten datasets. Green is our method, gray shows the upper bound.
Method Semantic IoU (%) 1
C101 DTD ESAT Airc. Flwr Food Pets SUN Cars UCF | Avg
“5 WordNet 15.0 3.0 1.3 0.5 313 7.8 147 9.0 48 3.8 9.1
@} English Words 8.0 2.0 0.0 1.1 16.4 2.0 17.2 8.1 2.7 1.8 5.9
<  Closest Caption 4.5 0.8 1.3 1.9 5.9 3.1 3.0 2.3 11.4 1.0 35
2 BLIP-2 (ViT-L) 13.4 14 48 0.0 7.5 47 1.7 47 11.6 1.1 5.1
5‘ BLIP-2 (ViT-g) 16.8 1.8 41 0.1 13.9 7.9 29 5.7 24.7 1.9 8.0
LLaVA 1.5 (7B) 13.8  0.87 5.13 0.0 2.9 1.7 0.3 35 4.6 14 34
«  BLIP-2 (ViT-L) 36.1 1.8 7.0 0.1 21.5 3.7 5.7 115 189 2.5 10.9
9 BLIP-2 (ViT-g) 41.5 24 7.5 2.0 38.0 8.6 10.2 13.8 33.2 2.8 16.0
LLaVA 1.5 (7B) | 414 0.4 6.1 0.0 5.0 3.0 0.7 6.6 1.3 2.0 6.6
CaSED 354 5.1 2.3 4.8 33.1 194 351 172 162 8.4 17.7
UpperCaSED 37.8 4.6 52 44 35.2 18.9 349 17.8 16.0 7.8 18.3
CLIP upper bound ‘ 86.0 52.2 51.5 28.6 757 89.9 88.0 66.6 84.5 71.3 \ 69.4
TABLE 2

Semantic loU on the ten datasets. Green is our method, gray shows the upper bound.

the ground-truth names from the target dataset (CLIP up-
per bound). While we primarily present results for CLIP
with the ViT-L architecture [69] due to space constraints,
additional results utilizing other architectures are in Ap-
pendix [Al The second group of baselines includes caption-
ing methods, directly describing the semantic content of im-
ages. We explore two approaches: one that retrieves captions
from a database and another that generates captions using
a pre-trained image captioning model. For caption retrieval,
we use the same VLD of CaSED. For caption generation, we
use BLIP-2 [29], a VLM known for its exceptional perfor-
mance across various tasks, including image captioning, to
generate image descriptions. The third group use a Visual
Question Answering (VQA) model to directly infer the class
in the image. We use BLIP-2 [29] , and extend the baselines
of [10] with LLaVA 1.5 (7B) [12], a larger VLM.

Implementation Details. We conduct our experiments on
NVIDIA A6000 GPUs, using mixed-precision for efficiency.
We use a subset of PMD [9] as our database, which in-
cludes five of its largest datasets: Conceptual Captions
(CC3M) [70], Conceptual Captions 12M (CC12M) [71],
Wikipedia Image Text (WIT) [72], Redcaps [73], and the por-
tion of YFCC100M* [74] curated for PMD. For retrieval, we
embed the database with the CLIP text encoder f{;,, using a
fast indexing technique, i.e., FAISS [75]. The hyperparameter

a in Eq. (6) and the number of retrieved captions K are fixed
to o = 0.7 and K = 10 via selection on ImageNet.

Quantitative results. The performance of CaSED is superior
to all baseline models across all metrics, as shown in Tab.
Tab. B and Tab. P2} Notably, CaSED outperforms BLIP-2
(VQA) over ViT-g by +4.4% in Cluster Accuracy and +1.7%
on Semantic IoU, while using significantly fewer parame-
ters. The performance gap is even wider when compared to
the same visual backbone, with CaSED surpassing BLIP-2
on ViT-L (VQA) by +14.3% on Cluster Accuracy, +5.7 in Se-
mantic Similarity, and +6.8% on Semantic IoU. In addition,
the CLIP with retrieval a large pre-defined vocabulary does
not yield effective results for VIC, likely due to the challenge
of classifying over a vast search space with difficult-to-
model class boundaries. This is evidenced by CLIP with
English Words and with WordNet underperforming across
all metrics. Captioning models, despite their ability to cap-
ture image semantics in challenging settings, exhibit high
variability across images of the same category, resulting in
poor performance on Clustering and Semantic IoU. LLaVA
1.5 (VQA), while generally underperforming compared to
BLIP-2 (VQA) and CaSED, does achieve the best results
for cluster accuracy on Caltech-101, DTD, and EuroSAT.
However, its performance on semantic IoU and semantic
similarity is not significantly better than other approaches,



Method Semantic Similarity (x100) 1
C101 DTD ESAT Airc. Flwr Food Pets SUN Cars UCF | Avg.
“5 WordNet 486 327 244 189 559 496 537 449 288 442 | 402
O  English Words 393 316 19.1 186 434 380 442 360 199 347 | 325
< Closest Caption | 421 239 234 292 400 469 402 398 492 403 | 375
£  BLIP-2 (ViT-L) 578 314 39.9 244 361 446 290 453 464 380 | 393
L% BLIP-2 (ViT-g) 63.0 331 36.2 243 452 51,6 31,6 483 610 446 | 439
LLaVA 1.5(7B) | 568 294 405 213 311 369 248 425 381 379 | 359
«  BLIP-2 (ViT-L) 705 349 29.7 291 488 420 400 506 524 486 | 447
g BLIP-2 (ViT-g) 735 365 314 308 599 521 439 533 651 551 | 50.1
LLaVA 1.5(7B) | 726 367 441 294 418 411 360 419 353 466 | 42.6
CaSED 65.7  40.0 32.0 303 555 645 625 525 474 541 | 504
UpperCaSED 66.3 403 349 270 561 650 629 53.0 465 538 | 50.6
CLIP upper bound | 908  69.8 677 667 834 937 918 805 923 833 | 820

TABLE 3

Semantic Similarity (x100) on the ten datasets. Values multiplied by x100 for readability. Green highlights our method and gray the upper bound.

and on average, it achieves unsatisfactory results across the
ten datasets. These results highlight the efficacy of CaSED
in all metrics. Finally, UpperCaSED consistently improves
performance across all datasets, with an average gain of
+1.0%, +0.6, and +0.2 on the three metrics w.r.t. CaSED.

6.2 Semantic segmentation

Datasets. We experiment with three datasets: Pascal
VOC [13] (VOC-20), PASCAL Context-59 [14] (CTX-59), and
ADE20K-150 [15] (ADE-150). As opposed to [54], [76], [77],
we do not use COCO Stuff [78]], as it is used for training and
all the considered baselines and methods are training-free.

Evaluation metrics. To address the openness VSS, we ex-
tend two popular metrics for open-vocabulary semantic
segmentation, namely Jaccard Index (JI) and Recall (R). We
will refer to the metrics as Hard JI (HJI) and Hard Recall
(HR). For their soft variants, we replace the binary “hard”
values (i.e.,, zero and one) with the semantic similarity
between predicted and ground-truth word. The Soft Jaccard
Index (S]I), directly accounts for this similarity at pixel-level.
Formally, for a pixel p with label y and prediction ¢ = f(p),
the textual similarity is computed as (g(¢), g(y)), where the
function g : 7 — ) maps text to an embedding space V. As
in [10], we use Sentence-BERT [63] as g. Similarly, Soft Recall
(SR) expands the recall metric with the semantic proximity
of the predicted and ground-truth classes in the image.

Furthermore, we introduce two variants of the JI, ie.,
Nearest Jaccard Index (NJI) and Overlap Jaccard Index (OJI)
to account for cases where proposed words may not per-
fectly align with the annotations due to linguistic ambigu-
ities or to specificity of the proposed segmentation masks,
i.e., part vs whole cases (e.g., predicting "head” and “shirt”
on two parts of a "person”). We propose to map predicted
names to ground-truth ones, evaluating the traditional JI
on the projected predicted mask. More formally, given the
predicted segmentation mask C' and its ground-truth mask
Y, we extract the lists of predicted names LC € C and the
ground-truth names LY € Y. We then create a mapping
M : L€ — LY, so that each predicted word is mapped to
one ground-truth word. The criteria behind this mapping

is the main difference between NJI and OJI. In the former,
we use textual similarity between predictions and the list of
annotated words. In the latter, we directly evaluate the co-
occurrence of predictions and annotations in the pixel space.

Baselines. We consider two groups of baseline methods
for comparison. The first exploits SAM [52] to first extract
regions and then propose region-based candidate names via
retrieval or generation with, e.g., English Words or BLIP-
2. The second uses a open-vocabulary semantic segmenta-
tion model in the absence of the pre-defined list of class
names for the dataset, requiring the ad-hoc generation with
traditional vocabulary-free methods. In this context, we
employ SAN [54] as it offers a minor variation from the
CLIP architecture, incorporating only an auxiliary network
to address the task on the pre-trained backbone. For both
groups, we report results with the same set of baselines of
VIC, without the captioning baselines. We also report results
when CaSED is used for vocabulary generation. For all main
experiments, we use CLIP with the ViT-L/14 backbone.

Implementation details. We conduct all our experiments
following the same setup as for classification. DenseCaSED
introduces a single hyperparameter, i.e., the grid sizes to
crop the input image. We empirically set N = {2,4,8} to
have a final dense pixel map of 16 x 16, for a total of 256 sub-
regions for each input image. For computational efficiency,
we use FastSAM [79] in place of SAM for segmentation.

Quantitative results. We report results on Tab. 4 Tab.
and Tab. [f] Our experiments consistently demonstrate that
English Words and WordNet are sub-optimal for the task,
independently of whether a method first segment the im-
age into regions of interest and then classify (i.e., SAM-
based methods), or first generates candidate names and
then segment (i.e., SAN-based methods). With SAM, the
best approach exploits LLaVA 1.5 (7B) followed by BLIP-
2 (both ViT-L and ViT-g), generally achieving comparable
results across the six metrics and three datasets, with, e.g.,
12.7 and 12.3 on NJI, and 50.8 and 47.3 on SR, respectively.
The strongest method consists of using SAN with CaSED
to generate a custom list of candidates for each image
and then segment with the open-vocabulary segmentation
model. When compared with more naive approaches, i.e.,



Method VOC-20 Method ADE-150
Jaccard Index Recall Jaccard Index Recall

HI NjJI O]l SJI HR SR HJI NJI OJI SJI | HR SR

English words 42 121 489 111 | 54 304 Englishwords | 22 45 312 63 | 33 274

s WordNet 49 145 482 125 | 61 359 s WordNet 23 63 309 64| 35 2745
<  BLIP-2 (ViT-L) | 158 192 31.7 172 | 334 60.6 <  BLIP-2(ViT-L) | 5.0 77 247 7.7 | 105 365
¢ BLIP-2 (viT-g) | 151 175 272 164 | 331 617 @ BLIP-2 (ViT-g) | 49 82 239 77| 109 378
LLaVA15(7B) | 183 189 293 175 | 41.6 63.6 LLaVA15(7B) | 62 71 242 78 | 144 404

<ZC English words 58 186 484 138 | 72 381 <ZC Englishwords | 22 45 192 72| 36 30.5
) WordNet 72 193 464 157 | 87 453 ) WordNet 28 51 191 75| 438 329
SAM + CaSED 13.7 175 446 155 | 20.1 480 SAM + CaSED 61 77 294 74| 100 352
SAN + CaSED 269 30.2 532 208 | 342 618 SAN + CaSED 72 75 208 87 | 11.3 409
DenseCaSED 205 203 322 185 | 314 618 DenseCaSED 86 91 241 88 | 168 43.6

TABLE 4 TABLE 6

Semantic segmentation on PascalVOC-20. Green are our methods.

Method CTX-59
Jaccard Index Recall
HI NJI O]l SJT HR SR
English words 1.0 6.4 40.2 8.9 2.5 27.0
s WordNet 1.0 87 396 9.6 25 289
< BLIP-2 (ViT-L) 70 105 284 121 | 161 427
< BLIP-2 (ViT-g) 65 103 274 120 | 155 444
LLaVA 1.5 (7B) | 9.1 120 297 129 | 214 483
<ZC English words 1.2 8.0 349 103 27 307
& WordNet 2.0 94 330 112 | 3.6 33.6
SAM + CaSED 75 11.0 382 115 | 11.2 394
SAN + CaSED 155 16.2 381 14.7 | 208 469
DenseCaSED 134 131 326 139 | 20.8 48.6
TABLE 5

Segmentation on PASCAL Context-59. Green highlights our methods.

English Words or WordNet for retrieval, SAN with CaSED
improves by, e.g., about +12.9 on HJI and +17.0 on HR.
SAN with CaSED and the best SAM-based approaches gen-
erally performs comparably on recall metrics, whether hard
or soft. Notably, DenseCaSED, despite not including any
component pre-trained for semantic segmentation, achieves
and sometimes surpasses all the SAM-based approaches,
even achieving the highest scores on hard and soft recall,
ie, +0.9% and +1.4% against SAN with CaSED. Due
to the coarse nature of the segmentation mask, however,
DenseCaSED falls behind against methods trained for open-
vocabulary semantic segmentation, while keeping an edge
against SAM-based methods. Specifically, it achieves —2.3
and —1.0 on HJI and SJI against SAN with CaSED, but
improves on average by +4.4 and +1.8 against SAM with
LLaVA (7B) or BLIP-2.

6.3 Ablation studies

In this section, we study various aspects of our approach.
First, we validate the impact of the retrieval database. Then,
we demonstrate how prompt ensemble improves the per-
formance of retrieval-based baselines compared to image-
text comparison. Lastly, we analyze how the backbone and
training objective impact the performance of CaSED.

Retrieval database. We examine the effects of sourcing
captions from different databases with various noise levels
and sizes (e.g., from 0.07M captions of Ade20K to 413.8M

Semantic segmentation on ADE20K-150. Green are our methods.

of LAION-400M). For each database, we report cluster ac-
curacy, semantic similarity and semantic IoU on ImageNet,
alongside dataset statistics, i.e., percentage of nouns, adjec-
tives, verbs, and number of concepts. Last, we also report
the semantic similarity of the closest caption (C.C. S-Sim.)
for each ImageNet sample. As indicated in Tab. [/} there is a
general trend of improved results with increasing database
size. However, the quality of the captions plays also role a
role, as seen from CC12M and Redcaps, achieving results
that are either on par with or slightly superior to our
database, combining CC3M, WIT, Redcaps, CC12M, and
a subset of YFCC100M. Interestingly, the average perfor-
mance generally correlates with the C.C. 5-Sim., hinting is
as a possible criterion for database selection in VIC and VSS.

Prompt ensemble. We report the performance of prompt
ensembling on all the retrieval-based baselines, i.e., English
Words, WordNet, and CaSEDin Tab. The results show
consistent improvements across all baselines when using
multiple templates. This outcome is consistent across the
three metrics, except for one configuration, i.e., cluster ac-
curacy for English Words. On average, prompt ensemble
improves performance by +0.3% on cluster accuracy, +1.2
on semantic similarity, and 4-0.9 on semantic IoU.

Scaling CaSED backbone. We test CaSED considering dif-
ferent backbones. Specifically, we employ ResNet-50, ViT-
L/14, and ViT-L/16. The first two backbones are pre-trained
on 400M image-text samples by OpenAl, while the latter
is trained with a sigmoid loss [11] on WebLlI [81]. For this
analyses, we use the smaller CC12M as retrieval database
instead of PMD, as they achieve comparable performance in
Tab. [7} We report the results in Tab. [)]Notably, our approach
shows positive changes when equipped with an higher
number of parameters and better training losses, hinting
that larger VLMs can lead to higher VIC performance.

7 CONCLUSIONS

In this work, we formalise two tasks, Vocabulary-free Image
Classification and Vocabulary-free Semantic Segmentation,
both operating on an unconstrained semantic space, tackling
classification at image- and pixel-level without a pre-defined
set of classes. We propose a method to tackle the first,



Database Size | CA S-Sim. S-IoU | Nouns (%) Adjs (%) Verbs (%) | Concepts | C.C.S-Sim.
Ade20K 0.07M 11.0 31.8 1.7 82.7 10.6 6.7 3.1K 19.0
COCO 0.9M 13.8 35.6 2.6 86.1 9.5 44 14.6K 22.6
SBU Captions 1.0M 20.1 40.8 5.7 98.0 1.0 0.9 29.3K 26.9
Openlmages 1.4M 16.8 37.8 4.2 85.4 10.0 4.5 21.4K 24.8
Loc. Narr. 1.9M 15.7 37.1 41 86.9 9.8 3.2 30.9K 249
CC3M 2.8M 37.9 53.9 16.2 57.9 23.6 18.5 28.4K 35.2
WIT 4.8M 329 479 14.5 99.8 0.05 0.07 163.7K 30.0
Visual Genome 5.4M 14.6 35.2 3.8 75.1 15.6 9.2 21.1K 26.7
Redcaps 7.9M 41.1 54.7 19.6 98.6 0.7 0.6 50.5K 37.5
CC12M 10.3M 43.8 57.4 21.2 96.6 1.8 15 36.7K 38.7
YFCC100M* 29.9M 39.1 53.5 18.9 99.7 0.2 0.1 179.6K 37.8
Ours 548M | 415 557 204 99.8 0.05 0.05 334.1K 38.7
LAION-400M 413.8M | 37.7 52.7 18.7 99.4 0.5 0.1 1.68M 37.3

TABLE 7

10

ImageNet accuracy of CaSED for different databases. Blue are the top-5 ones of PMD, used for Ours . C.C. S-Sim. is the semantic similarity of
the closest caption to each image in the dataset. Bold is best, while underline second best. YFCC100M* denotes the same subset used in PMD.

Vocabulary Prompt ensemble | CA  S-Sim.  S-IoU
32.6 40.2 9.1
WordNet v 333 418 101
. 30.4 325 5.9
English Words 296 343 70
Ours 43.1 50.4 17.7
v 441 50.6 18.3

TABLE 8
Ablation on prompt ensembling. Results are averaged on the ten
classification datasets. Green is our configuration.

Backbone Size(M) | CA S-Sim. S-IoU
ResNet-50 102 32.7 50.1 15.4
ViT-L/14 427 43.5 56.9 21.2
ViT-L/16 (SigLIP-384) 652 47.8 59.4 22.5
TABLE 9

Ablation on CaSED backbone. Results are collected on ImageNet,
using CC12M as the text database. Sizes are taken from [80].

CaSED, confirming its efficacy across a wide range of bench-
mark datasets. In addition, we present an upgraded version
of CaSED for classification and a modification enabling
dense image classification. We term the two variations Up-
perCaSED and DenseCaSED. We confirm the validity of our
approaches across a wide range of benchmark datasets and
evaluation metrics. For both the tasks, we present a suite
of metrics designed for the openness of classification and
semantic segmentation for vocabulary-free settings.

Limitations and future works. The efficacy of the CaSED
family of methods is strongly influenced by the selection of
the retrieval database, with potential challenges in retriev-
ing concepts that are not adequately represented therein.
For instance, if the application domain encompasses fine-
grained concepts, a generic database may not be appro-
priate. Similarly, CaSED may mirror potential biases in
the dataset. Nevertheless, we can flexibly address these
issues by progressively incorporating new concepts into
the database (including domain-specific ones) from textual
corpora, without the need for retraining. Enhancements
in bias mitigation and data quality control could alleviate
this problem. Future studies could investigate strategies for
automatically selecting or expanding a database based on

test samples.

Both CaSED and DenseCaSED (or variants) do not main-
tain a record of their output history, which could lead to in-
consistent predictions. This can lead in VIC to assign slightly
different labels to images of the same semantic concept
(for example, cassowary versus Casuarius). In VSS this may
even lead to inconsistencies at the image-level, with distant
pixels of the same category receiving different labels (e.g.,
ground vs floor). Implementing a memory feature in CaSED
that stores the predicted labels could resolve this issue for
classification, while for segmentation predictions could ben-
efit from post-processing techniques merging regions with
semantically and visually similar features. Lastly, CaSED
and its variants do not handle class granularity. For instance,
in classification a cassowary could also be predicted as a bird.
In segmentation, this may require understanding the level
of detail of the masks (e.g., parts vs whole). Future research
could clarify such instances by explicitly incorporating user
needs into the VIC and VSS family of models. Finally, while
our DenseCaSED does not use a segmentation network and
does not require training, it performs multiple forwards
of the same input image to generate a dense feature map.
This is not computationally efficient at inference time and
provides only coarse spatial information. The next steps for
DenseCaSED could develop tailored, even training-based,
paradigms to produce finer dense feature maps faster.
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APPENDIX

A. SEMANTIC SPACE REPRESENTATION

As the main challenge of VIC and VSS, how to represent the
large semantic space plays a fundamental role in the method
design. We can either model the multimodal semantic space
directly with a VLM equipped with an autoregressive lan-
guage decoder [3] or via image-text retrieval from VLDs.
Consequently, we can approach vocabulary-free tasks either
via VQA-enabled VLMs by querying for the candidate class
given the input image, or by retrieving and processing data
from an external VLD to obtain the candidate class.

To investigate the two potential strategies, we perform a
preliminary experimental analysis to understand how well
the output of a method semantically captures the image
category, or in other words, to assess the alignment of class
boundaries in the visual and textual representations in VIC.
Specifically, we compare the semantic accuracy of querying
VQA VLMs and of retrieving from VLDs w.r.t. the ground-
truth class labels. We consider the output of a method as
correct if its closest textual embedding among the target
classes of the dataset corresponds to the ground-truth class
of the test sampleﬂ We exploit the text encoder of CLIP (ViT-
L) [1]] to obtain textual embeddings.

Regarding experimented methods, we select BLIP-2 [29]
to represent VQA-enabled VLMs for its state-of-the-art per-
formance in VQA benchmarks, while we use a subset of
PMD [9] as the VLD. In particular, we compare the following
methods: i) BLIP-2 VQA, which directly queries BLIP-2 for
the image category; ii) BLIP-2 Captioning, which queries
BLIP-2 for the image caption; iii) Closest Caption, which is the
closest caption to the image, as retrieved from the database;
iv) Caption Centroid, which averages the textual embeddings
of the 10 most similar captions to the input image. As we
use CLIP embeddings, if visual and textual representations
perfectly align, the performance would be the same as zero-
shot CLIP with given target classes. We thus report zero-shot
CLIP to serve as the upper bound for retrieval accuracy.

We experiment on a variety of test datasets for both
coarse- and fine-grained classification (see details in Sec. 6],
and report the results in Fig. 4| The average textual em-
bedding of the retrieved captions (i.e. Caption Centroid)
achieves the best semantic accuracy for 9 datasets out of 10,
consistently surpassing methods based on BLIP-2. On aver-
age, the accuracy achieved by Caption Centroid is 60.47%,
which is +17.36% higher than the one achieved by BLIP-2
Captioning (43.11%). Moreover, Captions Centroid achieves
results much closer to the CLIP upper bound (67.17%) than
the other approaches. Notably, such VLD-based retrieval is
also computationally more efficient, faster (approximately
2 seconds for a batch size of 64 on a single A6000 GPU),
and requires fewer parameters (approximately 10 times less)
than BLIP-2 (see Tab. [12)in Appendix [A).

The results of this preliminary study clearly suggest
that representing the large semantic space with VLDs can

2. Note that this metric is not the standard accuracy in image
classification as we use distances in the embedding space to ground
predictions from the unconstrained semantic space to the set of classes
in a specific dataset.
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produce (via retrieval) semantically more relevant content
to the input image, in comparison to querying VQA-enabled
VLMs, while being computationally efficient. Based on this
conclusion, we develop an approach, Category Search from
External Databases (CaSED), that searches for the semantic
class from the large semantic space represented in the cap-
tions of VLDs.

B. DETAILS ON BLIP-2 AND LLAVA PROMPTING

In the main paper, we compare CaSED and its variants by
replacing the candidate generation module and prediction
directly with a VLM with VQA capabilities, testing BLIP-
2 [29] and LLaVA 1.5 (7B) [12]. Here we provide details on
how we prompt these models.

In line with the BLIP-2 [29] demo, for captioning, we
used the prompt “Question: what’s in the image? Answer:”.
For VQA, we used “Question: what’s the name of the object
in the image? Answer: a”. For LLaVA 1.5, we use the same
prompts of BLIP-2, but append an “Omit any superfluous
text.” to avoid introductory or closing statements.

C. CANDIDATES FILTERING

With the closest captions retrieved from the external
database given the input image (please refer to Sec. 4| of the
main manuscript for further details), we post-process them
to filter out a set of candidate category names. We first create
a set of all words that are contained in the captions. Then
we apply sequentially three different groups of operations
to the set to (i) remove noisy candidates, (ii) standardize
their format, and (iii) filter them.

With the first group of operations, we remove all the
irrelevant textual contents, such as tokens (i.e., ”( PER-
SON )”), URLs, or file extensions. Note that, for the file
extensions, we remove the extension but retain the file name
as it might contain candidate class names. We also remove
all the words that are shorter than three characters and
split compound words by underscores or dashes. Finally,
we remove all those terms containing symbols or numbers
and meta words that are irrelevant to the classification
task, such as “image”, “photo”, or “thumbnail”. As shown
in Table when compared to having no operation for
candidate filtering (first row), this set of operations removes
inappropriate content and increases the accuracy of clus-
ters by +6.4% and improves the semantic IoU by +0.3.
However, we can observe a drop in semantic similarity by
—1.5. This might be due to the removal of unnatural words
that could still describe well the content of the image, i.e.,
underline- or dash-separated words, or URLs since they are
longer w.r.t. natural words.

The second group of operations standardize the can-
didate names by aligning words that refer to the same
semantic class to a standard format, reducing class redun-
dancy. For example, "cassowary” and “"Cassowary” will be
considered as a single class instead of two. To this end, we
perform two operations—lowercase conversion and singu-
lar form conversion. With such standardizing conversions,
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Fig. 4. Results of our preliminary study, showing the top-1 accuracy when matching semantic descriptions to ground-truth class names in ten different

datasets. We compare BLIP-2 (VQA) and BLIP-2 (Captioning) with Closest Caption and Captions Centroid

, I.e., the average representation

of the retrieved captions. We additionally highlight the Upper bound for zero-shot CLIP. Representing the large semantic space as VLDs and
retrieving captions from it produces semantically more similar outputs to ground-truth labels w.r.t. querying outputs from VQA-enabled VLMs, while

requiring 10 times fewer parameters compared to the latter.

we observe a sizeable boost in terms of performances when
compared to the results obtained by applying only removal-
related operations. As shown in Table[I0} we achieve higher
results across all three metrics, leading to a relative improve-
ment of +7.2%, 0.7, and +1.2 in terms of cluster accuracy,
semantic similarity, and semantic IoU, respectively.

The last group of operations considers two forms of
filtering, where the first aims to filter out entire categories of
words via Part-Of-Speech (POS) tag and the second aims to
filter out rare and noisy contents based on the word occur-
rences. We select these two operations since common dataset
class names do not contain terms that carry no semantics,
e.., articles and pronouns, and since showed that
CLIP performs better when exposed to a smaller amount
of unique tokens. The POS taggingEl categorizes words into
groups, such as adjectives, articles, nouns, or verbs, enabling
us to filter all the terms that are not semantically meaningful
for a classification task. Regarding the occurrence filtering,
we first count how often a word appears in the retrieved
captions and then we remove words that appear only once
to make the candidate list less noisy. We can see from
Table [10] that the inclusion of this final set of operations
scores the best among all three metrics when compared to
the results obtained when only the previous two groups of
operations are applied.

Number of captions vs number of selected candidates.
To complement the previous analysis, in Tab. [11} we report
the number of unique candidates extracted by the candidate
filtering procedure, averaged over the ten datasets, and with
an increasing number of retrieved captions, i.e., 1, 2, 5, 10,
and 20. In the table, we show both the number of candi-
dates extracted and the number of selected words. As the
number of retrieved captions increases, the unique number
of candidate words also increases, i.e., from 3849 with 1
caption to 28781 with 20. The number of selected words,
however, stabilizes around 800 as soon as we retrieve more

3. We use the NLP library flair (https://github.com/flairNLP/flair).

than 1 caption. Having more captions reduces the noises in
the selected words, something that might be present when
relying on a single caption.

D. COMPUTATIONAL COST

We analyze the computational efficiency of CaSED versus
BLIP-2 and LLaVA 1.5 performing VQA and captioning,
and report their respective number of parameters and in-
ference time in Tab. |12} Notably, the methods using external
databases are consistently faster than BLIP-2 and LLaVA.
For instance, CaSED achieves a speed-up of 2x with re-
spect to both the largest captioning model and the largest
VQA model, while also achieving better performance. In
a similar fashion, our method is approximately 3.0x faster
than LLaVA 1.5 for VQA and 3.5x for captioning. Overall,
the fastest method is Closest Caption, which exploits the
external database to retrieve a single caption and does not
consider any candidate extraction pipeline. Conversely, our
method retrieves the ten most similar captions and post-
processes them to extract class name, resulting in a increase
in inference time of approximately 2 times. Compared with
the CLIP upper bound, our method considers multiple
additional steps, each adding extra inference time. First, our
method retrieves candidates from the external database to
then extract the class names. Second, we have to forward
the class names through the text encoder for each sample,
while CLIP can forward them once and cache the features
for later reuse.

When using an external database, note that an increase in
database size implies a minimal variation in retrieval time.
This is demonstrated by the computational cost required
by retrieving from the large LAION-400M [16] database.
As the results show, inference time is comparable between
CaSED and CaSED (LAION-400M) despite the latter being
approximately 8 times larger.


https://github.com/flairNLP/flair

Operations .
CA S-Sim. S-IoU
Remove Standardize Filter

27.7 48.8 15.0
v 34.1 47.3 15.3
v v 41.3 48.0 16.5
v v v 43.1 50.4 17.7

TABLE 10

Ablation on the candidate filtering operations. Metrics are averaged
across the ten datasets.

Num. captions | CA  S-Sim. S-IoU | Candidates Selected
1 30.9 43.2 12.4 3849 1047
2 35.0 46.4 14.6 6867 854
5 423 50.6 17.5 14548 775
10 43.1 50.4 17.7 22475 794
20 429 49.3 171 28781 802
TABLE 11

Ablation on the number retrieved captions. Green represents our
selected configuration. We expand the results of Fig. 4 in the main
manuscript to show the number of unique words extracted from
captions (i.e., “candidates”) and the number of words selected by
CaSED for classification (i.e., “selected”). Results are averaged across
the ten datasets.

E. BACKBONE ARCHITECTURE

To answer the natural question about whether the outcome
of our model depends on the backbone architecture, we
further extend our main results with a CLIP model with a
ResNet50 architecture and with a ViT-L/16 architecture pre-
trained with the sigmoid loss [11]]. We report this additional
ablation in Tab. Tab. and Tab. for the cluster
accuracy, the semantic IoU, and the semantic similarity,
respectively. We can see that the performance with the CLIP
ResNet50 is lower across all the metrics compared to CLIP
ViT-L/14. This is expected since ResNet50 is a a smaller
architecture, thus with a reduced capacity for semantic
representation learning as compared to ViT-L/14. Neverthe-
less, our method with ResNet50 is still competitive against
BLIP-2 models while using 40x fewer parameters (note that
our ViT-L implementation uses 10x fewer parameters). A
similar trend occurs for the SigLIP family of models, as their
performance generally surpasses CLIP with the ViT-L/14
backbone, while only having approximately 1.5x more pa-
rameters. Notably, performance improves consistently, with
an average improvement of +3.8% for cluster accuracy,
+1.6 for semantic IoU, and +2.1 for semantic similarity.
Differently from the smaller models, we do not experience
a consistent improvement of UpperCaSED against CaSED
with the SigLIP pre-trained backbone, where we notice a
negative fluctuation on the three metrics when applying
prompt ensembling.

F. QUALITATIVE RESULTS

Classification. Last, we report some qualitative results of
CaSED applied on three different datasets, namely Caltech-
101 (Fig.[5), Food101 (Fig.[6), and SUN397 (Fig.[7), where the
first is coarse, and the last two are fine-grained, focusing on
food plates and places respectively. For each, we present a
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batch of five images, where the first three represent success
cases and the last two show interesting failure cases. Each
sample shows the image we input to our method with the
top-5 candidate classes.

From the results, we can see that for many success cases,
our method not only generates the correct class name and
selects it as the best matching label, but it also provides valid
alternatives for classification. For example, the third image
in Fig[5|or the second image in Fig[6| where CaSED provides
the names “dessert” for the cheesecake and the label “bird”
for the ibis. This phenomenon also happens in failure cases,
where e.g. the last sample in Fig [6] provides both the name
"pizza” and the name “margherita” for the dish, despite
selecting the wrong name from the set.

Another interesting observation is that our method pro-
vides names for different objects in the same scene. For
instance, the third and fourth samples in Fig[6]contain labels
for both “guacamole” and ”tortillas” for the first, and for
"mozzarella”, “insalata”, and ”“balsamic” for the second. A
further detail on the latter case is the ability of CLIP to
reason in multiple languages since “insalata” translates to

”salad” from Italian to English.

Regarding failure cases, it is interesting to note that the
candidate names and the predicted label often describe well
the input image despite being wrong w.r.t the dataset label.
For instance, the two failure cases in Fig. [ﬂ select ”stadium”
and “dumpsite” when the ground-truth class names are
"football” and “garbage site”. In addition, for the first case,
the exact name "football” is still available among the best
candidate names, but our method considers “stadium” as a
better fit. Another example is the last failure case in Fig
where the model assigns the name "nokia” to a Nokia 3310
cellphone, while the ground-truth class name is “cellphone”.
Also in this case, the ground-truth label is present in the
candidate list but our method considers “nokia” a more
fitting class.

Finally, we notice the discovery of correlations between
terms in the reasoning of our model. In the provided ex-
amples, it happens multiple times that the candidate class
names do not describe objects in the scene but rather a
correlated concept to the image. For instance, the third ex-
ample in Fig[p|shows a Dalmatian, and among the candidate
names there is “cruella”, which is the name of the villain of
the movie "The Hundred and One Dalmatians”. Another
instance of this appears in the first example of Fig[6] where
the model correctly associates the ”"bibimbap” dish to its
place of origin, Korea, with the candidate name “korean”.

Segmentation. In a similar fashion, we report some quali-
tative results of CaSED for semantic segmentation, taking
the best models in each group: of SAM with LLaVA 1.5
(7B), SAN with WordNet as vocabulary, and our localizer-
free model for VSS, DenseCaSED. We report some output
examples in Fig. [8] Fig. [0} and Fig. [10] From a segmentation
perspective, it is notable how SAM achieves the best seg-
mentation masks, despite missing some more local objects,
e.g., it misses all the objects except the cat in the first
example of Fig.[9} or the horse in the first example of Fig.
Moreover, it sometimes misclassifies one object for another
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Method Num. Params. | Inference time (ms) |
Closest Caption 0.43B 1390 + 10
Caption BLIP-2 (ViT-L) 3.46B 5710 = 153
p BLIP-2 (ViT-g) 4.37B 6870 + 177
LLaVA 1.5 (7B) 7.49B 8260 = 20
BLIP-2 (ViT-L) 3.46B 5670 + 135
VQA BLIP-2 (ViT-g) 4.37B 6650 + 117
LLaVA 1.5 (7B) 7.49B 7040 + 28
CaSED 0.43B 2630 + 14
CaSED (LAION-400M) 0.43B 2640 + 11
CLIP upper bound 0.43B | 645 + 77

TABLE 12

Computational cost of different methods. Green is our method, gray shows the upper bound. Inference time is reported on batches of size 64,
as the average over multiple runs.

chandelier dalmatian ibis gramophone cellphone
chandelier dalmatian ibis phonograph nokia
candelabra dog stork gramophone phone
wrought cruella bird victrola smartphone
antique bandana dodo hmv cellphone
baroque png species audio mobile

Fig. 5. Qualitative results of CaSED on Caltech-101. The first three samples represent success cases, the last two shows failure cases.

bibimbap cheesecake guacamole caprese salad pizza
bibimbap Cheesecake guacamole aprese foodspotting
seoul dessert guac insalata pizza
korean cake molcajete mozarella margherita
lunch served tortilla balsamic pizzeria
kimchi coulis mexican mozzarella italian

Fig. 6. Qualitative results of CaSED on Food101. The first three samples represent success cases, the last two shows failure cases.

(e.g., it considers the table as a “car” in the second example
of Fig. or the aisle in the airplane as ”staircase” in the
second example of Fig. |8 or assigns the label “tree” to the
sky and the car in Fig.%. In some other cases, the most
correct label for a region is assigned to a near segmentation
mask, for instance in the second examples in Fig. [10| where
it assigns “woman” to the hair and the wall behind the
person, or “bottle” to the arm holding the bottle in the same
example. We highlight that, nevertheless, SAM + LLaVA 1.5
(7B) is the model with the highest number of parameters
overall, using two large-scale foundation models to address
VSS.

Differently from SAM, SAN tends to segment whole
objects instead of parts, e.g., first and second example in
Fig. [8] where it divides the image into foreground and
background, or completely merge floor and ceiling of the
airplane. Moreover, given the labels selected by SAN, it
looks like the model tend to assign the most out-of-context
words compared with SAM with LLaVA 1.5 (7B) and Dense-

CaSED. As an example, SAN assigns the word “Erin” to the
person in the second example of Fig. or "Cumberland
Gap” to the landline in the second example in Fig. [0} Other
examples include “pantile” or “westbound” assigned to the
sky in the first example of Fig.[8|and in the second example
of Fig. I Some of these issues are fixed when using CaSED
to generate the vocabulary, as shown by the better quantita-
tive results achieved in Tab. 4-6 by SAN + CaSED. Finally,
compared to the SAM segmentation masks, the outputs
presents slightly more noise on the edges, where regions
are not perfectly segmented but are more approximate.

Compared to the previous approaches, our method
shows more coarse segmentation masks mainly due to the
lack of any segmentation model to generate them. This is
noticeable in, e.g., the first example of Fig. @ where the
chimney and the sky have no clean separation, or in the
second example of Fig. 8] where the sky is not completely
segmented as a single object. Moreover, it tends to pro-
pose larger amount of regions, e.g., first example of Fig. [
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Method Cluster Accuracy (%) 1

C101 DTD ESAT Airc. Flwr Food Pets SUN Cars UCF \ Avg.

CLIP WordNet 30.3 18.3 22.5 132 478 314 452 260 142 312 | 280

° English Words 24.8 17.5 18.5 134 495 231 366 222 155 271 | 24.8
n

E Caption  Closest Caption \ 9.7 7.1 13.3 8.4 21.2 6.2 8.7 6.5 12.8 149 \ 10.9

% CaSED 446 239 12.5 153 58.8 487 501 328 246 339 | 345

UpperCaSED 444 243 17.9 16.7 622 491 551 335 29.0 33.8 | 36.6

CLIP upper bound | 821 415 33.5 19.6 63.1 746 789 556 549 584 | 56.2

CLIP WordNet 340 201 16.7 16.7 583 409 520 294 186 39,5 | 326

g English Words 29.1 19.6 22.1 159 640 309 444 242 193 345 | 304

; Caption  Closest Caption | 12.8 89 167 133 285 131 150 86 200 178 | 155
=

E CaSED 51.5 29.1 23.8 228 68.7 588 604 374 313 47.7 | 431

@) UpperCaSED 51.3  29.3 21.0 244 704 612 60.9 377 385 46.6 | 44.1

CLIP upper bound \ 87.6 529 47.4 31.8 780 89 880 653 765 725 \ 69.0

o SioLIP WordNet 350 23.0 26.5 20.7 592 524 598 308 377 39.1 | 384

N & English Words 286 214 21.4 190 603 412 536 241 380 33.8 | 34.1
=

; Caption  Closest Caption \ 15.6 9.7 26.2 239  36.5 193 172 8.9 363 269 \ 22.0

E CaSED 56.3  30.6 32.3 246 664 67.0 68.1 40.2 452 485 | 479

& UpperCaSED 58.1 295 25.4 295 69.7 628 647 399 444 496 | 474

CLIP upper bound | 963  60.6 44.8 483 909 942 954 69.6 927 82.0 | 775

BLIP-2 (ViT-L) 26.5 11.7 23.3 54 23.6 124 116 195 148 257 | 174

Caption ~ BLIP-2 (ViT-g) 374 13.0 25.2 100 295 199 155 215 279 327 | 233

LLaVA 1.5 (7B) 41.1 11.1 19.7 104 134 11.1 128 140 121 295 | 175

BLIP-2 (ViT-L) 60.4 204 214 8.1 367 21.3 140 326 288 443 | 28.8

VQA BLIP-2 (ViT-g) 62.2  23.8 22.0 159 578 334 234 364 572 554 | 38.7

LLaVA 1.5 (7B) 76.2  30.6 38.9 3.0 5.8 22.7 7.7 27.5 2.6 48.0 | 26.3

TABLE 13

Cluster Accuracy on the ten datasets. Green is our method, gray shows the upper bound. Bold represents best, underline indicates best
considering also image captioning and VQA models.

shed

restaurant

football

garbage dump

galley shed estaurant stadium umpsite
kitchen playhouse lodge field landfill
onboard gambrel terrace nfl trash
catamaran barn dining football garbage
cabin garage interior seating rubbish

Fig. 7. Qualitative results of CaSED on SUN397. The first three samples represent success cases, the last two shows failure cases.

oo

where the cat is separated into “cat”, “ear”, and “whisker”,
or in the second example of Fig. where the woman
is segmented as “hair” and “shirt”. Note, however, that
DenseCaSED is the only method to correctly classify and
segment subtle details like the “cup”s in the left part of the
second example of Fig.[10} or the horse and grass in the first
example of the same figure. Despite the coarse segmentation
masks, our model provides more contexualised labels, e.g.,
"plane”, “ceiling”, "airline”, “aisle”, and "aircraft” for the
airplane aisle in the second example of Fig. [§| (SAM and
SAN selects labels such as “chair”, "air travel”, and "“hair”),
or “cat”, “whisker”, and "ear”, in the first example of Fig. |§|
(SAN selects “tabby”, “gitana”, "Freya”, and “soporific” as

labels).

To conclude, all methods show their peculiarities, with
SAM presenting the cleanest segmentation masks but some-
times undersegmenting objects, SAN having the most effi-
cient implementation but showing sub-optimal performance
with vocabularies out-of-distribution (i.e., outside of the
common words used for semantic segmentation, as also
shown by its weakness against “distractor” words), and
DenseCaSED recognising also smaller objects but result-
ing in the most coarse segmentation masks. These results
confirm the challenges of VSS, and the need of developing
methods tailored to this task.
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chimney B grass W brick seat B chair B hair
B house " window B light [ staircase B ear

(a) SAM + LLaVA 1.5 (7B)

manor B pantile plane seat B airtravel

(b) SAN + WordNet

sky B lawn B building plane B airline B aircraft
B chimney m  roof B ograss B ceiling m aisle H navy

(c) DenseCaSED

Fig. 8. Qualitative results of Vocabulary-free Semantic Segmentation methods on ADE20K-150. For visualisation purposes, we visualise only the
top-6 most prominent regions.



. westbound B interstate B Cumberland Gap
tabbyn B gitana W Freya B highway [ crash barrier
B soporific
(b) SAN + WordNet

ear

red B detail sky B windshield B dashboard
whisker B tiger B highway [ panorama W car

(c) DenseCaSED

19

Fig. 9. Qualitative results of Vocabulary-free Semantic Segmentation methods on PASCAL Context-59. For visualisation purposes, we visualise

only the top-6 most prominent regions.
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bacardi B car B Dbottle
B woman I shirt B picture

slide B hair I plant
B ladder

(a) SAM + LLaVA 1.5 (7B)

’ : Erin B lauryl alcohol H bottlefeed
neigh B antrorse B cheval-de-frise B alcoholize [ bottle-shaped

(b) SAN + WordNet

bottle B shirt B window
horse B cropped W deer B hair = cup B Dpaper
B grass I fence B green

(c) DenseCaSED

Fig. 10. Qualitative results of Vocabulary-free Semantic Segmentation methods on PascalVOC-20. For visualisation purposes, we visualise only the
top-6 most prominent regions.



Method Semantic IoU (%) 1

C101 DTD ESAT Airc. Flwr Food Pets SUN Cars UCF | Avg.

CLIP WordNet 9.8 1.9 0.9 0.0 21.2 55 14.1 7.3 3.5 2.6 6.7

§ English Words 5.1 0.8 0.0 0.1 124 1.8 132 78 2.5 1.3 45
E Caption  Closest Caption | 3.4 0.5 0.1 1.5 6.6 2.2 2.2 2.1 9.1 07 | 28
3 CaSED 31.1 29 0.1 2.8 297 151 276 150 134 5.2 14.3
UpperCaSED 33.0 3.7 0.4 2.7 304 152 29.7 157 129 47 14.8

CLIP upper bound | 815 414 339 165 602 746 789 569 665 571 | 56.8

-« CLIP WordNet 15.0 3.0 1.3 0.5 31.3 7.8 147 9.0 48 3.8 9.1
S English Words 8.0 2.0 0.0 1.1 16.4 2.0 172 8.1 2.7 1.8 5.9
£ Caption Closest Caption | 45 0.8 1.3 1.9 5.9 31 3.0 23 114 1.0 | 35
3 CaSED 354 51 23 48 331 194 351 172 162 84 | 177
UpperCaSED 37.8 4.6 5.2 44 352 189 349 178 16.0 7.8 183

CLIP upper bound | 860 522 515 286 757 899 880 666 845 713 | 694

SioLIP WordNet 18.0 5.7 1.3 1.0 291 127 196 11.0 9.5 3.0 11.1

= & English Words 9.3 3.1 0.0 1.3 12.3 1.7 16.8 8.1 6.0 0.4 5.9

—

é Caption  Closest Caption | 5.0 0.5 0.5 2.1 59 3.1 3.5 2.6 138 08 | 38
& CaSED 43.0 5.1 5.1 6.0 402 190 362 185 177 79 | 199
& UpperCaSED 41.5 5.1 5.8 5.5 390 176 337 192 178 59 19.1
CLIP upper bound | 933  60.0 47.1 473 886 942 954 708 957 819 | 777

BLIP-2 (ViT-L) 134 14 4.8 0.0 7.5 47 1.7 47 11.6 1.1 5.1

Caption ~ BLIP-2 (ViT-g) 16.8 1.8 4.1 0.1 13.9 7.9 29 5.7 24.7 1.9 8.0
LLaVA 1.5 (7B) | 13.8 0.9 5.1 0.0 2.9 1.7 0.3 35 4.6 14 34

BLIP-2 (ViT-L) 36.1 1.8 7.0 0.1 21.5 3.7 57 115 189 25 10.9

VQA BLIP-2 (ViT-g) 415 2.4 7.5 2.0 38.0 8.6 102 138 332 28 16.0
LLaVA 1.5 (7B) | 414 0.4 6.1 0.0 5.0 3.0 0.7 6.6 1.3 2.0 6.6

TABLE 14

Semantic loU on the ten datasets.

Green is our method, gray shows the upper bound. Bold represents best, underline indicates best
considering also image captioning and VQA models.
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Method Semantic Similarity (x100) 1

C101 DTD ESAT Airc. Flwr Food Pets SUN Cars UCF | Avg.

CLIP WordNet 43.2 29.0 18.5 216 467 446 503 428 264 400 | 36.3

§ English Words 36.0 29.5 14.9 20.0 38.1 342 407 354 183 324 | 299

E Caption  Closest Caption \ 37.2 22.8 14.2 26.8 38.9 412 326 374 443 324 \ 32.8

o CaSED 623 364 226 287 528 59.0 570 502 429 462 | 458

UpperCaSED 62.3 37.8 23.6 260 524 583 579 50.2 416 46.1 | 456

CLIP upper bound \ 88.1 62.4 52.8 539 720 837 858 739 81.0 739 \ 72.7

< CLIP WordNet 48.6 32.7 24.4 189 559 496 537 449 288 442 | 402

S English Words 39.3 31.6 19.1 186 434 38.0 442 360 199 347 | 325

E Caption  Closest Caption \ 42.1 23.9 234 292 400 469 402 398 492 403 \ 375

25) CaSED 65.7  40.0 32.0 30.3 55.5 645 625 525 474 541 | 504

UpperCaSED 66.3 40.3 34.9 270 561 65.0 629 53.0 465 53.8 | 50.6

CLIP upper bound \ 90.8 69.8 67.7 66.7 834 937 918 805 923 833 \ 82.0

SioLIP WordNet 50.7  40.2 19.1 22.0 53.3 562 602 46.7 337 432 | 425

5 & English Words 40.0 36.2 18.8 18.6  40.1 40.7 492 361 281 34.1 | 342
—

é Caption  Closest Caption \ 45.0 24.1 17.2 30.6 41.1 49.1 413 412 53.3 40.1 \ 38.3

E CaSED 71.3 41.6 28.0 344 61.7 662 66.0 542 484 55.1 | 52.7

& UpperCaSED 70.7 410 33.6 277 582 617 639 543 485 542 | 514

CLIP upper bound \ 97.8 75.6 63.1 80.0 92.1 964 968 832 981 89.6 \ 87.3

BLIP-2 (ViT-L) 57.8 31.4 39.9 244  36.1 446 290 453 464 380 | 393

Caption ~ BLIP-2 (ViT-g) 63.0 33.1 36.2 243 452 516 316 483 61.0 446 | 439

LLaVA 1.5 (7B) 56.8 29.4 40.5 213 311 369 248 425 381 379 | 359

BLIP-2 (ViT-L) 70.5 34.9 29.7 291 488 420 400 50.6 524 486 | 44.7

VQA BLIP-2 (ViT-g) 73.5 36.5 314 30.8 59.9 521 439 533 651 551 | 50.1

LLaVA 1.5 (7B) 72.6 36.7 441 294  41.8 411 360 419 353 466 | 426

TABLE 15
Semantic similarity on the ten datasets. Green is ours, gray shows the upper bound. Bold represents best, underline indicates best considering
also image captioning and VQA models.
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