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Lp WEIGHTED FOURIER RESTRICTION ESTIMATES

XIUMIN DU, JIANHUI LI, HONG WANG, AND RUIXIANG ZHANG

Abstract. We obtain some sharp Lp weighted Fourier restriction estimates of the form
‖Ef‖Lp(Bn+1(0,R),Hdx) / Rβ‖f‖2, where E is the Fourier extension operator over the trun-

cated paraboloid, and H is a weight function on R
n+1 which is n-dimensional up to scale√

R.

1. Introduction

Consider the Fourier extension operator over the truncated paraboloid in R
n+1:

Ef(x) =

ˆ

Bn(0,1)

ei(x
′·ξ+xn+1|ξ|2)f(ξ)dξ, x = (x′, xn+1) ∈ R

n × R.

We say that a weight function H : Rn+1 → [0, 1] is α-dimensional up to scale S if there is a
constant CH such that

ˆ

B(x,r)

H(x)dx ≤ CHr
α, ∀x ∈ R

n+1, ∀1 ≤ r ≤ S.

Weighted Fourier restriction estimates of the following form have been studied extensively
(see for example [7, 11]):

(1.1) ‖Ef‖Lp(Bn+1(0,R),Hdx) . Rη‖f‖2,

whereH is any weight function on R
n+1 which is α-dimensional up to scale R, and the implicit

constant depends on CH . Such estimates have several applications in PDEs and geometric
measure theory, including the size of the divergence set of Schrödinger solutions, spherical
average Fourier decay rates of fractal measures, and Falconer’s distance set problem.

It is a challenging problem to determine sharp estimates of the form (1.1) for general p and
α. As a first step towards this problem, in the current paper, we consider a special case of
(1.1) where Ef is essentially supported in a

√
R-neighborhood of an m-dimensional subspace

with m < n+1. We remark that the relevant best-known examples against estimates of the
form (1.1) in [4, 8] are all in this special case. Our argument works for general α, but to be
explicit, we only focus on the case α = n. By locally constant property, the estimate (1.1)
in this special case is equivalent to the following:

(1.2) ‖Ef‖Lp(Bm(0,R),Hdx) . Rη+n+1−m
2

( 1
2
− 1

p
)‖f‖2,

where f is supported in Bm−1(0, 1), and H is any weight function on R
m which is (m− 1)-

dimensional up to scale
√
R. Our main result in this paper is an almost sharp estimate of

the form (1.2) for a certain range of p.
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Theorem 1.1. Let m ≥ 2 and pm =
(

1
2
− 1

m3−m

)−1
= 2+ 4

m3−m−2
. For any ε > 0, there exists

a constant Cε such that the following holds for any R ≥ 1, any f with supp f ⊂ Bm−1(0, 1),

and any weight function H on R
m which is (m− 1)-dimensional up to scale

√
R:

(1.3) ‖Ef‖Lpm(Bm(0,R),Hdx) ≤ CεR
εR

2m−1
2

( 1
pm

− 1
2
)+ m

2(m+1) ‖f‖2.
We can also extend Theorem 1.1 to intermediate dimensions. See Section 2 for the defini-

tion of a function being concentrated in wave packets from TZ(E).

Theorem 1.2. Let 2 ≤ m ≤ n + 1 and pm =
(

1
2
− 1

m3−m

)−1
= 2 + 4

m3−m−2
. For any

ε > 0, there exist constants Cε and 0 < δdeg ≪ δ ≪ ε such that the following holds for
any R ≥ 1, any E ≥ Rδ, any transverse complete intersection Z = Z(P1, ..., Pn+1−m) where
degPi ≤ Rδdeg , any f concentrated in wave packets from TZ(E) with supp f ⊂ Bn(0, 1), and

any weight function H on R
n+1 which is n-dimensional up to scale

√
R:

(1.4) ‖Ef‖Lpm(Bn+1(0,R),Hdx) ≤ CεE
CRεR

n+m
2

( 1
pm

− 1
2
)+ m

2(m+1) ‖f‖2,
where C is a large dimensional constant.

Note that if we take n+ 1 = m, Theorem 1.2 gives exactly Theorem 1.1.
By the definition in Section 2, if f is concentrated in wave packets from TZ(E), then Ef is

supported in NER1/2(Z)∩Bn+1(0, R), where NER1/2(Z) is the ER1/2-neighborhood of Z. Due
to a theorem of Wongkew [14], NER1/2(Z)∩Bn+1(0, R) can be covered by . EO(1)RO(δdeg)Rm/2

many balls of radius R1/2. Hence, by Hölder’s inequality and the dimensional condition of
H at the scale

√
R, under the assumptions of Theorem 1.2 we have the following estimate

for any q ≤ pm:

(1.5) ‖Ef‖Lq(Bn+1(0,R),Hdx) ≤ CεE
CRεR

n+m
2

( 1
q
− 1

2
)+ m

2(m+1) ‖f‖2.
Remark 1.3. In Section 3, we will show that the exponent of R in (1.5) is sharp up to
the Rε loss. However, it seems plausible that (1.5) could hold for a larger range of q when
m ≥ 3. Based on the example in Section 3, we conjecture that under the assumptions of
Theorem 1.2 the estimate (1.5) holds for q ≤ 2 + 4

(m−1)(m+2)
.

As an application, by combining Theorem 1.2 and the polynomial partitioning method of
Guth [13], one can obtain new Lp estimates for the Schrödinger maximal function. See [9].

In Section 2, we setup the wave packet decomposition and define a function being concen-
trated in wave packets from TZ(E). In Section 3, we present a sharp example for Theorem
1.2. In Section 4, we prove the main inductive proposition from which Theorem 1.2 follows.
The proof is similar to that of the fractal L2 estimate in [11]. The main ingredients include
the broad-narrow analysis, multilinear refined Strichartz estimates [6], l2-decoupling theorem
[2], and induction on scales.

Notations. Throughout the article, we write A . B if A ≤ CB for some absolute constant
C; A ∼ B if A . B and B . A; A .ε B if A ≤ CεB; A / B if A ≤ CεR

εB for any
ε > 0, R > 1.

For a large parameter R, RapDec(R) denotes those quantities that are bounded by a huge
(absolute) negative power of R, i.e. RapDec(R) ≤ CNR

−N for arbitrarily large N > 0. Such
quantities are negligible in our argument.
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2. Wave Packet Decomposition

We use the same setup as in Section 3 of [13]. Let f be a function on Bn(0, 1), we break it
up into pieces fθ,ν that are essentially localized in both position and frequency. Cover Bn(0, 1)
by finitely overlapping balls θ of radius R−1/2 and cover R

n by finitely overlapping balls of

radius R
1+δ
2 , centered at ν ∈ R

1+δ
2 Z

n. Using partition of unity, we have a decomposition

f =
∑

(θ,ν)∈T
fθ,ν + RapDec(R)‖f‖L2 ,

where fθ,ν is supported in θ and has Fourier transform essentially supported in a ball of
radius R1/2+δ around ν. The functions fθ,ν are approximately orthogonal. In other words,
for any set T′ ⊂ T of pairs (θ, ν), we have

∥

∥

∑

(θ,ν)∈T′

fθ,ν
∥

∥

2

L2 ∼
∑

(θ,ν)∈T′

‖fθ,ν‖2L2 .

For each pair (θ, ν), the restriction of Efθ,ν to BR is essentially supported on a tube Tθ,ν

with radius R1/2+δ and length R, with direction G(θ) ∈ Sn determined by θ and location
determined by ν, more precisely,

Tθ,ν :=
{

(x′, xn+1) ∈ BR : |x′ + 2xn+1ωθ − ν| ≤ R1/2+δ
}

.

Here ωθ ∈ Bn(0, 1) is the center of θ, and

G(θ) =
(−2ωθ, 1)

|(−2ωθ, 1)|
.

We write Z(P1, · · · , Pn+1−m) for the set of common zeros of the polynomials P1, · · · , Pn+1−m.
The variety Z(P1, · · · , Pn+1−m) is called a transverse complete intersection if

∇P1(x) ∧ · · · ∧ ∇Pn+1−m(x) 6= 0 for all x ∈ Z(P1, · · · , Pn+1−m) .

Let Z be an algebraic variety and E a positive number. For any (θ, ν) ∈ T, we say that Tθ,ν

is ER−1/2-tangent to Z if
Tθ,ν ⊂ NER1/2Z ∩ BR, and

Angle(G(θ), TzZ) ≤ ER−1/2

for any non-singular point z ∈ N2ER1/2(Tθ,ν) ∩ 2BR ∩ Z.
Let

TZ(E) := {(θ, ν) ∈ T | Tθ,ν is ER−1/2-tangent toZ} ,
and we say that f is concentrated in wave packets from TZ(E) if

∑

(θ,ν)/∈TZ (E)

‖fθ,ν‖L2 ≤ RapDec(R)‖f‖L2.

Since the radius of Tθ,ν is R1/2+δ, Rδ is the smallest interesting value of E.
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3. A Sharp Example

In this section, we show that the exponent of R in (1.5) is sharp up to the Rε loss, and
also that (1.5) fails when q > 2 + 4

(m−1)(m+2)
. The example we use is the same as the one in

[10]. We include it here for completeness.
Let c = 1/1000 be a fixed small constant, 0 < κ < 1/2, and 2 ≤ k ≤ n+ 1. Denote

x = (x1, · · · , xd) = (x′, x′′, xn+1) ∈ Bn+1(0, R) ,

ξ = (ξ1, · · · , ξn) = (ξ′, ξ′′) ∈ Bn(0, 1) ,

where

x′ = (x1, · · · , xn+1−k), x′′ = (xn+2−k, · · · , xn),

ξ′ = (ξ1, · · · , ξn+1−k), ξ′′ = (ξn+2−k, · · · , ξn).
For simplicity, we denote Bn+1(0, r) by Bn+1

r , and write the interval (−r, r) as Ir. Let
g(ξ) = χ

Ω(ξ), where the set Ω is defined by

(3.1) Ω :=
[

Bn+1−k
cR−1/2 ×

(

2πR−κ
Z
k−1 +Bk−1

cR−1

)]

∩Bn
1 .

Next, we define a set Λ in Bn+1
R by

(3.2) Λ :=

[

Bn+1−k
cR1/2 ×

(

Rκ
Z
k−1 +Bk−1

c

)

×
(

1

2π
R2κ

Z+ Ic

)]

∩ Bn+1
R ,

and define H := χ
Λ. See Figure 1 below.

R x′

R

xn+1

R

1
2π
R2κ

Rκ

Figure 1. The set Λ intersecting the plane {x′′ = x′′
0}, |x′′

0| ≤ cR1/2. Each
dot on the x′-plane represents a ball of radius c. Each plane represents a plank
of thickness c.

From the definition, it follows that

(3.3) |Ω| ∼ R(κ−1)(k−1)−(n+1−k)/2 ,
4



and

(3.4) |Λ| ∼ R(n+1−k)/2+(1−κ)(k−1)+1−2κ = R(n+1+k)/2−κ(k+1) .

It is straightforward to check

(3.5) x′ · ξ′ + x′′ · ξ′′ + xn+1|ξ′|2 + xn+1|ξ′′|2 ∈ 2πZ+ (− 1

100
,

1

100
) ,

provided that ξ ∈ Ω and x ∈ Λ.
From the constructions, we have the following properties:

• Wave packets of g are tangent to a k-dimensional subspace;
• By (3.5), |Eg(x)| ∼ |Ω|, ∀x ∈ Λ;
• ‖g‖2 = |Ω|1/2,
• By choosing κ := 1

2(k+1)
, one can straightforwardly verify the ball condition at all

scales up to R1/2:
ˆ

Q

H(x)dx = |Q ∩ Λ| . rn, ∀r-ball Q, ∀1 ≤ r ≤ R1/2;

and also at all scales up to R in the case that k ≤ n.

By a direct calculation we get

‖Eg‖Lq(Bn+1(0,R);Hdx)

‖g‖2
& |Ω|1/2|Λ|1/q ∼ R

n+k
2

( 1
q
− 1

2
)+ k

2(k+1) .

Therefore, if there holds the estimate

‖Ef‖Lq(Bn+1(0,R),Hdx) / Rβ‖f‖2
under the assumptions of Theorem 1.2, then

β ≥ max
2≤k≤m

n+ k

2
(
1

q
− 1

2
) +

k

2(k + 1)
.

By taking k = m, we see that the exponent n+m
2

(1
q
− 1

2
) + m

2(m+1)
of R in (1.5) is sharp up

to the Rε loss. On the other hand, by taking k = m− 1 we see that if (1.5) holds, then we
must have

n +m

2
(
1

q
− 1

2
) +

m

2(m+ 1)
≥ n+m− 1

2
(
1

q
− 1

2
) +

m− 1

2m
,

i.e. q ≤ 2 + 4
(m−1)(m+2)

.

4. Main Inductive Proposition

By a similar argument as in [11], Theorem 1.2 is a result of the following inductive propo-
sition. We say that the quantities in a collection are dyadically constant if all the quantities
are in the same interval of the form [2j, 2j+1], where j is an integer.

Proposition 4.1. Let 2 ≤ m ≤ n + 1 and p = 2m
m−2

(p = ∞ when m=2). For any ε > 0,
there exist constants Cε and 0 < δdeg ≪ δ ≪ ε such that the following holds for all R ≥ 1,
all E ≥ Rδ, all transverse complete intersection Z = Z(P1, ..., Pn+1−m) where degPi ≤ Rδdeg ,
and all f concentrated in wave packets from TZ(E) with supp f ⊂ Bn(0, 1). Let K = Rδ.
Suppose that Y = ∪M

k=1Bk is a union of lattice K2-cubes in NER1/2(Z) ∩Bn+1(0, R).
5



Let γ be given by

(4.1) γ := max
Bn+1(x′,r)⊂Bn+1(0,R)

x′∈Bn+1(0,R),K2≤r≤
√
R

#{Bk : Bk ⊂ B(x′, r)}
rn

.

Suppose further that

‖Ef‖Lp(Bk) is dyadically a constant in k = 1, 2, ...,M.

Then

(4.2) ‖Ef‖Lp(Y ) ≤ CεE
CRε

( γ

M

) 1
pm

− 1
p
R

n+m
2

( 1
pm

− 1
2
)+ m

2(m+1) ‖f‖2,

where

2 < pm =

(

1

2
− 1

m3 −m

)−1

< p

and C is a large dimensional constant.

Proof. We induct on the radius R. Note that estimate (4.2) is trivial when R . 1. We may
assume that Proposition 4.1 is true for R replaced by R1 = R/K2.

We start with a broad-narrow analysis following [1–3, 12]. We decompose the frequency
space Bn(0, 1) into disjoint K−1-cubes τ . For each physical K2-cube B, define the significant
set

S(B) :=

{

τ : ‖Efτ‖Lp(B) ≥
1

(100K)n
‖Ef‖Lp(B)

}

.

Since the number of K−1-cubes τ is ∼ Kn, triangle inequality gives
∥

∥

∥

∥

∥

∥

∑

τ∈S(B)

Efτ

∥

∥

∥

∥

∥

∥

Lp(B)

∼ ‖Ef‖Lp(B).

The above relation explains the name significant set S(B).
The physical K2-cube B is said to be narrow if there is an (m− 1)-dimensional subspace

V such that for all τ ∈ S(B),

Angle(G(τ), V ) ≤ 1

100nK
.

Otherwise, the physical K2-cube B is said to be broad. By the definition of broad cube B,
there exist a constant Cbr

n and caps τ1, ..., τm ∈ S(B) such that for any vj ∈ G(τj),

|v1 ∧ v2 ∧ ... ∧ vm| ≥ Cbr
n K−n.

Recall that ‖Ef‖Lp(Bk) is dyadically a constant for Bk ⊂ Y = ∪M
k=1Bk. To control

‖Ef‖Lp(Y ), it suffices to estimate M/2 many Bk’s. If at least a half of the cubes Bk is
broad, we will estimate these broad Bk only in Subsection 4.1. If otherwise, we will estimate
narrow Bk only in Subsection 4.2.
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4.1. Broad case. Define the collection of m-tuple of transverse caps:

(4.3) Γ := {(τ1, ..., τm) : |v1 ∧ ... ∧ vm| ≥ Cbr
n K−n for any vj ∈ G(τj)}.

For each broad B, there exists (τ1(B), ..., τm(B)) ∈ Γ such that

‖Ef‖pLp(B) . KO(1)‖Efτj(B)‖pLp(B)

for all 1 ≤ j ≤ m. Therefore,

(4.4) ‖Ef‖pLp(B) . KO(1)
m
∏

j=1

‖Efτj(B)‖p/mLp(B).

By physical translations and locally constant principle (see for instance [11]), the geometric
average and the Lp norm over K2-cube B on the right hand side of (4.4) can be interchanged
at a cost of KO(1) and harmless physical translations:

(4.5)
m
∏

j=1

‖Efτj(B)‖p/mLp(B) . KO(1)

∥

∥

∥

∥

∥

m
∏

j=1

|Efτj(B),vj (B)|1/m
∥

∥

∥

∥

∥

p

Lp(B)

,

where

vj(B) ∈ B(0, K2) ∩ Z
n+1, fτj ,(v′,vn+1)(ξ) = fτj (ξ)e

i(v′·ξ+vn+1|ξ|2).

Since there are onlyKO(1) many choices in (τ1, ..., τm) ∈ Γ and v1, ..., vm ∈ B(0, K2)∩Zn+1,
there exists (τ1, ..., τm) ∈ Γ and v1, ..., vm ∈ B(0, K2) ∩ Z

n+1 such that τj = τj(Bk) and
vj = vj(Bk), j = 1, ..., m for K−CM many broad Bk ⊂ Y . Let B denote the collection of
these broad cubes Bk. In the rest of the proof of the broad case, we fix caps (τ1, ..., τm)
and translations v1, ..., vm. For brevity, write fj = fτj ,vj . Since ‖Ef‖Lp(Bk) is dyadically a
constant in k, summing over any sub-collection B′ of broad cubes Bk ∈ B gives

(4.6) ‖Ef‖pLp(Y ) . KO(1)

(

M

#B′

)O(1)
∥

∥

∥

∥

∥

m
∏

j=1

|Efj|1/m
∥

∥

∥

∥

∥

p

Lp(∪
B′B)

.

In order to exploit the transversality of caps τj , we apply the following multilinear refined
Strichartz estimate from [6]:

Theorem 4.2. Let q = 2(m+1)
m−1

. Suppose that (τ1, ..., τm) ∈ Γ are m transverse caps, where Γ
is defined as in (4.3). Let Z = Z(P1, ..., Pn+1−m) be a transverse complete intersection with
degPi ≤ Rδdeg, where 0 < δdeg ≪ δ ≪ ε are small parameters. Let fj ∈ L2 be supported on
τj and concentrated in wave packets from TZ(E).

Let Q1, ..., QN be lattice R1/2-cubes in NER1/2(Z) ∩ Bn+1(0, R) such that

‖Efj‖Lq(Qk) is dyadically a constant in k, for each j = 1, 2, ..., m.

Then
∥

∥

∥

∥

∥

m
∏

j=1

|Efj |1/m
∥

∥

∥

∥

∥

Lq(∪N
k=1Qk)

/ EO(1)R−n+1−m
2(m+1) N− m−1

m(m+1)

m
∏

j=1

‖fj‖1/m2 .

However, the right hand side of (4.6) cannot be estimated directly by Theorem 4.2:
7



• Lebesgue exponents do not match: p = 2m
m−2

> q = 2(m+1)
m−1

.
The locally constant principle allows us to pass from Lp to Lq via the “reverse”
Hölder’s inequality:

(4.7)

∥

∥

∥

∥

∥

m
∏

j=1

|Efj|1/m
∥

∥

∥

∥

∥

Lp(B)

. KO(1)

∥

∥

∥

∥

∥

m
∏

j=1

|Efj|1/m
∥

∥

∥

∥

∥

Lq(B)

.

The ℓp over the collection B can be better estimated by ℓq if we dyadic pigeonhole
for a significant sub-collection of broad cubes B so that the left hand side of (4.7)
is comparable for all B in this sub-collection. Precisely, for a dyadic number A ∈
[R−C‖f‖2, RC‖f‖2], let BA be a sub-collection of B such that

∥

∥

∥

∥

∥

m
∏

j=1

|Efj|1/m
∥

∥

∥

∥

∥

Lp(B)

∼ A

for each B ∈ BA. Here, C is a large constant so that the contribution from other
dyadic numbers A can be ignored. There are ∼ logR ∼ε logK many dyadic numbers
A. Therefore, by pigeonholing, there exists some dyadic number Ã such that BÃ

contains at least K−CM many cubes B.
For any sub-collection B′ of BÃ, we have

(4.8)

∥

∥

∥

∥

∥

m
∏

j=1

|Efj|1/m
∥

∥

∥

∥

∥

Lp(∪
B′B)

. |#B′| 1p− 1
q





∑

B∈B′

∥

∥

∥

∥

∥

m
∏

j=1

|Efj |1/m
∥

∥

∥

∥

∥

q

Lp(B)





1/q

.

By (4.7) and (4.8), we have

(4.9)

∥

∥

∥

∥

∥

m
∏

j=1

|Efj|1/m
∥

∥

∥

∥

∥

Lp(∪
B′B)

. KO(1)|#B′| 1p− 1
q

∥

∥

∥

∥

∥

m
∏

j=1

|Efj|1/m
∥

∥

∥

∥

∥

Lq(∪
B′B)

.

• The arrangement of B ∈ B in each lattice R1/2-cubes does not obey the assumption
of Theorem 4.2.

We further sort the collection BÃ as follows. For a dyadic number λ ∈ [1, R
n+1
2 ] and

dyadic numbers ι1, ..., ιm ∈ [R−C‖f‖2, RC‖f‖2], let BÃ,λ,ι1,...,ιm
be a sub-collection of

BÃ such that each lattice R1/2-cube Q containing some cubes B in the sub-collection
contains ∼ λ cubes from BÃ, and

‖Efj‖Lq(Q) ∼ ιj , for each j = 1, ..., m.

Similarly, there are Oε(logK) many dyadic numbers λ, ι1, ..., ιm. By pigeonholing,
there exists a sub-collection B′ = BÃ,λ,ι1,...,ιm

of BÃ which contains at least K−CM

many cubes B. Let Q1, ..., QN be lattice R1/2-cubes containing some B ∈ B′. By
counting the number of cubes B ∈ B′, we have the relation

(4.10) K−CM . λN.
8



By Theorem 4.2 and the relation above, we obtain

(4.11)

∥

∥

∥

∥

∥

m
∏

j=1

|Efj |1/m
∥

∥

∥

∥

∥

Lq(∪
B′B)

.ε K
O(1)EO(1)R−n+1−m

2(m+1)
+ ε

2

(

M

λ

)− m−1
m(m+1)

m
∏

j=1

‖fj‖1/m2 .

Combining (4.6), (4.9), (4.11) and the fact that ‖fj‖2 ≤ ‖f‖2, we get

(4.12) ‖Ef‖Lp(Y ) .ε K
O(1)EO(1)R−n+1−m

2(m+1)
+ ε

2M
1
p
− 1

q

(

M

λ

)− m−1
m(m+1)

‖f‖2.

Moreover, by putting r = R1/2 into (4.1), we have

(4.13) λ ≤ γRn/2,

and by considering B(x′, r) = 2Bk in (4.1), we obtain

(4.14) 1 ≤ γ(2K2)n.

On the other hand, by a theorem of Wongkew [14] on the volume of neighborhoods of real
algebraic varieties, NER1/2(Z) ∩ Bn+1(0, R) can be covered by . En+1−mRm/2(Rδdeg)n+1−m

many balls of radius R1/2. Each R1/2-ball contain at most γRn/2 many cubes Bk. Therefore,

(4.15) M ≤ EO(1)γR
m+n

2
+O(δdeg).

To prove (4.2), by (4.12) and (4.13), it suffices to show that

R−n+1−m
2(m+1) M

1
p
− 1

q

(

M

γRn/2

)− m−1
m(m+1)

≤ EO(1)KO(1)
( γ

M

)
1

pm
− 1

p
R

n+m
2

( 1
pm

− 1
2
)+ m

2(m+1)
+ ε

2 .

Rearranging gives

M
m−2

m3−m ≤ EO(1)KO(1)γ
2m−3
m3−mR

(m−2)(m+n)

2(m3−m)
+ ε

2 ,

which can be seen by (4.14) and (4.15).
We have finished the proof of the broad case.

4.2. Narrow case. Recall from the definition that for each narrow K2-cube B, there is an
(m− 1)-dimensional subspace V such that for all τ ∈ S(B),

Angle(G(τ), V ) ≤ 1

100nK
.

The narrow assumption allows us to apply the following (m − 1)-dimensional decoupling
inequality:

‖Ef‖Lp(B) ∼

∥

∥

∥

∥

∥

∥

∑

τ∈S(B)

Efτ

∥

∥

∥

∥

∥

∥

Lp(B)

.ε K
ε4





∑

τ∈S(B)
‖Efτ‖2Lp(10B)





1/2

+R−1000n‖f‖2(4.16)

≤ Kε4

(

∑

τ∈S
‖Efτ‖2Lp(10B)

)1/2

+R−1000n‖f‖2.

9



where p = 2m
m−2

, and S is the set of K−1-cubes tiling Bn(0, 1).
Fix τ ∈ S. We hope to bound ‖Efτ‖Lp(10B) on the right-hand side of (4.16) by the induc-

tion on radius following a parabolic rescaling argument. For each 1/K-cube τ in Bn(0, 1),
we write ξ = ξ0 +K−1ζ ∈ τ , where ξ0 is the center of τ . Then

|Efτ (x
′, xn+1)| = K−n/2|Eg(x̃′, x̃n+1)|

for some function g with Fourier support in the unit cube and ‖g‖2 = ‖fτ‖2, where the new
coordinates (x̃′, x̃n+1) are related to the old coordinates (x′, xn+1) by

(4.17)

{

x̃′ = K−1x′ + 2xn+1K
−1ξ0 ,

x̃n+1 = K−2xn+1 .

For simplicity, denote the above relation by (x̃′, x̃n+1) = F (x′, xn+1). Denote R1 ≤ R the
new scale. Note that the preimage of R1-cubes under the map F are boxes � of dimensions
R1K × ...R1K × R1K

2 pointing to the direction given by (−2ξ0, 1). A natural choice of R1

is such that R1K
2 = R. We tile Bn+1(0, R) by these boxes �τ,D. By a smooth partition of

unity, we can write fτ =
∑

D f�τ,D
, where Ef�τ,D

is essentially supported on �τ,D, with a
Schwartz tail. For reading convenience, we neglect the Schwartz tail in the sequel.

Now we have f =
∑

τ fτ =
∑

τ

∑

D f�τ,D
. To ease the notations, we simply write f =

∑

� f�. Since each K2-cube B lies in exactly one box �τ,D, the decoupling inequality (4.16)
implies that

(4.18) ‖Ef‖Lp(B) .ε K
ε4

(

∑

�

‖Ef�‖2Lp(10B)

)1/2

,

where the tail term R−1000n‖f‖2 is neglected.
Recall that K = Rδ and R1 = R/K2 is the new scale. Set K1 = Rδ

1. The preimages of K2
1 -

cubes B̃k under the parabolic rescaling F are tubes S of dimensions K2
1K× ..×K2

1K×K2
1K

2

pointing to the same direction as �. Therefore, we tile � by these tubes S. Figure 2 below
shows various important objects in the physical space under the parabolic rescaling.

Moreover, wavepackets T of dimensions R1/2+δ×...×R1/2+δ×R are mapped to wavepackets

T̃ at scale R1 of dimensions R
1/2+δ+O(δ2)
1 ×...×R

1/2+δ+O(δ2)
1 ×R1 under F . It is straightforward

to check that the tangent-to-variety condition is preserved under parabolic rescaling: T is

ER−1/2-tangent to Z(P1, · · · , Pn+1−m) implies that the rescaled tube T̃ is ER
−1/2
1 -tangent

to Z(Q1, · · · , Qn+1−m), where Qj = Pj ◦ F−1. For example, see the proof of Theorem 7.1 in
[5].

In what follows, we will perform dyadic pigeonholing so that each rescaled f�, which
we denote by f̃�, satisfies the assumptions in the Proposition 4.1 at scale R1 with dyadic
parameters γ1, M1 uniformly in �. To sum over all B ∈ Y efficiently, we will also sort B
and � so that the rescaled B is contained in ∼ µ many K2

1 cubes and ‖f�‖2 is dyadically a
constant in �.

In the following list, we first write down the desired properties by performing the dyadic
pigeonholing in italic font, followed by how we sort narrow B ⊂ Y , S ⊂ � or � to achieve
these goals.

(1) ‖Ef̃�‖Lp(B̃k)
is dyadically a constant. Since f̃� and B̃k are the rescaling of f� and

S respectively, it suffices to have ‖Ef�‖Lp(S) dyadically a constant. We sort S ⊂ �
10



R1K = R/K

R

S

KK2
1

K2K2
1

�

Parabolic rescaling F

R1

B̃k

K2
1

Figure 2. important objects in the physical space under the parabolic rescaling

according to the value of ‖Ef�‖Lp(S). For a dyadic number β1, let S�,β1 be the
collection of S such that ‖Ef�‖Lp(S) ∼ β1.

(2) Each S contains ∼ η narrow K2-cubes B. We further sort S ∈ S�,β1 according to
the number of narrow K2-cubes it contains. For a dyadic number η, let S�,β1,η be the
sub-collection of S�,β1 such that each S contains ∼ η narrow K2-cubes B. Denote
Y�,β1,η the union of tubes S in S�,β1,η.

(3) Parameters M1, γ1 and the value of ‖f�‖2 are dyadically constants in �. Since
F−1 respectively maps K2

1 -balls B̃k and r-balls Br to S and tubes Tr of dimensions
Kr×...×Kr×K2r pointing to the same direction as �, we sort the boxes � according
to the number of S ∈ S�,β1,η, the value of

(4.19) max
Tr⊂�:r∈[K2

1 ,
√
R1]

#{S ∈ S�,β1,η : S ⊂ Tr}
rn

and ‖f�‖2. For dyadic numbers M1, γ1, β2, let Bβ1,η,M1,γ1,β2 be the collection of boxes
� such that

#S�,β1,η ∼ M1, the quantity in (4.19) ∼ γ1, ‖f�‖2 ∼ β2.

After rescaling, for each � ∈ Bβ1,η,M1,γ1,β2, f̃� and K2
1 -cubes in F (Y�,β1,η) satisfy the

assumptions in Proposition 4.1 at scale R1 with parameters γ1,M1.
(4) Each narrow K2-cube B is contained in Y�,β1,η for ∼ µ many � ∈ Bβ1,η,M1,γ1,β2. For

a dyadic number µ, let Y ′
β1,η,M1,γ1,β2,µ

be the union of narrow K2-cubes B such that

(4.20) #{� ∈ Bβ1,η,M1,γ1,β2 : B ⊂ Y�,β1,η} ∼ µ.

By construction, ⊔β1,ηY�,β1,η = �. Therefore, on 10B, we have

Ef� =
∑

β1,η

Ef� · χY�,β1,η
110B⊂Y�,β1,η

,

11



where χY�,β1,η
is the characteristic function on Y�,β1,η and 110B⊂Y�,β1,η

is the indicator function
on the condition 10B ⊂ Y�,β1,η . Here, we use the fact that the dimensions of B is much
smaller than that of S.

By the triangle inequality and construction that Bβ1,η,M1,γ1,β2 are disjoint collections of �,
(4.18) implies that

(4.21) ‖Ef‖Lp(B) .ε K
ε4

∑

β1,η,M1,γ1,β2











∑

�∈Bβ1,η,M1,γ1,β2
10B⊂Y�,β1,η

‖Ef�‖2Lp(10B)











1/2

,

for each narrow K2-cubes B.
The total contributions from the sets where β1 ≤ R−C‖f‖2 or β2 ≤ R−C‖f‖2 are negligible

for some large enough C. Therefore, we can bound the interesting dyadic parameters by

R−C‖f‖2 ≤ β1, β2 ≤ RC‖f‖2, 1 ≤ M1, µ, η ≤ RO(1), K−2n ≤ γ1 ≤ RO(1).

There are O(logR) many dyadic numbers in these range. For each narrow K2-cubes B,
we choose parameters β1(B), η(B),M1(B), γ1(B), β2(B) that maximize the term inside the
parentheses in (4.21). We further pick the most popular parameters β1, η,M1, γ1, β2 among
all narrow K2-cubes B and µ with the largest |Y ′

β1,η,M1,γ1,β2,µ
|. With these parameters, we

have properties (1) - (4) and the decoupling inequality

(4.22) ‖Ef‖Lp(B) .ε K
ε4(logR)5











∑

�∈Bβ1,η,M1,γ1,β2
10B⊂Y�,β1,η

‖Ef�‖2Lp(10B)











1/2

,

for & (logR)−6M many narrow K2-cubes B ⊂ Y ′
β1,η,M1,γ1,β2,µ

.
We are done with the dyadic pigeonholing argument and fix parameters β1, η,M1, γ1, β2, µ

for the rest of the proof. Abbreviate Bβ1,η,M1,γ1,β2 , Y�,β1,η and Y ′
β1,η,M1,γ1,β2,µ

by B, Y� and
Y ′ respectively.

We are now ready to apply parabolic rescaling F and the induction hypothesis. First,

(4.23)
‖Ef�‖Lp(Y�)

‖f�‖2
= K

n+2
p

−n
2
‖Ef̃�‖Lp(F (Y�))

‖f̃�‖2
.

Recall that the tangent-to-variety condition is preserved under parabolic rescaling. Together
with properties (1) and (3), f̃� and F (Y�) satisfy the assumptions in Proposition 4.1 at scale
R1 with parameters γ1,M1. By induction on radius R, we obtain

(4.24) ‖Ef̃�‖Lp(F (Y�)) .ε E
CRε

1

(

γ1
M1

) 1
pm

− 1
p

R
n+m

2
( 1
pm

− 1
2
)+ m

2(m+1)

1 ‖f̃�‖2.
12



We are ready to estimate ‖Ef‖Lp(Y ):

‖Ef‖Lp(Y ) . (logR)O(1)

(

∑

B⊂Y ′

‖Ef‖pLp(B)

)1/p

. Kε4(logR)O(1)µ
1
2
− 1

p





∑

�∈B:10B⊂Y�

‖Ef�‖pLp(10B)





1/p

. Kε4(logR)O(1)µ
1
2
− 1

pK
n+2
p

−n
2ECRε

1

(

γ1
M1

)
1

pm
− 1

p

R
n+m

2
( 1
pm

− 1
2
)+ m

2(m+1)

1

(

∑

�∈B
‖f�‖p2

)1/p

. K
n+2
p

−n
2
+2ε4EC

(

µ

#B

)
1
2
− 1

p
(

γ1
M1

)
1

pm
− 1

p
(

R

K2

)
n+m

2
( 1
pm

− 1
2
)+ m

2(m+1)
+ε

‖f‖22.

The first inequality follows from the assumption that ‖Ef‖Lp(Bk) is essentially a constant
and that Y ′ contains & (logR)−6M many narrow K2-cubes Bk. The second inequality
follows from property (4), (4.22) and Hölder’s inequality. The third inequality follows from
parabolic rescaling (4.23) and the induction hypothesis (4.24). The last inequality follows

from (logR)O(1) .ε K
ε4 and property (3) that ‖f�‖2 is dyadically a constant.

We claim that

(4.25)
µ

#B
. min

{

1, Kε4M1γK
n+1

Mγ1

}

.

Assume the claim for now. Since 1/2 ≥ 1/pm, we estimate
(

µ

#B

)
1
2
− 1

p
(

γ1
M1

)
1

pm
− 1

p

. KO(ε4)

(

M1γK
n+1

Mγ1

)
1

pm
− 1

p
(

γ1
M1

)
1

pm
− 1

p

= KO(ε4)+(n+1)( 1
pm

− 1
p)
( γ

M

)
1

pm
− 1

p

.

We now check the power of K. Recall that p = 2m
m=1

and pm =
(

1
2
− 1

m3−m

)−1
. A direct

computation shows that

n + 2

p
− n

2
+ (n + 1)

(

1

pm
− 1

p

)

− 2

[(

n+m

2

)(

1

pm
− 1

2

)

+
m

2(m+ 1)

]

= 0.

Therefore, the induction for the narrow case closes as long as KO(ε4)

K2ε ≪ 1, which can be

achieved by taking K = Rδ sufficiently large compared to any constant depending on ε.
It remains to prove the claim (4.25).
Recall from the definition of µ in (4.20) that for each B ⊂ Y ′,

#{� ∈ B : B ⊂ Y�} ∼ µ.

The first upper bound µ
#B

≤ 1 is obvious. To see the second bound, we first consider the

cardinality of the set {(�, B) : � ∈ B, B ⊂ Y� ∩Y ′} in two ways. On one hand, there are at
least (logR)−6M many K2-cubes B in Y ′, each of which is contained in about µ many Y�.
We obtain a lower bound

#{(�, B) : � ∈ B, B ⊂ Y� ∩ Y ′} & (logR)−6Mµ.
13



On the other hand, for each � ∈ B, Y� contains about M1 many tubes S by property (3)
and each S contains about η many narrow K2-cubes B by property (2). Since not all the
narrow K2-cubes are in Y ′, we have only an upper bound

#{(�, B) : � ∈ B, B ⊂ Y� ∩ Y ′} . (#B)M1η.

Combining the estimates, we have

(4.26)
µ

#B
.

(logR)6M1η

M
.

Let Tr ⊂ � be the maximizer in (4.19), for some r ∈ [K2
1 ,
√
R1]. We count the cardinality

of {B ⊂ Y : B ⊂ Tr} in two ways. On one hand, Tr contains about γ1r
n many S by property

(3) and each S contains about η many narrow K2-cubes B by property (2). Since not all
K2-cubes B ⊂ Y are narrow, we have only a lower bound

#{B ⊂ Y : B ⊂ Tr} & γ1r
nη.

On the other hand, Tr, a tube of dimensions Kr× ...×Kr×K2r can be partitioned into
K many Kr-balls. Since Kr ∈ [K2,

√
R], by assumption, each Kr-balls contains at most

γ(Kr)n many K2-cubes B in Y . Thus, we obtain an upper bound

#{B ⊂ Y : B ⊂ Tr} . Kγ(Kr)n.

Combining the estimates, we have

(4.27) η .
γKn+1

γ1
.

The second bound in (4.25) follows from (4.26), (4.27) and the estimate (logR)6 .ε K
ε4 .

We have proved the claim, and hence the narrow case. �

References

[1] J. Bourgain, On the Schrödinger maximal function in higher dimension, Tr. Mat. Inst. Steklova 280

(2013), no. Ortogonal′nye Ryady, Teoriya Priblizhenĭı i Smezhnye Voprosy, 53–66.
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