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A B S T R A C T

Multi-phase computed tomography (CT) scans use contrast agents to highlight different anatom-
ical structures within the body to improve the probability of identifying and detecting anatomical
structures of interest and abnormalities such as liver lesions. Yet, detecting these lesions remains
a challenging task as these lesions vary significantly in their size, shape, texture, and contrast
with respect to surrounding tissue. Therefore, radiologists need to have an extensive experi-
ence to be able to identify and detect these lesions. Segmentation-based neural networks can
assist radiologists with this task. Current state-of-the-art lesion segmentation networks use the
encoder-decoder design paradigm based on the UNet architecture where the multi-phase CT scan
volume is fed to the network as a multi-channel input. Although this approach utilizes infor-
mation from all the phases and outperform single-phase segmentation networks, we demonstrate
that their performance is not optimal and can be further improved by incorporating the learning
from models trained on each single-phase individually. Our approach comprises three stages.
The first stage identifies the regions within the liver where there might be lesions at three differ-
ent scales (4, 8, and 16 mm). The second stage includes the main segmentation model trained
using all the phases as well as a segmentation model trained on each of the phases individually.
The third stage uses the multi-phase CT volumes together with the predictions from each of the
segmentation models to generate the final segmentation map. To demonstrate its ability to gener-
alize beyond liver lesions, we also test our approach on brain lesions in multi-contrast magnetic
resonance imaging (MRI). Overall, our approach improves relative liver lesion segmentation per-
formance by 1.6% while reducing performance variability across subjects by 8% when compared
to the current state-of-the-art models.

© 2024 All rights reserved.

1. Introduction

Liver cancer is the sixth most commonly occurring cancer
and the third most common cause of cancer death worldwide
(Sung et al., 2021). It is also the second most common cause
of premature death from cancer (Rumgay et al., 2022). Detect-
ing and identifying lesions within the liver is a crucial step in
the diagnosis and treatment of liver cancer. Computed tomog-
raphy (CT) scans play a pivotal role in the detection and seg-
mentation of lesions and tumors in the liver, serving as a funda-
mental technique in both diagnostic assessments, and the plan-
ning and tracking of treatment procedures (Elbanna and Kielar,
2021). The accurate identification and delineation of hepatic
abnormalities are crucial for effective treatment planning, yet
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they present significant challenges due to the complexity and
variability of the liver anatomy across subjects, the variable
appearance of lesions including their shape, size, and contrast
with surrounding healthy tissue, as well as imaging artifacts and
noise. As a result, radiologists, despite extensive training and
experience, are still challenged by this task where the recall of
liver lesions can be as low as 72% for lesions of sizes in the
range of 10-20 mm and 16% for lesions smaller than 10 mm
(Wiering et al., 2007; Freitas et al., 2021). Consequently, there
is a need for computerized approaches to assist radiologists in
detecting and segmenting lesions within the liver.

Multi-phase CT scans are used by clinicians to enhance liver
lesion diagnostic accuracy through contrast enhancement in dif-
ferent phases, namely the delay, arterial, and venous phases
(Oliva and Saini, 2004; Bae, 2010). During the arterial phase,
the CT scan captures images shortly after contrast injection,
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highlighting the vascular nature of certain lesions, such as hep-
atocellular carcinoma, by showing their hyperenhancement due
to their arterial blood supply. The venous phase follows, where
contrast washout in lesions and enhancement of the surround-
ing liver parenchyma can help to distinguish between benign
and malignant lesions, as many malignancies show a distinct
contrast behavior compared to the liver. The delay phase, taken
several minutes after contrast administration, provides further
insight by showing the retention of contrast in certain lesions,
such as hemangiomas and fibrotic changes, aiding in their iden-
tification and differentiation from other pathologies. This multi-
phase approach allows for an overall improved evaluation of
liver lesions by leveraging the dynamics of contrast uptake and
washout, which increases lesion saliency with respect to healthy
tissue; increasing detection and segmentation sensitivity (Oliva
and Saini, 2004).

Segmentation algorithms aim to identify, localize, and pro-
vide a dense label for each pixel that belongs to the objects of
interest within an image . This also extends to 3D medical im-
age volumes such as those encountered in CT and MRI scans
where a dense label is assigned for all voxels within the ob-
jects of interest (Lakare and Kaufman, 2000). Current state-of-
the-art segmentation approaches rely on deep learning models.
Prior to deep learning, many traditional segmentation methods
achieved relative success in isolating objects of interest from
its surrounding for segmentation purposes (Bulu and Alpko-
cak, 2007). These traditional methods, however, often relied
on handcrafted features to identify objects of interest, which
limited their ability to generalize beyond their specified appli-
cation. In medical imaging, methods such as intensity level
thresholding (Liao et al., 2001), region growing (Lin et al.,
2000), active contours, block matching, shape fitting (Dick-
ens et al., 2002) and watershed transformation (Salman and
Bahrani, 2010) were relatively successful at localized segmen-
tation and object isolation from its surrounding. They were,
however, less successful at global object localization and seg-
mentation within the context of a whole image or a 3D medical
scan.

In contrast to traditional methodologies that depend on pre-
defined features, deep learning strategies employ trainable pa-
rameters. These parameters are dynamically adjusted through-
out training to enhance performance on the designated task,
thereby improving their ability to generalize (Rumelhart et al.,
1986). This learning approach is key to improve their general-
ization capabilities and allows deep learning methods to excel
in global object localization and segmentation. In the context
of segmentation, deep learning models use an encoder to ex-
tract features from the input image, and a decoder to spatially
contextualize these features (Long et al., 2015), generating a
pixel-wise segmentation map for 2D images or a voxel-wise
map for 3D images. Within the domain of medical image seg-
mentation, convolutional neural networks (CNNs) stand out as
the best performing models (Ronneberger et al., 2015; Zhou
et al., 2019; Isensee et al., 2021; Oktay et al., 2018). CNNs
utilize convolutional kernels within the encoder to extract fea-
tures and in the decoder to spatially contextualize these fea-
tures. Besides CNNs, transformers have also shown signifi-

cant promise in medical image segmentation by processing im-
ages on a patch-wise basis in the encoder instead of relying on
convolutional kernels (Hatamizadeh et al., 2022, 2021). Both
CNNs and transformers have their own advantages and disad-
vantages. CNNs excel at capturing spatial hierarchies and local
features within images, making them particularly suited for de-
tailed and texture-rich medical images, but they struggle with
long-range dependencies. On the other hand, transformers han-
dle global context well while less capable of capturing local
features without excessively large datasets and higher compu-
tational resources (Dosovitskiy et al., 2020; Liu et al., 2021).

Many deep learning methods aimed to solve the difficult
problem of liver lesion segmentation. These models perform
better when trained on 3D image volumes rather than 2D image
slices or 2.5D multi-slice images (Bilic et al., 2023). Fully con-
volutional networks (FCN) based on the UNet architecture are
the most successful at this problem so far (Ronneberger et al.,
2015; Bilic et al., 2023). The UNet architecture uses a symmet-
ric structure with a contracting path (the encoder) to capture
context and extract features and an expanding path to localize
features (the decoder) with skip connections between the en-
coder and decoder to combine features at different stages of the
network. Several developments have been proposed to the UNet
architecture to improve its segmentation and efficiency perfor-
mance. These developments targeted different components of
the network. Notably, these improvements included modifica-
tions to the convolutional block, such as the integration of resid-
ual or bottleneck blocks, which aid in mitigating the vanishing
gradient problem and improving feature representation without
substantially increasing computational complexity (He et al.,
2016; Khanna et al., 2020). Additionally, advancements have
been made in the architecture’s skip connections, with the in-
troduction of nested and multi-stage connections that facilitate
the model’s ability to capture and integrate multi-scale contex-
tual information more effectively (Zhou et al., 2019). Moreover,
the incorporation of attention mechanisms within the skip con-
nections further refines the model’s focus on relevant features,
significantly enhancing segmentation precision by selectively
emphasizing important spatial features while suppressing less
relevant information (Oktay et al., 2018).

In multi-phase and multi-contrast segmentation, state-of-
the-art models like MedNext (Roy et al., 2023) and nnUNet
(Isensee et al., 2021) leverage the distinct phases of contrast-
enhanced CT and MRI images as separate channel inputs to
utilize the unique information each phase and contrast provide
to enhance segmentation accuracy. These models have demon-
strated remarkable proficiency in delineating objects of inter-
est by capturing the diverse dynamics of objects appearance
across different contrast phases, which is crucial for accurate le-
sion characterization. However, it should be noted that current
leading methods do not incorporate attention or feature fusion
mechanisms within their skip connections, which has the poten-
tial to refine feature selection and improve segmentation preci-
sion by focusing on areas of interest within the image. Contrary
to these state-of-the-art approaches, our approach extends the
multi-phase segmentation strategy by first employing individual
models to extract features from each phase independently, im-
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(a) (b) (c)
Fig. 1. Three slices from different subjects in the liver lesion dataset (a)-(c). Each slice is acquired at a different phase and cropped to the liver region. The
lesion region of interest is highlighted in a yellow bounding box. Within each of the cropped regions, the boundary of the lesion is outlined in yellow.

proving the recovery of distinct information presented in each.
Subsequently, another model is utilized to extract features from
the CT volumes and the predicted segmentation maps, aiming
for a global segmentation enhancement. This is followed by
a targeted enhancement process for the segmentation of each
lesion individually. The proposed approach enhances the uti-
lization of both global context and lesion-specific details from
each of the phases, improving the accuracy, consistency and
granularity of liver lesion segmentation.

1.1. Clinical Relevance and Contribution

Accurate and consistent detection, localization and segmen-
tation of liver lesions in CT scans is a key step in diagnosing
and managing liver cancer. This precision is crucial not only
for identifying the presence of malignant tissues but also for
accurately assessing their size, shape, and location within the
liver. Such detailed information is necessary for oncologists
and surgeons in formulating tailored treatment plans, includ-
ing the selection of appropriate surgical interventions and tar-
geted therapies as well as monitoring disease progression. Oth-
erwise, the consequences can be severe, potentially leading to
the progression of cancer and premature fatalities if lesions are
missed or under-characterized. On the other hand, overestima-
tion of lesion size or incorrect localization can lead to unnec-
essary or overly aggressive treatments, subjecting patients to
risks and complications. Such errors may result in surgeries
that remove more healthy tissue than necessary or in the selec-
tion of treatment modalities that do not optimally target the can-
cer, adversely affecting the patient’s quality of life and survival
chances.

In this paper we propose a multi-stage multi-target segmenta-
tion framework that is based on fully convolutional neural net-
works. The framework comprises three stages. The first stage
identifies the regions within the liver where there might be le-
sions at three different scales (4, 8, and 16 mm). The second
stage includes the main segmentation model trained using all
the phases as well as a segmentation model trained on each of
the phases individually. The third stage uses the multi-phase CT
volumes together with the predictions from each of the segmen-
tation models to generate the final segmentation map. Contrary
to current state-of-the-art multi-phase segmentation approaches
that incorporate different phases as different input channels to
the model, our approach incorporates learning from each in-
dividual phase. In the main segmentation model we design a
feature fusion and attention (FF&A) module that improves the

ability of the model to combine features from the decoder and
encoder in the skip connection. The module mixes features
from the previous stage in the decoder and features from the
encoder in the skip connection and extracts features from the
mixture to generate spatial weighting of the features coming
from the encoder on a coarse (using projected axial pooling)
and a fine basis.

We test the segmentation and detection performance of our
approach on a three-phase CT dataset. The dataset contains
scans from 354 subjects annotated with liver lesion segmen-
tation labels. Each subject has 3 contrast enhanced scans at
three different phases which are the arterial, delay, and venous
phases. Example scans from this dataset showing slices from
each of the phases are shown in Fig. 1. In this paper, we
compare the proposed framework as well as the main segmen-
tation model of the framework (the second stage of the pro-
posed framework) to the current state-of-the-art segmentation
models, which are the MedNext (Roy et al., 2023), nnUnet
(Isensee et al., 2021), SwinUNetR (Hatamizadeh et al., 2021),
and Model Genesis (Zhou et al., 2021) models. Both our pro-
posed segmentation model and the overall framework improved
the segmentation and detection performance on a global, and
by-subject manner; improving the overall segmentation accu-
racy while reducing performance variability across subjects.
Beyond liver lesion, we also tested our approach on the BraTS
(Menze et al., 2014; Bakas et al., 2017, 2018) Brain Tumor MRI
dataset to demonstrate its ability to accurately detect and seg-
ment anatomical structures of interest in multi-phase and multi-
contrast medical images. Overall, the major contributions of
our work are:

A) A multi-stage multi-target segmentation framework for
liver lesions in multi-phase CT scans that leverages fully
convolutional neural networks; improving liver lesion seg-
mentation and detection.

B) A fully convolutional stage that identifies possible regions
containing lesions at three different scales (4, 8, and 16
mm) to highlight areas of the liver where radiologists and
clinicians might need to investigate more thoroughly for
possible tumors beyond the final segmentation map.

C) A segmentation strategy that incorporates features learned
from individual phases in both the encoder and decoder
in addition to the multi-phase segmentation model for an
improved feature extraction and spatial contextualization.
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D) A feature fusion and attention (FF&A) module in the skip
connections of the main segmentation model to integrate
and emphasize relevant features from both the encoder and
decoder paths for an enhanced segmentation spatial focus.

2. Related Works

2.1. Encoder-Decoder Architectures for Semantic Segmenta-
tion

Deep learning models based on the encoder-decoder archi-
tecture with skip connections are the current state-of-the-art for
medical image segmentation regardless of the imaging modality
or the target anatomical structures (Zhou et al., 2019; Jha et al.,
2020, 2021; Isensee et al., 2021; Roy et al., 2023; Hatamizadeh
et al., 2021). These architectures, which use a contracting path
(the encoder) followed by an expansive path (the decoder), en-
code spatial information in an image and then contextualizes it
spatially to generate a mask map where each pixel, or voxel for
3D images, is represented individually based on the class it be-
longs to (Badrinarayanan et al., 2017). Skip connections which
combine features from the layers of the encoder and decoder at
the same depth level improve the overall performance of these
architectures significantly. These skip-connections transfer the
feature map at each level and either concatenate it with or add
it to the feature map in the expansive path, forming the well-
known UNet architecture (Ronneberger et al., 2015). The most
significant improvements of the UNet architecture either tar-
geted these skip connections (Zhou et al., 2019; Oktay et al.,
2018), the convolution block within the encoder and decoder
(Alom et al., 2019; Khanna et al., 2020), or self-configurability
of the network depth and width (Isensee et al., 2021). Further-
more, using deep supervision, Zhou et al. (2019), and Zhu et al.
(2017) were able to improve the performance of UNet in seg-
mentation tasks for various medical imaging applications.

Among the improvements that focused on redesigning the
skip connections of the UNet architecture, UNet++ (Zhou et al.,
2019), Attention UNet (Oktay et al., 2018), and MultiResUNet
made large strides in improving the overall segmentation capa-
bilities of the UNet architecture across different medical im-
age segmentation tasks. UNet++ uses a nested architecture
that refines skip connections using multiple interconnected con-
volutional networks at different depths, enabling an increased
mixture of features across the network. Attention UNet in-
corporates attention gates within its skip connections, focus-
ing the model spatially on relevant image regions by selectively
emphasizing important features while suppressing less rele-
vant information. Other models such as the ResUNet, UNetR
Hatamizadeh et al. (2022), SwinUNetR (Hatamizadeh et al.,
2021), and MedNext (Roy et al., 2023) improved on the UNet
architecture by modifying the design of the convolutional block
or replacing it with a transformer-based block. The ResUNet
architecture replaces the convolutional blocks within the en-
coder and decoder with residual convolutional blocks while the
MedNext model uses a residual bottleneck convolutional block,
which is a 3D version of the ConvNext block proposed by Liu
et al. (2022). The UNetR and SwinUNetR models replaced
the encoder with a transformer-based encoder using the VIT-B

model and the Swin Transformer, respectively. The MultiRe-
sUNet, on the other hand, included modifications to both the
convolutional block as well as the skip connections, by incor-
porating multi-residual paths inspired by DenseNet in the first
and successive residual blocks in the second. Transformers en-
coders in general, however, struggle with smaller objects and
extracting localized dense representations as they encode fea-
tures using patch-based manner. The Swin Transformer aimed
to mitigate this problem with shifted windows, but they still lag
behind in their ability to recover small objects such as lesions
in their early stages.

2.2. Liver Lesion Segmentation in Single- and Multi-Phase CT
Scans

Deep learning models based on the UNet architecture are
the most widely used and best performing for the task of
liver lesion segmentation in single-phase CT scans (Bilic et al.,
2023). These models include the current state-of-the-art model,
nnUNet (Isensee et al., 2021). The nnUNet model uses the
original UNet architecture and incorporates a self-configuration
approach that modifies the networks depth, width, and under-
sampling stages, among others, based on the dataset footprint
in terms of the target anatomical structure intensity and spatial
characteristics. The Model Genesis (Zhou et al., 2021) UNet
model, which uses self-supervised learning as a pre-training
approach to learn transferable image representations, also per-
forms comparably to the nnUNet model. Transformer models
in general do not perform on bar with CNN models due to the
relative small size of lesions to the overall scan. However, the
SWinUNetR model can achieve comparable results due to the
use of shifted windows which improves local and small fea-
ture extraction for dense segmentation predictions. Chen et al.
(2020) proposed OctopusNet, which is a CNN-based architec-
ture that uses separate encoder branches and a single decoder
branch for multi-phase medical image segmentation. In their
tests, Chen et al. (2020) found that this approach improves per-
formance when compared to using the different phases as input
channels. Nevertheless, current state-of-the-art approaches uses
the latter network design.

Although these models were tested on multi-phase and multi-
contrast datasets such as the Brain tumor dataset (BraTS), they
were not tested on lesion segmentation in multi-phase CT scans
prior to the work we present in this paper. At the time of this
paper writing, there are currently no publicly available multi-
phase liver lesion segmentation datasets. Therefore in our ap-
proach we use an internally created three-phase dataset that was
annotated and rated by two different radiologists for 354 sub-
jects with primary and secondary liver tumors. Each subject
was scanned at the arterial, delay, venous phases of contrast
injection. Multi-phase and multi-contrast models use each of
the phases or contrast images as a separate input channel to
the overall model while maintaining the same structure of the
model overall. For example, a model trained on segmenting a
three-phase CT scan will have a single input of three channels,
each channel representing each of the phases individually. Al-
though this approach incorporates information from all of the
phases, we demonstrate in our work that this is not optimal and
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Fig. 2. The proposed framework structure with its different stages. The three outputs of stage 1 are converted to a heatmap that weights the input to stage
2. The outputs of stage 2 are concatenated with the CT image volume from each phase and then fed to stage 3. The structure of the models in stage 2 and
model 2 in stage 3, as well as the structure of the Stem, Output, 3D ConvNext, and 3D DownConvNext blocks are outlined in Fig. 3.

that incorporating models trained on each of the phases individ-
ually enhances the segmentation performance significantly.

3. Proposed Method

Effective identification and segmentation of lesions in the
liver benefits significantly from imaging at different phases post
contrast injection as the response of these tumors to the contrast
agent at different times allow them to be more distinguishable
from surrounding tissue. Hence, it is important to be able to
extract features from these scans in a matter that allows the seg-
mentation model to segment them accurately. Therefore, we
design our framework, which is composed of three stages as
shown in Fig. 2, to incorporate a segmentation model trained
using all the phases as multi-channel input as well as a segmen-
tation model trained on each of the phases individually. The
outcomes of these models together with the CT volumes are fed
into the third stage, which is a segmentation correction and re-
finement stage, to generate the final segmentation map. Prior to
these two stages we feed the CT volume to the first stage, which
identifies the areas within the liver where there might be lesions
at three different scales (4, 8, and 16 mm). In the main segmen-
tation model we design a feature fusion and attention (FF&A)
module that improves the ability of the model to combine fea-
tures from the decoder and encoder in the skip connections. In
this section, we explain our approach in detail, starting with the
augmentation and pre-processing techniques that are used dur-
ing training to promote generalization and robustness.

3.1. Pre-Processing and Augmentation

Pre-processing and augmentation while training neural net-
works is an essential step to promote robustness and generaliza-
tion. We use them in our proposed approach to induce variabil-
ities into the training set stemming from the variabilities inher-
ent in scans that would be present when the model is deployed.

The proposed augmentation methods can be categorized into
three main categories: a) intensity-based to account for different
imaging devices and b) geometrically rigid and c) elastic trans-
formations to account for variations in anatomical structures’
shape, size and elasticity. Prior to augmentation, we pre-process
the CT volume images and prepare them for our segmentation
framework by clipping and normalizing their intensity values
and randomly selecting a patch of size 128 × 128 × 128 voxels,
which are the dimensions of the model input image. All the CT
volumes are resampled to an isotropic spatial spacing of 1×1×1
mm.

For intensity-based augmentation, we randomly choose a set
of options to change the visual properties of CT scans during
training. We adjust properties like brightness, contrast, and
noise levels. These changes teach the model to identify im-
portant features even when scans are created using different CT
devices or reconstruction settings. Additionally, we simulate
how a patient might be positioned slightly differently for each
scan. We do this by rotating, shifting, cropping, resizing, and
flipping the images. This helps the model become more reli-
able, ensuring it can accurately analyze scans even when there
are variations in how the patient was situated during the imag-
ing process. Additionally, we use affine transformations that in-
clude shearing and scaling to mimic the way soft tissues might
stretch or compress. We also introduce elastic deformations that
simulate the natural variations in shape and position of internal
organs. These variations can be caused by factors like breath-
ing, differences in patient body size, or even the presence of
tumors or other abnormalities. By simulating these tissue vari-
abilities, we make the model more robust in recognizing impor-
tant anatomical features despite the inevitable differences be-
tween individual patients.
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(a) (b)

Fig. 3. The architecture and structure of the proposed main segmentation model in stage 2 of the framework (a) with the different building blocks outlined
(b): The convolutional block in the encoder and decoder branches, the upsampling convolutional block, the attention and feature fusion block, and the
stem and output blocks. The spatial dimension and number of feature channels at the output of each of these blocks are outlined in (a). The structure of
model 2 in stage 3 of the framework is the same as the main model in (a), but uses only 3 stages (stages 1, 2, and 3) instead of 4 in the encoder and decoder
together with the bottleneck bridge.

3.2. The Liver Lesion Segmentation Framework

3.2.1. Stage 1: Lesion localization and Patch Flagging Model
This stage is tasked with identifying the areas within the liver

that might contain lesions at three different scales (4, 8, and
16 mm). This stage’s model is outlined in Fig. 2. The first
component of the model is a stem that expands the input patch
feature width from 3 (a channel for each phase) to 32 chan-
nels. The model uses five convolutional blocks. Each convo-
lutional block contain two 3D ConvNext blocks followed by a
3D down sampling ConvNext block, apart from the last convo-
lutional block, which does not use a down sampling block. The
outputs from the third (prior to down sampling), fourth (also,
prior to down sampling), and fifth convolutional blocks are then
fed to an output convolutional layer to generate a segmentation
map at each of the scales, namely 4, 8, and 16 mm. These seg-
mentation maps work as an area or patch flagging mechanism
where patches at each of the scales are either flagged (contain-
ing lesion) or not. The patches are then combined to form a
compound heatmap that highlight areas within the liver where
the model believes there are lesions.

3.2.2. Stage 2: Lesion Segmentation Model
In this stage we train the encoder-decoder segmentation mod-

els outlined in Fig. 3. We train a main model that takes all the
phases as input channels as well as a model for each of the
phases individually. The first component of this model is also a
stem that expands the input patch feature width from 3 (a chan-
nel for each phase) to 32 channels. The model uses four convo-
lutional blocks in the encoder and four convolutional blocks in
the decoder with a bridge bottleneck after the last encoder block
to connect the encoder with decoder. Each convolutional block

contains two 3D ConvNext blocks followed by a 3D down sam-
pling ConvNext block while the bridge bottleneck contains only
two 3D ConvNext blocks. The structure of the ConvNext and
down sampling ConvNext blocks are outlined in Fig. 3 (b).
ConvNeXt blocks improve upon prior convolutional blocks de-
sign by offering greater efficiency through depth-wise separa-
ble convolutions, and incorporating transformer-inspired design
paradigms such as the inverted bottleneck design. This enables
ConvNext-based models to perform on bar with transformer-
based models on coarse computer vision tasks such as classi-
fication while outperforming them on dense prediction tasks
such as segmentation, especially for small objects. To train
the model, we incorporate deep supervision where the output
of each convolutional block in the decoder at each depth level
(N) is fed to an output linear projection layer that contracts the
channel space from 2(N−1)C to 2, which represents the number
of classes (background versus lesion).

To improve feature mixing in the skip connection between
the encoder and decoder, we incorporate a Coarse+Fine Fea-
ture Fusion & Attention Module (C+F FFA). This module in-
cludes two feature fusion and attention mechanisms; the first is
Axial Projected Coarse Attention (APCA) while the second is
Gated Fine Attention (GFA), to refine feature maps by empha-
sizing spatially relevant information. The APCA mechanism
processes features from the encoder (X f ) and decoder (Xg) lay-
ers, using 1×1×1 convolutions and group normalization to cre-
ate a compact representations in the feature space. These are
mixed and then projected across each of the three spatial di-
mensions using adaptive average pooling, concatenation, and
further feature extraction using convolutional layers to gener-
ate coarse and smooth attention maps that is less susceptible
to noise due to axial based projection and averaging. These
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maps are used to spatially weight the feature map from the en-
coder (X f ), to enhance relevant features. The GFA module, in
parallel, processes the same feature sets with 1×1×1 convolu-
tions and group normalization, combining them without axial
projection to maintain fine details of representations within the
feature map. A subsequent convolution produces a spatial at-
tention map, modulating (X f ) to focus on important spatial re-
gions. Together, these mechanisms enable focusing on salient
features of interest, which enhances the segmentation accuracy
by acknowledging spatial relationships within the image. The
detailed structure of both modules is outlined in Fig. 4.

Fig. 4. The structure of the Axial Projected Coarse Attention (APCA)
module and the Gated Fine Attention module (GFA), which are the two
components of the Coarse+Fine Feature Fusion & Attention Module.

3.2.3. Stage 3: Segmentation Correction and Refinement
This stage is composed of two individual models. The first

model incorporates the segmentation probability map from the
models trained in stage 2 as well as the CT volume from each
of the phases as inputs. This model is trained on patches of
the same size as the patches used in stage 2. The model has
three individual encoder branches for each of the three phases
followed by feature fusion through concatenation and a con-
volutional block, which is then followed by a single decoder
branch to generate the overall segmentation map. Each of the
encoder branches has two input channels. The first channel is
the CT volume patch from one of the phases. The second input
channel is the mean of the segmentation probability map output
of the model trained on the same phase and the model trained
on all phases from stage 2. This model structure is shown in
Fig. 2.

The second model works on refining the segmentation map
by lesion. For each of the lesions predicted by the first model in
stage 3, this model uses an encoder-decoder structure as shown
in Fig. 2 to refine the segmentation for that lesion. To iden-
tify and separate lesions, we use morphological connectivity to
identify each of the lesions, then create a bounding box around
this lesion with a margin of 20% as input to this model. The
segmentation map is then updated based on the segmentation
output for each of the lesions individually to create the overall
final segmentation map.

3.3. Model Training and Segmentation Refinement

All models in the different stages of the proposed framework
are trained using a compound loss function of two loss func-

tions. The first is the binary cross-entropy (BCE) loss func-
tion, which promotes matching the predicted mask map with the
ground truth on a voxel by voxel basis globally over the whole
mask without explicit consideration for overlap or object-based
penalization. For a predicted mask (X) and ground truth mask
(Y), both of of size H × W × D, the loss is defined for each
training example as:

Lbce(X,Y) = −
1

H ×W × D

H∑
i=1

W∑
j=1

D∑
k=1

ℓ
(
xi jk, yi jk

)
, (1)

where the predicted mask x and ground truth y at location
(i, j, k) are used to calculate the loss ℓ

(
xi, j,k, yi, j,k

)
at each of the

voxels:

ℓ
(
xi jk, yi jk

)
= wcyi jk logσ(xi jk) + (1 − yi jk) logσ(xi jk). (2)

In (2), σ(x) is the sigmoid function defined as σ(x) = 1/(1 +
exp(−x)), and i = 1, 2, ...,H, j = 1, 2, ...,W, and k = 1, 2, ...,D.
σ(x) maps the predicted voxels onto a probability space of pre-
dictions; its value indicates an object if it is larger than or equal
to a threshold, and background otherwise (this threshold is usu-
ally set to 0.5, the median between 0 and 1). The second loss
function is the Dice loss, which uses the Dice coefficient be-
tween the predicted and ground truth mask. The Dice coeffi-
cient promotes overlap matching and provides an explicit local-
ized and object-based penalization. The Dice coefficient (Dc) is
defined as (Zijdenbos et al., 1994):

Dc(Ŷ ,Y) =
2
∑

(Ŷ ⊙ Y)∑H,W,D
i, j,k=1 ŷi jk +

∑H,W,K
i, j,k=1 yi jk

(3)

⊙ is element-wise multiplication and ŷi jk = σ(xi jk). The loss
based on the dice coefficient (Dc) promotes higher Dc values
while countering lower ones. It is defined as:

LDc (X,Y) = 1 − Dc(Ŷ ,Y). (4)

The total compund loss function is defined as the weighted sum
of the two losses:

Lob j(X,Y) = αbLbce(X,Y) + αdLDc (X,Y), (5)

where the coefficients αb and αd control the contribution of each
loss to the total loss function. In our implementation we chose
αb = αd = 1.

3.3.1. Stage 3 Model Training
In stage 3, the first model processes inputs from the three

phases of CT scans and the segmentation probability maps to
generate an initial segmentation map. Each encoder branch
takes a CT volume patch and the averaged segmentation prob-
ability maps as input. For each phase p ∈ {A,D,V}, where A
stands for arterial, D for delayed, and V for venous. The input
to the model is formed as follows:

Ip = CC(Vp,
1
2

(Xp + X3p)), (6)

where Cc represents channel-wise concatenation, Vp the CT
volume patch from each of the phases, and Xp and X3p are the
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(a) (b) (c) (d) (e) (f)

Fig. 5. The largest axial slice of each liver lesion in the whole dataset (a), the training set (b), and the test set (c) overlaid onto one image at a scale of 1 mm.
The boundary of these lesions in the same axial slice for the whole dataset (d), training set (e), and test set (f).

segmentation probability maps from the models trained on this
phase and three phases in stage 2, respectively. Each of the en-
coders generates a feature map (Ep) from each of the phases
individually, which we define as Ep = FE(Ip) where FE repre-
sents the encoder feature extraction operations outlined in Fig.
2. The overall output segmentation map from this model is then
computed as follows:

XR = FDCC(EA, ED, EV ). (7)

In (7), FD represents the decoder operations, and Cc channel-
wise concatenation. EA, ED and EV are the encoder feature
outputs of the arterial, delay, and venous phases. For the second
model in stage 3, the input to the model is formed by isolating
each of the lesions in XR using morphological connectivity and
identifying the width, height, and depth of the lesion. We then
crop a bounding box that is 20% larger than the lesion span
in each of these dimensions from the CT volume V . Finally we
iteratively update XR with the refined segmentation map of each
of the lesions as follows:

XR =

L∑
l=1

FM2(Vl), (8)

where FM2 represents the the second model operations and Vl

the cropped region from the three phase CT volume for each of
the lesions l = 1, 2, ..., L.

4. Experiments And Results

4.1. Datasets

We evaluated our model on 2 different datasets. The first
dataset is the main dataset we used to test our approach. It is
a clinical dataset that was developed by researchers and clin-
icians at VinBrain, JSC and the University Medical Center at
Ho Chi Minh City. This dataset contains contrast-enhanced 3-
phase (arterial, delay, and venous) CT scans of the liver from
354 subjects. The dataset was annotated and rated by two ra-
diologists with extensive experience in liver oncology. Each
of the axial scans in the dataset has a resolution of 512 × 512
pixels at a physical spacing that ranges from 0.5 mm to 0.84
mm with an average of 0.66mm. Slice thickness in the dataset
ranges from 0.5mm to 1mm with an average of 0.9 mm. The
average number of lesions in each of the scans is 2.2 while the
maximum is 11 and the minimum is 1. Lesions are of signif-
icantly varying sizes with lesions as large as 129 mm and as

small as 2.7 mm in diameter present within the dataset scans.
Masks of these lesions and their boundaries overlaid using their
largest axial slice are shown in Fig. 5 to demonstrate the vari-
ability in lesion sizes and boundaries within the dataset. The
scans from the arterial phase and delay phase were registered
on the venous phase for each of the subjects. This dataset have
lesions with varying shapes, sizes, and semantics with respect
to healthy liver tissue, which forms a reasonable challenge to
test the performance of the proposed framework.

In addition to the main dataset, we test our approach on the
BraTS19 (Menze et al., 2014; Bakas et al., 2017, 2018) dataset
to evaluate its ability to extend its performance improvements
to other multi-phase and multi-contrast datasets beyond liver
lesion segmentation. The BraTS19 dataset contains MRI scans
of the brain from 484 subjects for the purpose of brain tumor
segmentation. For each subject, the dataset contains 4 multi-
contrast scans, which are: a) native T1, b) post-contrast T1-
weighted, c) T2-weighted, and d) T2 Fluid Attenuated Inversion
Recovery (FLAIR). The dataset was annotated by 1 to 4 raters
and these annotations were approved by experienced neurora-
diologists. All the scans are distributed after they have been
pre-processed through co-registration to the same anatomical
template atlas, interpolated to the same spatial resolution of 1
mm, and skull-stripped.

4.2. Experimental Setup and Data Preperation
For each of the datasets, we trained the models in the pro-

posed framework from randomly initiated weights. For the liver
lesion dataset the scans were split into 200 for training and 154
for testing while for the BraTS dataset the split was 387 for
training and 97 for testing. For the liver lesion dataset, the
liver was segmented using a model trained on the LiTS dataset
and scans with only the liver region were used for the training
and testing of the proposed lesion segmentation approach. The
BraTS dataset is already pre-processed with the organ of inter-
est (brain) isolated. We used a spatial resolution of 1 mm3 for
both datasets and patches of size 128 × 128 × 128 voxels for
the models in stage 2 and 3, and patches of size 64 × 64 × 64
voxels for the model in stage 1. The CT scans intensity values
which are represented by the Hounsfield units were clipped to
the range [-200, 200] before normalization. We compared the
proposed approach performance to four 3D segmentation net-
works, which are the current leading models across different
medical segmentation tasks. These models are the SwinUnetR
(Hatamizadeh et al., 2021), Model Genesis (Zhou et al., 2021),
nnUNet (Isensee et al., 2021), and MedNext (Roy et al., 2023).
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Table 1. The proposed framework liver lesion segmentation performance on the multi-phase CT dataset. Section I outlines the results of just the segmenta-
tion model (stage 2 for our framework). For each of the arterial, delay, and venous phases the input number of channels is 1 while for 3-Phase, the number
of input channels is 3 (arterial, delay and venous stacked). Section II outlines the performance of the overall proposed framework with our proposed
segmentation model in stage 2 as well as the nnUNet and MedNext models. Best and 2nd best results are boldfaced for each category in Section I while only
the best is boldfaced in Section II. All metrics are in the range 0 to 100. Values in parenthesis represent the standard deviation across subjects.

Global By Subject Surface

Phase Model Dice Dice IoU Recall Precision Dice

Section I: Segmentation Model Results

Arterial

SwinUNetR 71.5 60.3 (± 28.5) 48.6 (± 26.8) 62.4 (± 30.3) 68.6 (± 30.3) 43.8
Model Gnesis 75.8 63.1 (± 26.1) 50.8 (± 25.0) 72.4 (± 26.0) 63.2 (± 28.0) 45.5
nnUNet 77.2 65.7 (± 26.5) 54.0 (± 25.9) 65.1 (± 29.0) 76.7 (± 25.8) 51.1
MedNext 80.7 69.5 (± 23.7) 57.6 (± 24.2) 75.9 (± 23.0) 71.6 (± 26.7) 54.0
Ours 80.8 69.8 (± 24.0) 58.0 (± 24.2) 75.7 (± 23.4) 72.1 (± 26.8) 54.3

Delay

SwinUNetR 79.5 61.6 (± 28.6) 50.0 (± 26.8) 66.5 (± 30.8) 66.6 (± 30.4) 44.1
Model Genesis 78.5 62.4 (± 28.2) 50.8 (± 26.7) 67.6 (± 29.4) 66.4 (± 30.2) 45.7
nnUNet 81.8 64.3 (± 29.5) 53.3 (± 27.6) 64.4 (± 31.4) 73.2 (± 29.1) 48.8
MedNext 82.7 67.3 (± 27.1) 56.0 (± 26.1) 66.7 (± 28.6) 76.8 (± 25.6) 52.6
Ours 83.0 67.4 (± 27.0) 56.1 (± 26.1) 66.9 (± 28.8) 76.8 (± 25.5) 52.8

Venous

SwinUNetR 80.0 63.6 (± 26.6) 51.6 (± 25.7) 66.3 (± 28.3) 69.9 (± 29.0) 47.5
Model Genesis 79.4 63.3 (± 29.7) 52.3 (± 27.8) 68.0 (± 30.8) 67.4 (± 30.7) 47.8
nnUNet 82.9 65.5 (± 29.2) 54.6 (± 27.8) 65.0 (± 30.8) 73.6 (± 29.6) 51.5
MedNext 82.1 67.8 (± 26.5) 56.3 (± 26.2) 69.9 (± 27.6) 73.4 (± 28.2) 54.0
Ours 82.2 67.8 (± 26.4) 56.5 (± 26.1) 69.8 (± 27.4) 73.5 (± 28.0) 54.1

3-Phase

SwinUNetR 81.6 68.2 (± 23.2) 55.8 (± 23.5) 68.1 (± 25.0) 78.0 (± 23.6) 53.1
Model Genesis 80.8 70.7 (± 22.4) 58.7 (± 22.8) 73.4 (± 23.5) 76.6 (± 23.2) 57.6
OctopusNet 75.5 67.2 (± 22.7) 54.4 (± 22.5) 64.2 (± 24.3) 81.2 (± 23.5) 52.4
nnUNet 83.7 73.4 (± 22.4) 62.0 (± 23.0) 74.8 (± 24.2) 79.4 (± 22.0) 61.8
MedNext 83.9 75.1 (± 20.1) 63.6 (± 21.1) 76.8 (± 22.6) 80.3 (± 19.1) 64.1
Ours 84.1 75.5 (± 19.8) 63.9 (± 20.8) 76.8 (± 22.1) 80.9 (± 18.9) 64.4

Section II: Overall Framework Results

Overall
Ours (nnUNet) 84.2 74.1 (± 22.1) 62.8 (± 22.7) 77.7 (± 22.8) 77.3 (± 22.2) 62.7
Ours (MedNext) 84.6 75.8 (± 18.9) 63.8 (± 20.9) 79.1 (± 19.5) 78.6 (± 20.8) 64.5
Ours (Ours) 85.1 76.3 (± 18.5) 64.6 (± 20.3) 79.1 (± 20.0) 80.0 (± 19.4) 65.0

We also compared our approach to OctopusNet, which is specif-
ically designed for multi-phase and multi-contrast medical im-
ages. Furthermore, we incorporate the two best performing
models out of these four, which are the nnUNet and MedNext
models, as the stage 2 models in our framework to demonstrate
the ability of the overall framework we propose to improve the
segmentation output of these models. The models were trained
for 800 to 1200 epochs depending on the learning rate that is
suitable for the model, which ranged from 1e−4 to 1e−2. All the
models were trained using the AdamW (Loshchilov and Hutter,
2017) optimizer and loss function defined in (5), except for the
nnUNet and Model Genesis models, which are trained using the
stochastic gradient descent optimizer as it is the recommended
optimizer for both models. At each iteration within an epoch,
we select two patches randomly from the image volume using
a weighted sampling scheme that gives a 50% higher weight
to the probability of sampling a patch containing a lesion. The
second model in stage 3 was trained using a single patch at a
time as the patches were of varying size depending on the le-
sion size.

4.3. Evaluation and Results

4.3.1. Evaluation Metrics
To evaluate the performance of our proposed architecture,

we use multiple segmentation, detection and localization met-
rics. For segmentation, we use the Dice score and the intersec-
tion over union (IoU) metrics. Both metrics are considered the
benchmark metric used to evaluate detection, and segmentation
methods (Lin et al., 2014). The Dice score is defined in (3)
while the IoU metric is calculated as follows:

IoU(Ŷ ,Y) =
∑

(Ŷ ⊙ Y)∑
(Ŷ |Y)

, (9)

where ⊙ is element-wise multiplication, | is the element-wise
or logical operator, Ŷ is the predicted mask map, and Y is the
ground truth. For the Dice score, we measure it globally by
aggregating true positives (TP), false positives (FP), and false
negatives (FN) over all subjects and then computing the Dice
score as follows:

Dc =
2T P

2T P + FP + FN
(10)
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Fig. 6. Qualitative comparison of the proposed approach to the other four baseline models. The figure presents a side-by-side assessment of the different
approaches’ segmentation performance on lesions of different sizes, shapes and intensity characteristics. The first column shows the original CT image
slices cropped to the liver region with the region of interest highlighted in a yellow bounding box. The subsequent columns show the cropped bounding
box region with the outline of segmentation results from the different approaches (in red) and the ground truth segmentation outline (in yellow). The Dice
score for each of the predictions outlined is listed below each image.

We also measure the Dice score by subject to capture the vari-
ability in model performance across subjects. Furthermore, we
evaluate the segmentation recall (T P/(T P+FN)) and precision
(T P/(T P + FP)) by subject as well as the surface Dice score at
a tolerance of 1.5mm.

4.3.2. Overall Segmentation Performance
The performance of the proposed approach using the seg-

mentation evaluation metrics outlined in Section 4.3.1 is sum-
marized in Table 1, and is compared to the other 5 benchmark
models. In section I of Table 1 we compare the performance of
segmentation models only (stage 2 for our framework) without
the use of the whole framework. In these models, the input is
either a single channel 3D image patch for individual phases

or a 3-channel 3D image patch for the 3-phase case. In sec-
tion II of the table we summarize the performance of the whole
framework. The proposed approach constantly outperformed
the 5 benchmark models, and was able to improve the feature
extraction and segmentation of lesions from the different phases
leading to a 1.6% relative Dice score improvement (76.3% ver-
sus 75.1%) when compared to the best performing benchmark
model. This performance improvement translates to better seg-
mentation maps of lesions with better detection and boundaries
as shown in Fig. 6 and Fig. 7. In Fig. 6, lesions with dif-
ferent characteristics from multiple subjects are shown together
with the ground truth and predicted segmentation boundaries
from our model and other baseline models. In Fig. 6, we
demonstrate the ability of the proposed framework to improve
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Fig. 7. Qualitative demonstration of the proposed framework ability to improve the segmentation outcome versus 3-Phase segmentation models by incor-
porating leanings from each of the phases individually. The figure presents a side-by-side comparison of the overall framework to the different models
trained on each of the phases individually (arterial, delay, and venous) as well as the 3-Phase model. The first column shows the original CT image slices
cropped to the liver region with the region of interest highlighted in a yellow bounding box. The subsequent columns show the cropped bounding box
region with the outline of segmentation predictions (in red) and the ground truth segmentation outline (in yellow). For each of the models trained on
individual phases, the ground truth and predictions are shown on a cropped box region from the corresponding phase slice. The Dice score for each of the
predictions outlined is listed below each image.

segmentation accuracy when compared to the 3-Phase segmen-
tation models. The first stage of the framework improves the
segmentation model Dice score performance across subjects by
0.1% while stage 3 improves the overall performance by 0.7%.
The overall framework can also integrate with other segmenta-
tion models that can be used instead of our proposed model in
stage 2 of the framework. We conducted two experiments with
the best two benchmark models. A relative Dice score perfor-
mance improvements of 1% were observed for both the nnUNet
and MedNext models as shown in Section II of Table 1.

4.3.3. Extension to The BraTS Dataset
On the BraTS dataset, we evaluated the ability of the pro-

posed approach to improve the segmentation of brain tumors
when tested on a different imaging modality and a different
anatomical structure of interest. We can observe from Table 2
that the proposed approach outperforms the current state-of-the-
art model and further reduces segmentation variability across
subjects. The performance improvement on the BraTS dataset
is not as significant when compared to the liver lesion dataset

due to the proximity in performance between models trained on
each of the individual contrast images and the model trained us-
ing all four contrast images together as a 4-channel input. Nev-
ertheless, The proposed framework reduced the relative Dice
score variability across subjects, which is represented by the
standard deviation, by 5.2% when compared to the benchmark
model.

4.3.4. Performance Variability Across Subjects
Performance consistency when it comes to lesion segmenta-

tion and detection is crucial to maintain similar levels of pa-
tient care and reduce bias. We designed our framework to im-
prove the recovery and segmentation of lesions by incorporating
learning from individual phase models. This also reduces per-
formance variability across subjects as shown in Table 1. The
proposed framework reduced the relative Dice score variability
across subjects, which is represented by the standard deviation,
by 8% when compared to the best performing benchmark model
(18.5% versus 20.1%).

This consistency is demonstrated in Fig. 8 and Fig. 10. In



12 Abdullah F. Al-Battal et al. /Preprint (2024)

(a) (b) (c) (d) (e)

Fig. 8. Boxplots of the proposed segmentation model performance by subject (in terms of Dice score) compared to the other four baseline models when
trained on the arterial (a), delay (b) and venous (c) phases individually, and when using the three phases as 3-channel inputs (d). The performance of
the overall framework is in (e). For each model as well as the overall framework, the Dice score of each sample from the test set is overlaid on top of the
boxplot as a red circle at the vertical location of the corresponding Dice score. Model names keys: OS = Ours, MN = MedNext, NN = nnUNet, MG =
Model Genesis, and SW = SwinUNetR.

Table 2. The proposed framework brain tumor segmentation performance
on the BraTS dataset. Similar to Table 1, Section I outlines the results of
just the segmentation model while Section II outlines the performance of
the overall proposed framework. All metrics are in the range 0 to 100. Val-
ues in parenthesis represent the standard deviation across subjects. Best
results are boldfaced

Phase Model Dice IoU Recall Precision

Section I: Segmentation Model Results

T1 MedNext 86.6 (8.0) 77.1 (11.2) 86.4 (10.4) 88.0 (9.5)
Ours 86.7 (7.9) 77.1 (11.2) 86.6 (10.4) 87.9 (9.4)

T2 MedNext 88.7 (7.8) 80.4 (10.9) 87.8 (9.7) 90.6 (9.2)
Ours 88.7 (7.5) 80.5 (10.8) 88.1 (9.5) 90.4 (9.3)

T1Gd MedNext 86.5 (7.8) 77.0 (11.3) 85.7 (10.3) 88.6 (9.4)
Ours 86.6 (7.9) 77.1 (11.5) 85.7 (10.5) 88.7 (9.2)

FLAIR MedNext 89.6 (6.9) 81.9 (10.0) 87.8 (10.5) 92.7 (6.7)
Ours 89.8 (6.6) 82.1 (10.0) 88.4 (10.0) 92.3 (6.8)

4-Phase MedNext 90.8 (5.8) 83.7 (9.1) 89.6 (8.7) 92.8 (6.8)
Ours 90.9 (5.8) 83.8 (9.0) 90.0 (8.4) 92.7 (6.9)

Section II: Overall Framework Results

Overall Ours 91.1 (5.5) 84.0 (8.7) 90.3 (7.9) 92.7 (6.8)

Fig. 8, the distribution of the Dice score across subjects using
box plots is shown. The interquartile region of the proposed
model and framework is consistently lower demonstrating a re-
duction in variability and increased consistency. Furthermore,
the proposed approach reduces the number of subjects with
low quality segmentation by 50%, 28.5%, 33.3%, 28.5%, and
12.5% for low quality segmentation with Dice score thresholds
of 0.1, 0.2, 0.3, 0.4, and 0.5 respectively as shown in Fig. 10.
On the other hand, the proposed approach increases the number
of subjects with high quality segmentation by 1.4%, 3.1%, and
1.7% for high quality segmentation with Dice score thresholds
of 0.5, 0.6, and 0.7.

4.3.5. Detection and Localization By Lesion
To evaluate the proposed approach lesion detection perfor-

mance, we computed the precision, recall, and F1 score at dif-
ferent Dice score thresholds (0.1 to 0.9) and calculated the av-

erage precision, recall, and F1 scores across all the thresholds
as shown in Fig. 9. Overall, the average F1 score by lesion
of the proposed approach is 62.8% versus 61.3% and 62.0%
for the MedNext and nnUNet models. In terms of localization,
we used the average Euclidean distance between the center of
ground truth and predicted segmentation by lesion. The differ-
ence in localization performance of our proposed approach with
respect to the best performing benchmark model was relatively
small with an average localization error for detected lesions of
3.44 mm versus 3.50 mm and a standard deviation of 5.40 mm
versus 5.45 mm.

Fig. 9. The lesion detection F1 score by Dice score cutoff. The average
precision (AP), recall (AR), and F1 scores (AF1) across the Dice score cutoff
range of 0.1 to 0.9 are outlined on the plot. Model names keys: OS = Ours,
MN =MedNext, and NN = nnUNet.

4.4. Limitations and Future Prospective

The proposed framework is designed to improve the recov-
ery and segmentation of lesions from multi-phase CT scans of
the liver when compared to multi-channel segmentation mod-
els, which are the current state-of-the-art as shown in Table
1. However, there are still instances (subjects) where mod-
els trained on individual phases outperform both the proposed
framework and the multi-channel segmentation models. There-
fore, a logical future extension of the framework is through the
improvement of feature extraction from individual phase im-
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Fig. 10. Distribution of segmentation performance by subject across multiple Dice score thresholds. The upper panel (a higher count is better) shows the
performance at higher Dice score thresholds (≥ 0.5), indicating the number of subjects for each model achieving a better segmentation score than the
threshold at the top of the graph. The lower panel (a lower count is better) shows the performance at lower Dice coefficient thresholds (< 0.5), indicating
the number of subjects for each model achieving a lower segmentation score than the threshold at the top of the graph. For the upper panel, higher counts
are better while for the lower panel, lower counts are better. This provides insight into the reliability and consistency of each model in clinical settings.
Higher bars at the upper panel suggest superior segmentation capabilities, while lower bars at the lower panel suggest reduced failure rates.

ages, which we believe can be accomplished through either se-
lective ensembling of models’ predictions, or improved fusion
of latent space representations from different phases at differ-
ent stages of the model. Another challenge we observed in our
proposed framework as well as other models is segmenting and
recovering small lesions from the image volume, which remains
an open and challenging problem for lesion segmentation.

5. Conclusion

We proposed a multi-stage segmentation framework for liver
lesions in multi-phase CT scans. The proposed framework de-
sign enables an improved feature extraction from each of the
phases when compared to the current state-of-the-art segmenta-
tion models. This enables the framework to improve the over-
all segmentation performance by 1.6% while reducing perfor-
mance variability across subjects by 8%. As the backbone
segmentation model of the framework, we proposed a UNet-
like architecture that uses the ConvNext convolutional block in
both the encoder and the decoder. In the skip connections we
proposed the Coarse+Fine Feature Fusion & Attention Module
(C+F FFA) to enhance feature fusion and attention between the
encoder and decoder, which improved segmentation accuracy
by 0.4% and reduced performance variability across subjects by
1.5% when compared to the current-state-of-the-art model. Be-
yond liver lesion segmentation in multi-phase CT scans, we also
tested the framework performance on segmenting brain tumors
from multi-contrast MRI scans to further validate its ability to

improve overall segmentation accuracy and reduce performance
variability across subjects.
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