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TWO-SIDED BELL-SHAPED SEQUENCES
MATEUSZ KWASNICKI, JACEK WSZOLA

Abstract. A nonnegative real function f is bell-shaped if it converges to zero at oo

and the nth derivative of f changes sign n times for every n = 0,1,2,... Similarly, a
nonnegative sequence (a(k) : k € Z) is bell-shaped if it converges to zero at +oco and
the nth iterated difference of a(k) changes sign n times for every n = 0,1,2,... A

characterisation of bell-shaped functions was given by Thomas Simon and the first
named author, and recently a similar result for one-sided bell-shaped sequences
was found by the authors. In the present article we give a complete description
of two-sided bell-shaped sequences. Our main result proves that bell-shaped se-
quences are convolutions of Pélya frequency sequences and what we call absolutely
monotone-then-completely monotone sequences, and it provides an equivalent, and
relatively easy to verify, condition in terms of holomorphic extensions of the gener-
ating function.

1. Introduction

1.1. History of bell-shape in a nutshell. The notion of a bell-shaped function
has been present in mathematical literature since 1940s when it was introduced in
the context of statistical games (see Section 6.11.C in [6]). A nonnegative, smooth
real function f is bell-shaped if it converges to zero at oo and its nth derivative
f™ changes sign exactly n times for every n = 0,1,2,... Many common proba-
bility distributions have bell-shaped density functions, including the normal dis-
tribution (27)~'/2exp(—22/2), the Cauchy distribution 77'(1 4+ 2?)~!, and the Lévy
distribution (27)~/2exp(1/(27))1(00)(z). In fact, as proved in [7], all stable distri-
butions have bell-shaped densities; see also [3, [12]. There are no compactly sup-
ported bell-shaped functions [4]. Density functions of hitting times of 1-D diffusion
processes are examples of one-sided (that is, supported in a half-line) bell-shaped
functions [5]. A complete characterisation of the class of bell-shaped functions was
given in [8]. As a corollary, it follows that probability distributions with bell-shaped
density functions are necessarily infinitely divisible.

At this point, a natural question arises: is there a discrete analogue of the theory
of bell-shaped functions? In other words, can one prove similar results for appro-
priately defined bell-shaped sequences? This problem was tackled in the authors’
previous work [9], where the following definition was introduced. A nonnegative
two-sided sequence (a(k) : k € Z) is bell-shaped if it converges to zero at oo and
the sequence of its nth iterated differences (A"a(k)) changes sign exactly n times
foreveryn =0,1,2,...
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A one-sided sequence (a(k) : k € IN) (where N = {0,1,2,...}) can be identified
with the corresponding two-sided sequence satisfying a(k) = 0 for £k < 0. The
methods used in [9] only allowed to characterise one-sided bell-shaped sequences.
Theorem 1.1 in [9] provides two equivalent conditions for a one-sided sequence to
be bell-shaped, in terms of the holomorphic extension of the generating function,
or in terms of Polya frequency sequences and completely monotone sequences.
More precisely, the former condition requires that the generating function is the
exponential of a Pick function with appropriate boundary values. The latter one
asserts that every one-sided bell-shaped sequence is the convolution of a summable
Pélya frequency sequence and a completely monotone sequence which converges
to zero. As a corollary, all discrete stable distributions (see [13]) have one-sided
bell-shaped probability mass functions.

The above results are completely analogous to those available for one-sided
bell-shaped functions. However, the theory of bell-shaped sequences is not en-
tirely parallel to its continuous counterpart: while there are no compactly sup-
ported bell-shaped functions, many finitely supported sequences are bell-shaped.
For example, binomial distributions have bell-shaped probability mass functions
()P (1 =p)" o1,y (K).

The main purpose of the present work is to extend the results of [9] and char-
acterise all two-sided bell-shaped sequences. The major difference, and hence the
main difficulty, lies in the fact that for one-sided bell-shaped sequences, the gen-
erating function is well defined and holomorphic in the unit disc in the complex
plane, and standard inversion formulae apply. On the other hand, for two-sided
sequences the generating function is only defined on the unit circle. Furthermore,
generating functions of two-sided bell-shaped sequences are no longer exponen-
tials of Pick functions. To overcome these difficulties, we need to develop a novel
inversion formula, introduce and study a new class of holomorphic functions, and
adjust the idea of the proof developed in [7, (8, 19].

1.2. Main results. Before we state our main theorem, we need auxiliary defini-
tions.

Following [9], we say that a real function ¢ is stepwise increasing, if it is integer-
valued and nondecreasing. A real function ¢ is called increasing-after-rounding if
there exists a stepwise increasing function ¢ such that ¢ < ¢ < ¢ + 1. Stepwise
decreasing and decreasing-after-rounding functions are defined in an analogous
way. It is straightforward to see that ¢ is increasing-after-rounding if [¢| or [¢]
are stepwise increasing: in this case we may set ¢ = |¢] or ¢ = [¢] — 1. The former
condition is, however, slightly more general. We remark that in [7, 8], the term
level crossing condition is used to describe increasing-after-rounding functions.

A (summable) two-sided Pdlya frequency sequence is, up to multiplication by a
constant, the probability mass function of the sum or difference of at most count-
ably many independent Poissonian, geometric and Bernoulli random variables. A
two-sided sequence a(k) is said to be absolutely monotone-then-completely mono-
tone if the one-sided sequences a(k) and a(—k) are completely monotone. We refer
to Sections and for a detailed discussion

Theorem 1.1. Suppose that a(k) is a two-sided sequence. The following conditions
are equivalent:

(a) a(k) is a bell-shaped sequence;
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3.

Figure 1. A sample function ¢ in Theorem [1.1}c)

(b) a(k) is the convolution of a summable Pdlya frequency sequence b(k) and
an absolutely monotone-then-completely monotone sequence c(k) which con-
verges to zero as k — $00;

(c) The generating function of a(k),

k=—o00

converges on the the unit circle |z| = 1, except possibly = = 1, and F extends
to a holomorphic function in the upper complex half plane, given by

b~ o0 1 s
— —+ _
F(z)—exp(b . +c+/ (S_Z 82+1)¢(3)ds) (1.1)

—0o0

when Im z > 0. Hereb™,b~ > 0, ¢ € R, and  is a Borel function on R such that
(see Figure[I)):
(i) ¢ is stepwise decreasing on (—o0,0);
(ii) ¢ is increasing-after-rounding on (0, c0);
(iii) p <0 on (0,1) and ¢ > 0 on (1, 00);
(iv) ¢ satisfies the integrability condition

= le(s)|
17\ g :
/Oo 211 s < 005
(v) the function F defined by (1.1) satisfies

it ity _
%g%(e 1)F(e") = 0.

Additionally, every quadruple b*,b™, ¢, v satisfying the conditions listed in item
corresponds to a unique bell-shaped sequence a(k).

Remark 1.2. There seems to be no simple way to rewrite condition in Theo-
rem directly in terms of the function ¢. Nevertheless, it is a very natural
condition, which, roughly speaking, corresponds to the fact that >_,> __ Aa(k) = 0.
More precisely, we have the following two sufficient conditions for condition
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e If F' is the generating function of a summable two-sided sequence a(k), then F'
is continuous on the unit circle |z| = 1, and hence condition [(v)|is automatically
satisfied.

e If a(k) converges eventually monotonically to zero as k£ — oo and as k — —o0,
then the generating function F' of a(k) is well-defined (as a conditionally con-
vergent series) when |z| = 1, z # 1, and (z — 1)F(2) is the generating function
of Aa(k). Furthermore, in this case Aa(k) is summable (it has eventually con-
stant sign as k¥ — oo and as k¥ — —o0) and it sums up to zero. Thus, (z — 1)F(z)
extends to a continuous function on the unit circle |z| = 1, and it takes value 0
at z = 1. This is equivalent to say that condition |(v)|is satisfied.

Remark 1.3. If the generating function F'(z) of a given sequence a(k) is given by
an explicit formula when |z| = 1, z # 1, and this formula defines a holomorphic
function in the upper complex half-plane Imz > 0 (denoted again by F(z)), then
it is usually not very difficult to verify whether the conditions of Theorem [1.1)c)|
are satisfied. Indeed: it suffices to check that F' is zero-free in the upper complex
half-plane, and then study the continuous version of the argument of F'(z), which
we denote by 7®(z). One needs to show that ® is the sum of two terms: the Poisson
integral of an appropriate function ¢ (which is necessarily equal to the boundary
values of ®), and b™ Im z+b~ Im 2~ '. Here by saying that ¢ is an appropriate function
we mean that conditions [(i)] through in Theorem hold true.

Later in this section we apply the above procedure to two classes of sequences;

see Examples[1.10/and [T.11]

Remark 1.4. Observe that
1 s 1 1+sz
s—z $241 241 s—2z
Let us agree that (1 + sz)/(s — z) = z when s = oo, so that (1 + sz)/(s — z) be-
comes a continuous function of s on R U {0}, the one-point compactification of R.
Furthermore, let us denote

o(ds) = b0 (ds) — b-do(ds) + 2L ds.

s2+1
Then formula (I.1) can be written as
1
F(z) = exp<c+/ sz o—(ds)>. (1.2)
R

U{oo} S —Zz

Here o is a finite signed measure on R U {cc}, with an appropriate density function
on R\ {0}.

Remark 1.5. Note that a sequence a(k) is bell-shaped if and only if its mirror
image a(—k) is bell-shaped. If the generating function of a(k) is given by the rep-
resentation formula (1.1), then the generating function of a(—k) is equal to F(1/z).
Furthermore, F(1/z) is again given by the right-hand side of (1.1), with parameters
bT,b™, c,¢(s) replaced by b=, b", ¢, —p(1/s).

One-sided bell-shaped sequences correspond to b~ = 0 and ¢(s) > 0 in Theo-
rem @, see Theorem 1.1 in [9]. Combining this with the above observation, we
find that bell-shaped sequences a(k) such that a(k) = 0 for £ > 0 correspond to
b™ = 0 and ¢(s) < 0 in Theorem|L.1]
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Our main result, Theorem [1.1| clearly resembles the corresponding statement
for one-sided bell-shaped sequences (Theorem 1.1 in [9]), as well as the analogous
result for bell-shaped functions (Theorems 1.1 and 1.3 in [8]). Proofs of all these
theorems have a similar structure, developed mostly in [7, 8]. We stress, however,
that the proof of Theorem [I.I]| given below contains two essentially new elements,
already mentioned in the introduction. First, we need a replacement for Post’s in-
version formula for the Laplace transform: its discrete variant employed in [9] does
not apply to two-sided sequences. For this reason we prove in Proposition [2.4] an
inversion formula that involves iterated differences of the Fourier-Laplace trans-
form of the generating function. Next, unlike in the case of one-sided sequences,
holomorphic functions defined by the right-hand side of (1.1) are no longer expo-
nentials of Pick functions; instead, they are certain exponentials of differences of
Pick functions. The pointwise limit of Pick functions is necessarily a Pick function,
but this is no longer true for differences of Pick functions. We were unable to find
a compactness result that would suit our needs in available literature, and so we
needed to prove one. The property that we need in the proof of Theorem [I.7]is
given in Lemma Its proof turned out to be surprisingly long and technical.

Theorem [I.1] shows that, the convolution of bell-shaped sequences, whenever
defined, corresponds to addition of the parameters b*, b7, ¢, ¢ in the representation
formula (1.1) of the corresponding generating functions. Using this fact it is easy
to construct bell-shaped sequences whose convolution is not bell-shaped (because
the sum of corresponding functions ¢ is not increasing-after-rounding on (0, c0)).
We have, however, the following interesting result.

Corollary 1.6 (Wiener-Hopf factorisation of bell-shaped sequences). Suppose that
b(k) is a one-sided bell-shaped sequences, and c(k) is the mirror image of a one-
sided bell-shaped sequence (that is, c¢(k) is bell-shaped and c¢(k) = 0 for k > 0).
Suppose furthermore that the convolution a(k) = b * ¢(k) is well-defined, and that
a(k) converges to zero as k — +oo. Then a(k) is bell-shaped. Conversely, every
bell-shaped sequence can be factorised in the way described above.

Proof. The direct part is a simple consequence of Theorem and its one-sided
version given in [9]. Indeed: suppose that ¢; and ¢, correspond to the functions
¢ in the representation of the generating functions G and H of b(k) and c(k),
respectively. The generating function of a(k) is easily shown to be equal to F(z) =
G(z2)H(z), and therefore F' has representation with ¢ = 1 + py. However, by
Remark(1.5] ¢(s) = 0 for s € [0, 1] and ¢a(s) = 0 for s € [1, 00). It is thus easy to see
that ¢ has properties through . Furthermore, since a(k) converges eventually
monotonically to zero as £k — oo and as k — —oo, condition |(v)| is satisfied by
Remark[1.2] Consequently, ' is the generating function of a bell-shaped sequence
a(k) = bx*c(k).

The converse part of the corollary has an even simpler proof: it suffices to define
¢1(s) = max{¢(s),0} and po(s) = min{p(s),0}, and observe that ¢(s) = ¢1(s)+pa(s),
the parameters b*, 0, ¢, p; correspond to a one-sided bell-shaped sequence b(k) (by
Remark , while the parameters 0,0, 0, ¢ correspond to a sequence c(k) which
is the mirror image of a one-sided bell-shaped sequence (again by Remark|[1.5). O

By a very similar argument, we are able to describe when convolution powers or
convolution roots of bell-shaped sequences are bell-shaped. We leave the details of
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the proof to the interested reader, and we refer to Corollaries 1.4 and 1.5 in [8] for
analogous results for bell-shaped functions.

Corollary 1.7 (infinitely divisible bell-shaped sequences). Suppose that a prob-
ability mass function a(k) is a two-sided bell-shaped sequence. Then a(k) is the
probability mass function of an infinitely divisible distribution if and only if the cor-
responding function ¢ defined in Theorem is equal to zero on (—o0,0). In this
case the convolution roots of a(k) are bell-shaped, too.

Corollary 1.8 (convolution powers of bell-shaped sequences). Suppose that a(k)
is a two-sided bell-shaped sequence, and the convolution powers of a(k) are well-
defined. Then the following two conditions are equivalent:

(a) every convolution power of a(k) is bell-shaped;

(b) the corresponding function ¢ defined in Theorem [1.1| is nondecreasing on
(0,00).

1.3. Examples. The following one-sided bell-shaped sequences (that is, sequences
a(k) equal to 0 for & < 0) have already been discussed in [9]:

1 fork=20;
a(k:):{ or 0;

0 otherwise;

e the delta sequence:

e geometric sequences:

where ¢ € (0,1);
e probability mass functions of Poisson random variables:
A A
a(k)=e R
where A > 0;
e probability mass functions of Bernoulli and, more generally, binomial distribu-
tions:

o) = () -,

where n =1,2,...and p € (0,1);

e one-sided summable Pdlya frequency sequences; that is, convolutions of a fi-
nite or countable infinite number of the above sequences;

e completely monotone sequences;

e probability mass functions of negative binomial distributions:

a(k) = (A " Z - 1)pk(1 -,

where )\ € (0,00) and p € (0, 1);
e probability mass functions of discrete stable distributions, with generating
function

o

S alk)et = exp(-A(1 - 2)"),

k=0
where \ € (0,00) and v € (0, 1]; see [13].
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I

(a)

(b)
Figure 2. The function ¢ in: (a) Example [I.10} (b) Example [I.T1]

The class of one-sided bell-shaped sequences is not closed under convolutions.
However, the main result of [9] describes one-sided bell-shaped sequences as con-
volutions of completely monotone sequences which converge to zero and one-sided
summable Pdlya frequency sequences. This is in perfect analogy with our Theo-
rem [1.1]

By Corollary [1.6] any convolution of a one-sided bell-shaped sequence with the
mirror image of a one-sided bell-shaped sequence, whenever well-defined and con-
vergent to zero at +o0o, is again bell-shaped. Thus, for example, two-sided discrete
stable distributions are bell-shaped. Here by a two-sided discrete stable distribu-
tion we understand the convolution of a one-sided discrete stable distribution and
the mirror image of a one-sided discrete stable distribution, both corresponding to
the same parameter v € (0, 1].

The following beautiful result for one-sided sequences is due to Bondesson [1]. It
is a discrete analogue of the similar theorem about hitting times of one-dimensional
diffusions, given in [5].

Example 1.9 (hitting time of random walks). Consider a random walk X,, on IN =
{0,1,2,...}: a discrete-time Markov chain with steps +1 as long as X,, > 0, and
with an absorbing state 0. Suppose that X, = z, and let N = min{n € N : X,, = 0}
denote the time to absorption. Then the probability mass function of (N — z) is a
one-sided bell-shaped sequence. This follows immediately from Theorem 1 in [1]
and Theorem 1.1 in [9]; see also Theorem 3 therein.

Motivated by Bondesson’s result, below we give two examples of two-sided bell-
shaped sequences, which illustrate a concept that will be significantly extended in
a forthcoming work.

Example 1.10 (discrete Poisson kernel of a half-plane for a simple random walk).
Consider a simple random walk (X,,,Y,,) on the square lattice Z?, performing steps
(+1,0) or (0,+1) with probabilities 1. Suppose that (X, Yy) = (0,y), and let N =
min{n € IN : Y,, = 0} denote the hitting time of Z x {0}. Then X has a bell-shaped

probability mass function.
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In order to prove the above claim, we follow the approach described in Re-
mark[I.3] By definition, the generating function F), of the probability mass function
of X satisfies

2Fy(2) + 2 Fy(2) + Fya(2) + Fya(2)

4
when |z| =1 and y > 1. Additionally, we have Fy(z) =1 and |F,(z)| < 1 when |z| =1
and y > 1. The solution of this second-order linear recurrence equation is given by

24271 \/ z—i—zl\/ 24 2 1\?
Fz)=(2- o J1- 3

when |z| = 1; we omit the details. Observe that for every y > 0, the right-hand
side extends to a holomorphic function in the upper complex half-plane Im z > 0.
Indeed: when Im 2 > 0, then one easily finds that 1 — (2 +27!)/2 € C\ (—o0, 0], and
therefore \/1 — (2 + 2~1)/2 and /3 — (z + 2 !)/2 are well-defined and holomorphic
in this region. In Appendix [Blwe show that F} is given by (I.1)), with b = 0~ = 0,
with an appropriate constant ¢, and with

1
o(s) = lim — Arg F(s +it).

t—0t T
Additionally, we verify that (see Figure [2a))

4

0 if s < 0;
—1 if 0 <s<3—2V2;
1 4—5—5t
s) = { —— arccot if3—2v2 < s<1;
#(s) m Vs+s1—2v/6—5—5s1

! t dosos ) ifl<s<3—42
— arcco S - V2
s Vs+s 1t —2v6—5—s1
1 if s > 3 +2v/2.

\

Since F,(z) = (Fi(z))Y, we conclude that for every y = 0, 1,2, ... the function F), has
the representation with b™ = b~ = 0, with constant ¢ replaced by ¢y, and with
¢ replaced by yy. Since ¢ is nondecreasing on (0, c0) and constant on (—oc,0), it
follows by Theorem|[I.1|that F), is the generating function of a two-sided bell-shaped
sequence, that is, Xy has a bell-shaped probability mass function.

Example 1.11 (discrete Poisson kernel of a half-plane for two independent simple
random walks). Consider a pair (X, Y,) of independent simple random walks on Z,
so that (X,,,Y;) is a random walk in Z? which makes steps (+1,+1) with probabil-
ities i In other words, (X,,Y,) is the simple random walk on the diagonal square
lattice (the usual square lattice rotated by 7). Suppose that (X, Yy) = (0,y), and
let N = min{n € N : Y,, = 0} denote the hitting time of Z x {0}. Then $(Xy + y) has
a bell-shaped probability mass function.

As in the previous example, we follow the approach described in Remark [1.3]
The generating function £, of the probability mass function of %(X ~ + ) satisfies

(o) = Fora() + ) + () £ 2 Ry (2)
Y 4
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when |z| = 1 and y > 1. Furthermore, Fy(z) = 1 and |F,(z)| < 1 when |z] = 1 and
y = 1. The solution of this second-order linear recurrence equation is given by

() = (2 +i(2V/? - 2—1/2)>y

z+1

when |z| = 1 and Imz > 0; again we omit the details. Clearly, the right-hand
side defines a holomorphic function in the upper complex half-plane Imz > 0. In
Appendix [B|we prove that Fj is given by (T.1), with b™ = b~ = 0, with an appropriate
constant ¢, and with

1
o(s) = lim — Arg Fy(s +it).

t—0t T
Additionally, we verify that (see Figure [2(b))

(

0 ifs < —1;
o(s) =14 -1 if —1 <s<0;
1/2 _ —1/2
—arctani if s > 0.
\ T 2

Since F,(z) = (Fi(2))Y, as in the previous example we conclude that for every
y = 0,1,2,... the function F, has the representation with 0T = b~ = 0, with
constant c replaced by cy, and with ¢ replaced by y¢. Additionally, ¢ is nondecreas-
ing on (0,00) and stepwise decreasing on (—o0,0), and hence, by Theorem F,
is the generating function of a two-sided bell-shaped sequence, as desired.

1.4. Organisation of the paper. The remaining part of this article is divided
into two sections. In Preliminaries we recall the notions of Pick functions (Sec-
tion [2.T), generating functions (Section [2.2), absolute and complete monotonicity
(Section [2.3), and Pdlya frequency sequences (Section [2.4)). We also prove various
auxiliary results, including an inversion formula (Section and a compactness
lemma (Section [2.6). In Section |3| of this paper we prove our main result, Theo-
rem We first discuss the easy parts (Section [3.1), before we prove the most
difficult step, implication [(a)| = [(c)] (Section[3.2)). Detailed calculations for the proof
of the inversion formula and for the examples discussed above are given in two ap-
pendices.

2. Preliminaries

Throughout the paper, we denote by z" the raising factorial:

' =xz(z+1)...(x+n-1).

By log z for z € C\ (—o0, 0] we denote the principal branch of the complex logarithm.
We also set log(—s) = log s+ im, so that log becomes continuous on the closed upper
complex half-plane with 0 removed. By Arg:z = Imlogz we denote the principal
argument of z € C\ {0}.
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2.1. Pick functions. A Pick function, also known under the names Herglotz func-
tion, Nevanlinna function or Nevanlinna-Pick function, is a holomorphic function
f which maps the upper complex half-plane {z € C: Im z > 0} to its closure; that is,
Im f(z) > 0 whenever Im z > 0. By Theorem IL.I in [2], every Pick function admits

the Stieltjes representation
1 S
( )u(dS), (2.1)

f(z):bz+c+/]R P

where b > 0, ¢ € R and p is a measure on R satisfying the integrability condition
Jz(s>+1)"'u(ds) < co. The parameters b, ¢, i are otherwise arbitrary, and they are
uniquely determined by

o Imf(it) B .
b= Jim S ¢ = Re f(i),
and, in the sense of vague convergence of measures,
1
ds) = lim — 1 it)ds:; 2.2
wlds) = lim — Im f(s + it)ds; (2.2)

see Lemma II.1 in [2] or equation (3.10) in [10]. The measure u is the Stieltjes
measure of f.
As in Remark[1.4] formula (2.1) can be rewritten as

f(2) :c+/]R L+ sz o(ds), (2.3)

U{oo} S —Z

where ¢ € R and o is a finite measure on RU{occ}. More precisely, o(ds) = b6>(ds)+
(s> 4+ 1)"tu(ds), and in the above equation we agree that the integrand is equal to z
when s = oo.

It is easy to see that if f is a Pick function and f is not constant 0, then log f
is another Pick function. Observe that 0 < Imlog f(z) < m when Imz > 0. By
formula (2.2) (applied to log f), the Stieltjes measure corresponding to log f neces-
sarily has a density function with values in [0, 1]. Additionally, the corresponding
coefficient b is equal to zero. This brings us to the exponential representation of
the Pick function f:

f(z) = exp<c+ /Z(s i - i 1)g0(3)ds), (2.4)

where ¢ € R and ¢ is a Borel function on R with values in [0, 1]. Furthermore,

c =log|f(i)|, ¢ is determined uniquely up to equality almost everywhere, and
1
o(s) = lim — Arg f(s + it) (2.5)
t—0t T

for almost every s € R. For further discussion, we refer to equation I1.6 in [2] and
to Section 7.2 in [[10].

2.2. Sequences and generating functions. A (real) two-sided sequence is a
function a : Z — R. For clarity, we often write a(k) rather than a; for the en-
tries of the sequence, and we usually write ‘the sequence a(k)’ instead of the more
formal ‘the sequence a’. We identify a one-sided sequence with the corresponding
two-sided sequence a(k) such that a(k) = 0 when k£ < 0.

The forward difference operator is defined by

Aa(k) = a(k+1) — a(k),
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and its powers A" are defined in a straightforward way for n = 0,1,2,... Clearly,
if a(k) is a summable sequence, then Aa(k) summable. Furthermore, if a(k) con-
verges eventually monotonically to zero as k — oo and as k — —oo, then Aa(k)
has an eventually constant sign as k¥ — oo and as k£ — —oo, and hence Aa(k) is a
summable sequence, which sums up to zero.

For a two-sided sequence a(k) we define its generating function as

k=—o00

whenever the series converges (absolutely or conditionally). Clearly, the generat-
ing function of Aa(k) is given by (z — 1)F(z) whenever F(z) is defined.

If a(k) is a bounded one-sided sequence, the generating function F is well defined
and holomorphic in the unit disc |z| < 1 in the complex plane. If a(k) is additionally
summable, then F(z) converges absolutely and it is continuous in the closed unit
disc |z| < 1. If a one-sided sequence a(k) converges eventually monotonically to
zero as k — oo, then, by Dirichlet’s test, the generating function F'(z) of a(k) con-
verges in the closed disc |z| < 1 except possibly z = 1. Furthermore, in this case the
sequence of increments Aa(k) is summable, its generating function is a continuous
function on the closed unit disc |z| < 1, and for z # 1 it is equal to (z — 1)F(z). It
follows that F' is continuous in the closed disc |z| < 1, except possibly z = 1.

For a two-sided summable sequence a(k), the generating function F'(z) converges
absolutely on the unit circle |z| = 1. For general a(k), the generating function F(z)
may diverge at every point z. However, if a(k) converges eventually monotonically
to zero as k — oo and as kK — —oo, then, by the discussion in the preceding para-
graph, F'(z) converges on the unit circle |z| = 1 except possibly z = 1, and it is a
continuous function on this set. Furthermore, in this case F' determines uniquely
the sequence a(k). Indeed: the continuous function (z — 1)F'(z) on the unit circle is
the generating function of the summable sequence Aa(k), which is thus determined
uniquely by F': it is the sequence of Fourier coefficients of (z—1) F'(z). Furthermore,
since a(k) converges to 0 as k — —oo, the sequence Aa(k) uniquely determines the
sequence a(k).

The convolution of two-sided sequences a(k) and b(k) is defined in the usual way:

[e.9]

(axb)(k) = a()b(k — j)

j=—o00

whenever the series converges (absolutely or conditionally) for every £ € Z.
Clearly, A(a *b) = Aa xb = a *x Ab whenever a * b is well-defined. Suppose that
F and G are generating functions of two-sided sequences a(k) and b(k). If a(k) and
b(k) are summable sequences, then the generating function of their convolution
is equal to F(2)G(z) when |z| = 1. More generally, if a(k) is summable and b(k)
converges eventually monotonically to zero as £ — oo and as £ — —oo, then the
convolution of these sequences converges absolutely, (a*b)(k) converges to zero as
k — +o00, and the generating function of the convolution is again given by F'(2)G(z)
when |z| =1, z # 1.
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We recall the Abel’s summation by parts formula:

o

> a(k)Ab(k) = — > Aa(k — 1)b(k)

k=—0o0 k=—0o0

whenever either of the sums converges and a(k)b(k) converges to zero as k — +oo.
Iterating this identity n times, we find that

> alk)Amb(k) = (=1)" Y Aa(k —n)b(k),
k=—0o0 k=—0o0
provided that either of the sums converges and for every j = 0,1,...,n — 1 the

sequence Ala(k — j)A" '77b(k) converges to zero as k — +oo.

A two-sided sequence a(k) is said to change sign at least n times if there is a sub-
sequence a(ky),a(k1),...,a(k,) of alternating signs, in the sense that a(k;_1)a(k;) <
0 for j =1,2,...,n. If a(k) changes sign at least n times, but not n + 1 times, then
we simply say that a(k) changes sign n times.

By a discrete counterpart of Rolle’s theorem, if a(k) changes sign n times and a(k)
converges to zero as k — +oo, then Aa(k) changes sign at least n + 1 times: there
is at least one sign change of Aa(k) on each (finite or infinite) interval delimited by
the locations of sign changes of a(k).

2.3. Absolutely monotone-then-completely monotone sequences. Recall that
a one-sided sequence a(k), k > 0, is completely monotone, or CM, if (—1)"A"a(k) >
0 for every n > 0 and k£ > 0. A reversed one-sided sequence a(k) defined for £ < 0
is called absolutely monotone, or AM, if the sequence a(—k), k > 0, is completely
monotone. Equivalently, a(k) is absolutely monotone if A"a(k) > 0 for every n > 0
and £ < —n.

The celebrated Hausdorff’s theorem identifies completely monotone sequences
with moment sequences of measures on [0, 1]: a sequence a(k), k > 0, is completely
monotone if and only if there exists a finite measure x on [0, 1] such that

a(k) = /{01] s u(ds).

Furthermore, by the dominated convergence theorem, a(k) converges to zero if and
only if x({1}) = 0. By Fubini’s theorem, the generating function of a €M sequence
is given by

F(z) = Za(k‘)zk = /[0” ! p(ds) (2.6)

in the open unit disc |z| < 1. If a(k) converges to zero as k — oo, then formula (2.6)
holds also when |z| = 1 and z # 1. By Fubini’s theorem, formula (2.6) also holds
when z = 1, with both sides possibly infinite. We conclude that if a(k) is €M and it
converges to zero, then (2.6) holds in the closed unit disc |z| < 1. Observe that the
right-hand side of (2.6) in fact defines a holomorphic function of z € C\ [1, c0).

Following the analogous definition of AM-CM functions in [7]], in this section we
introduce the class of AM-CM sequences.
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Definition 2.1. A two-sided sequence a(k) is said to be absolutely monotone-then-
completely monotone, or AM-CM in short, if it is not identically zero, the one-
sided seugence a(k), k > 0, is completely monotone, while the reversed one-sided
sequence a(k), k < 0, is absolutely monotone.

Equivalently, a(k) is AM-CM if and only if both one-sided sequences: a(k), k > 0,
and a(—k), k£ > 0, are completely monotone. By Hausdorff’s characterisation of
completely monotone sequences, a two-sided sequence a(k) is AM-CM if and only
if there are finite measures p,, ;1 such that

a(k) = /[ }sk,qu(dS) for k >0,
0,1

a(k) = /[ }s_k,u_(ds) for k£ <0,
0,1

and by comparing the two conflicting definitions of a(0) we see that necessarily
1+ ([0,1]) = p_([0,1]). Furthermore, a(k) converges to zero as k — +oo if and only if
u+({1}) = p—({1}) = 0, and in this case, by (2.6), the generating function of a(k) is
given by

F(z)= Y a(k)zk—z )z +Z — a(0)

k=—o00 k=0

1 1
= 1y (ds +/ p1—(ds) —a(0
/ml_sz )+ [ ds) —a(0)

whenever |z| = 1, z # 1. Since a(0) = f[m) p+(ds), the above expression simplifies
to

sz 1
o= [ man s [ ) @7

Conversely, if . and p_ are finite measures on [0, 1) such that x4 ([0, 1)) = p—([0, 1)),
then the above formula defines the generating function F' of a unique AM-CM
sequence a(k) which converges to zero as k — +oo.

Observe that the right-hand side of defines a holomorphic function of z €
C\ [0,00), and we use the same symbol F(z) to denote this holomorphic extension.
The main result of this section describes the exponential representation of the
function F(z).

Lemma 2.2. If F is the generating function of an AM-CM sequence a(k) which
converges to zero as k — +oo, then F extends to a holomorphic function on C \

[0,00), given by
° 1 S
F(2) :exp<c—|—/0 <s—z — 82+1><p(5)d5>, (2.8)

lim(e” — 1)F(e") = (2.9)

t—0

and we have

Here ¢ € R and ¢ is a Borel function on (0,00) which takes values in [—1,0] over
(0,1) and in [0, 1] over (1,00). If we define ¢(s) = 0 for s < 0, then
1
¢(s) = — lim Arg F(s + it) (2.10)

T t—0+



14 MATEUSZ KWASNICKI, JACEK WSZOEA

for almost every s € R.

Conversely, if F' is given by and all conditions listed above are satisfied, then
F is the generating function of a unique AM-CM sequence a(k) which converges to
zero as k — +oo.

We split the proof into two parts.

Proof of the direct part. Suppose that F' is the generating function of an AM-CM
sequence a(k) which converges to zero as k — +0o. We divide the proof into three
steps.

Step 1. Recall that (z — 1)F(z) is the generating function of the sequence Aa(k),
which is summable, and which sums up to zero. Thus, (z — 1)F(z) extends continu-
ously to the unit circle |z| = 1, and it takes value zero at z = 1. As in Remark[1.2]
this proves (2.9).

Step 2. We already know that F'is given by (2.7). In order to derive (2.8), we first
claim that G(z) = (1 — 1/2)F(z), which is the generating function of the sequence
Aa(k — 1), is a Pick function. By (2.7), we have

G(z):/(o 52_5u+(ds)+/[0 L= U2 ) (ds) (2.11)

nl—sz nl—s/z

Observe that
sz—s5 s(l—s)1+2/s s(s+1)
1—sz 8241 1/s—z s2+1

and
1-1/z 1-s 1—|—sz+ s+1
1—s/z 241 s—z 241
Thus, can be rewritten as in (2.3)):

G(z):d+/ LES% o (ds), (2.12)
[0,00) s —Z
where
s(1—s) / 1—s
A= [ 1aase=8) a 1 d
o= [ ) g e+ [ ) )
and

s(s+1) / s+1
d=— [ 227 @s)y+ | ST (ds).
/(071) 1 py(ds) o a1 H (ds)

In particular, GG is indeed a Pick function, and our claim is proved. We also note
that o({1}) = 0.
Step 3. The exponential representation (2.4) of GG reads

G(z):exp(m/:(siz . SQil)gb(s)ds) (2.13)

when Im z > 0, where ¢ € R and ¢ is a Borel function on R taking values in [0, 1].
Furthermore,

1
506) = L lim A :
o(s) — lim Arg G(s +1it)
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for almost every s > 0. By (2.7), we have F(z) > 0 when z < 0, and hence G(z) =
(1-1/2)F(z) > 0 when z < 0. Since G is continuous on C\ [0, o), the above formula
for ¢(s) implies that ¢(s) = 0 for s < 0. Let us define

©(s) = p(s) — Lo (s),

so that ¢(s) = 0 for s < 0, ¢(s) € [-1,0] for s € (0,1), and ¢(s) € [0,1] for s € (1, 00).
With this definition, we find that

G(z)zexp(é#—/ol(siz—SQil)ds%—/OOO(SiZ—8211>¢(3)ds)

when Im z > (0. By a straightforward calculation, the first integral on the right-hand
side is equal to log(1 — 1/z) — 1log 2, and thus

Glz)=(1— 1/z)exp(c+/ooo(s i - Szil)ga(s)ds),

log 2. This proves (2.8). Finally, we have

where ¢ = ¢ — §

llim ArgF(s—l—it):llim <ArgG(s+it)—Arg(1— it>)
s+1

T t—0t T t—0t
= () = Lio,)(s) = »(s)
for almost every s € R. Formula follows, and the proof is complete. O

Proof of the converse part. Suppose that ¢ is a Borel function on (0, co) which takes
values in [-1,0] on (0,1) and in [0,1] on (1,00), ¢ € R, F is given by (2.8), and (2.9)
holds. We essentially reverse the argument from the proof of the direct part.

Step 1. Observe that F' is a holomorphic function in C \ [0,00), and F'(z) > 0 for
z < 0. Reversing Step 3 of the proof of the direct part, we find that G(z) = (1 —
1/2)F(z) is a Pick function, with exponential representation (2.13), where ¢(s) =
¢(s) + 11 (s) and ¢ € R.

Step 2. The Stieltjes representation (2.3) of the Pick function G reads

1
G(z) = d+ / 5% 5 (ds),
RU{oo} S — %

where d € R and o is a finite measure on R U {c0}. Since G is a holomorphic
function in C \ [0, c0), o necessarily vanishes on (—o0,0).

Recall that the integrand on the right-hand side is understood to be equal to z
for s = 0co. For s > 0 and z < —1 we have

1+ sz
z(s — 2)

1+ s|z|
T el 1) T

Hence, by the dominated convergence theorem, we have

lim G(z) = lim ﬂa(ds) = o({o0}).

z——00 Z Z——00 [0,00)U{oo} Z(S — Z)

Since F(z) > 0 for z < 0, we have G(z) = (1 — 1/2)F(z) > 0 for z < 0, and so the
left-hand side is nonpositive. Therefore, o({cc}) = 0. In other words, G has the

representation (2.12).
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Reversing the argument from Step 2 of the proof of the direct part, we find that
instead of (2.11)), we have

~ 1+2 sz —S 1—-1/z
= 1 _
G =d oty s [ T tmn s [ e

for some d € R and some finite measures 1, on (0,1) and z_ on [0,1). However,
by 2.9), G(e") = e *(e" — 1)F(e") converges to zero as ¢ — 0. Using the above
expression for G(e"), the dominated convergence theorem, and the estimates

se —s| sl —1| st T
1 —seit| |1 —set| ~ ssint = 2
for s € (0,1) and t € (0, %), and
1—e® (1 —s)e ™ 1—s
B U N G 2L [ T A . A
‘1 — se~it ’ 1 — seit - |1 — se~#|

fors € [0,1) and ¢ € (0, ), we find that
0= lim G(e*) = d + o({1})ico.

t—0t

Hence, d = 0({1}) = 0. We conclude that in fact (2.11) holds with no modifications,
and with o({1}) = 0. It follows that F' is given by (2.7):

sz 1
F(z :/ ds +/ _(ds).
@)= [ T [

Step 3. It remains to extend the definition of x; at 0 so that x([0,1)) = u—([0,1)).
In other words, we let p ({0}) = p_(]0,1)) — u+((0,1)). By the dominated conver-
gence theorem,

SZ

lim F(z)= 1 d li -
A B = I, oy T I T
= —p4((0,1)) + 1-([0, 1)) = p1-({0}).
On the other hand, F(z) > 0 when z < 0, and hence p, ({0}) > 0. By the observation
made after equation (2.7), F'(z) is the generating function of an AM-CM sequence
a(k) which converges to zero as k — +o0. O

(ds)

Lemma is an extension of the results of Section 2.7 in [9], where one-sided
completely monotone sequences were studied. It is closely related to the results of
Section 3 in [7]], where AM-CM functions were introduced.

2.4. Podlya frequency sequences. A two-sided summable sequence «a(k) is a Pdlya
frequency sequence if it is not identically zero, and the doubly infinite matrix
(a(k — 1) : k,l € Z) is totally positive, that is, all of its minors are nonnegative.
Summable Pélya frequency sequences can be characterised by their generating
functions, which are necessarily of the form

- i m L b = (14+72)(1+7; /2)
F(z) = Z a(k)z® =z exp(b z+?+c>j1;[1 (1—%72)(1—%/2)’ (2.14)

k=—o0

where m is an integer, b*,b~ € [0,00), ¢ € R, and V;—L, (5]* are nonnegative summable
sequences with yf < 1land 53.: < 1; see Theorem 8.9.5 in [6]].

Another characterisation of summable two-sided Pélya frequency sequences in-
volves the variation diminishing property: a summable two-sided sequence a(k) is,
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up to sign, a Pdlya frequency sequence if and only if the convolution with a(k) does
not increase the number of sign changes; see Theorem 5.1.5 in [[6]. We will need
this result (in fact, only its easy direct half) in the proof the implication [(b)] = [(a)]in
Theorem [1.1]

We now derive the exponential representation of generating functions of summa-
ble two-sided Pélya frequency sequences. By (2.14), we have

-
F(2) :exp<mlogz+b+z+— +c
2

+ Z(log(l + vjz) +log(1 + 7;/2) — log(1 — 6;%) — log(1 — 5j/z))>

J=1

when Im z > 0. By a straightforward calculation,

0

1 5
1 = — d
oes= / ( s—z 52+1) %

1/7] 1
log(1 + ;2 < oy 1)ds +log /(7 )2+ 1,
0 1
log(1 + / — ds +1 )2+,
og(1+1; /2) = _%( SQH) s +logy/(7;)
o 1
1 1—5Jr — ds +1 02z +1
og( /1/5]+(3—Z 32—|—1) s +1log4/(6;)* +

6.7
log(l—éj_/z)—/ (sl B )ds—l—log (6;)*+ 1.
0

— 2z s241
It follows that

b~ > 1 s
— + _
F(z)—exp<b z+ . +d+/oo<8_z 82+1)g0(s)d3)

when Im z > 0, where

d:c+§:<log\/(’y;-r)2+1—|—log\/(fyj)2+1—log\/(6;-r)2+1—log@/(5j)2—1—1)

(the series converges, because logv/s? + 1 < s for s > 0) and

p(s) = ml(—op)(s) + Z( —o0, 1/77 (s) — 1(—7‘;,0)(3) - ]1(075;)<5) + 1(1/5;,00)(5))'

In particular, ¢ is stepwise decreasing on (—oo,0), stepwise increasing on (0, o),
and equal to zero near 1. Finally, we note the sequences ,in and (5;-: are summable

if and only if
= le(s)|
/Oo 1 ds < oo.

The above reasoning can be clearly reversed, so that we obtain an equivalent form
of the generating function of a summable two-sided Pdlya frequency sequence. We
state this result as a lemma.
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Lemma 2.3. If F(z) is the generating function of a summable two-sided Pdlya
frequency sequence a(k), then F' extends to a holomorphic function in C \ R, given

by
b~ o 1 s
F(z)_exp(b+z+?—|—d+/ ( - )go(s)ds). (2.15)

—o\s—2z  s241

Here b* > 0, d € R, and ¢ is a stepwise decreasing function on (—oo,0), a stepwise
increasing function on (0, 0), ¢(s) = 0 in a neighbourhood of 1, and

= le(s)]
/OO 82+1ds<oo. (2.16)

Conversely, if F' is given by (2.13) and all conditions listed above are satisfied,
then I is the generating function of a unique summable two-sided Pdlya frequency
sequence a(k).

For a similar discussion of the one-sided case, see Section 2.8 in [9]. Pdlya fre-
quency functions in a similar context were discussed in Section 4 in [7].

2.5. Generating functions and inversion formulae. The classical Post’s inver-
sion formula tells us that if GG is the Laplace transform of F':

Glz) = /0 T e P,

then, under suitable assumptions on F', we have

F(#) = tim SO G

n—o0 n!

(n/t).

This identity, applied to the Fourier transform F' of a bell-shaped function, played
a crucial role in the analysis of bell-shaped functions in [8].

For one-sided bell-shaped sequences, the following discrete counterpart of Post’s
inversion formula was used in [9]. If G is the moment sequence of a function F":

1
G(k) = / t*F(t)dt,
0
then, again under suitable assumptions on F', we have

—1)"(ky, + 1)" 1
F(t) = lim "Wt 1)
n—oco n!

where A is the forward difference operator and

A"G(ky),

lim =t.
n—oo 1, + ]{,’n

In [9] this formula was applied to the generating function F' of a one-sided bell-
shaped sequence.

In our case, the generating function F' of a two-sided bell-shaped sequence is
only defined on the unit circle. Therefore, we need a different variant of Post’s
inversion formula. We were not able to find this result in the literature, so we
provide a complete proof.

Proposition 2.4 (yet another Post’s inversion formula). Let F' be an integrable
function on the unit circle in the complex plane, and let

G(z) = / " et eyt

0
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when Imz > 0. Then for every t € (0, ) such that F is continuous at " we have

(=" (za)"!

F(e") = lim

n—o0 !

A"G(2,), (2.17)
where A is the forward difference operator and

n{. t
T, =—|tcot=——1].

The same result holds true in the more general case when instead of integrability
of F' we assume that (e" — 1)"F(e") is integrable over (0,2) for sufficiently large
n, provided that in (2.17) we agree that

A"G(z) = / et (e —1)"F(e™)dt
0
for n large enough.

Proof. We divide the argument into four steps.
Step 1. Suppose that G is integrable over the unit circle. The nth iterated differ-
ence of z — ¢ is equal to e"**(e* — 1)". Thus,

A"G(z) = / e (e — 1)"F(e'*)ds
0

= (2@)"/ eis@+n/2) (sin g) F(e*)ds
0

when Imz > 0. We fix t € (0,7) and we let ¢ = L cot £ € (0, 00), so that z,, = —2 +nic.
The above formula evaluated at x = z,, leads to
A"G(x,) = (22)”/ <e_cs sin g) F(e™)ds. (2.18)
0

Step 2. Suppose for the moment that F' is constant 1. Then G(z) = i/z, and
hence, by induction,

(—1)in!
il

On the other hand, A"G(x) is given by (2.18). It follows that

(2)" /OOO <e—cs sin g) Cgs = % .

In other words, if we write
o0 s n
M, = / (ecs sin —) ds,
0 2

(—1)™in!
Turning back to an arbitrary integrable function F', and combining the above ex-
pression with (2.18), we find that

M A"G(zy) = L /OOO (e—cs sin f) nF(e“)ds.

mn! n 2

A"G(z) =

then

(20)" M, =
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Step 3. The function |e™*sin J (0,00), has a strict global max-
imum at s = 2arccot(2c) = t. Usmg a standard ‘approximation to the identity’
argument, one can show that if /' is continuous at €*, then

: T s — it
nlggoM / ( *sin ) F(e®)ds = F(e"),
and the desired result follows. For completeness, we provide full details in
Lemma in Appendix [Al
Step 4. If we only assume that (z — 1)"F(z) is integrable over the unit circle for

n large enough, then the first equality in Step 1 holds now by assumption when n
is large enough. Otherwise, the proof is exactly the same. U

2.6. Completeness of a class of holomorphic functions. Below we prove that
the class of functions F' given by (1.1I) is closed under pointwise limits over the
semi-circle |z| = 1, Imz > 0. This is very similar to various analogous results
for other classes of functions, but we failed to find the statement needed here in
literature.

It is well-known that pointwise convergence of Pick functions on a sufficiently
large subset of the upper complex half-plane is equivalent to locally uniform con-
vergence, as well as to the vague convergence of the corresponding Stieltjes mea-
sures. A brief discussion and some references can be found in Section 2.6 in [9].
In that paper this property of Pick functions easily led to a similar completeness
result for the class of generating functions of one-sided bell-shaped sequences;
see Step 10 of the proof of Theorem 3.1 in [9]. However, unlike in the one-sided
case, logarithms of generating functions of two-sided bell-shaped sequences are
generally not Pick functions. Thus, a different argument is needed.

A similar completeness result for the class of Fourier transforms of two-sided
bell-shaped functions is given in Lemma 3.1 in [8]]. To some extent, the proof given
below for two-sided bell-shaped sequences is similar to the argument used in [8].
Our case is, however, more complicated, as the representing measures o, change
sign twice, and one of this sign changes occurs at an undetermined position.

Lemma 2.5. Suppose that

b, < (1 s
F.(z) = biz+ = — d 2.1
w(2) exp<n2+ . —l—cn+/oo(s_z 82+1)<,0n(s) s), (2.19)

where b, c,, ¢, satisfy the conditions listed in Theorem 1 except p0551b1y-
Suppose, furthermore, that F,(e") converges as n — oo to a finite limit F(e") for
every t € (0,7). Then either F(e¢") = 0 for every t € (0,7) or F extends to a
holomorphic function in the upper complex half-plane, given by

b~ o 1
F(z) = exp(b*z—i— ~ —l—c+/_oo(s — SQj_l)go(s)ds), (2.20)

where b*, ¢, p satisfy the conditions listed in Theorem |1 except possibly ()
Furthermore, in the latter case, as n — oo, the sequence c, converges to c, and the
signed measures

_ #n(s)
on(ds) = b} 5o (ds) — by, do(ds) + 21 ds
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(see (1.2)) converge vaguely on R U {oo} to the corresponding signed measure

N _ p(s)
o(ds) = b s (ds) — b~ dp(ds) + 1 ds.

Proof. Assume that F'(e") is not identically equal to zero. We divide the argument
into six steps.

Step 1. We denote k, = —p,(—1). Note that since ¢, only takes integer values
on (—o0,0), k, is an integer. We consider the function

Gn(2) = 2" F,(2).

Clearly, |G,,(e¢")| = |F,,(e")| for t € (0, 7). When Im z > 0, we have
0 1 S
— ds =1 2.21
/oo(s—z 52+1> ST e ( )
and therefore, by (2.19),
b, o 1
Gn(z) = exp(kylog z) F,,(z) = exp (b;’z + ?” + ¢y + /_OO <S — = j_ 1>wn(s)ds),

where

Vn(8) = () + knl(—000)(s)ds.

Since ¢, is stepwise decreasing on (—o0,0) and ¥, (s) = ¢n(s) — gn(—1) for s < 0,
we have ¢, > 0 on (—oo, —1) U (1,00) and ¥, < 0 on (—1, 1). Define accordingly

onlds) = () — 1:60(ds) + ) s
b
= ou(ds) + T (—oo0)(5)ds.

5%+
Thus, o, is a finite signed measure, g, is nonnegative on (R U {c0}) \ [-1,1] and
nonpositive on [—1,1], and ¢,({—1,1}) = 0. The number

M, =

(2.22)

with the former integrand extended continuously at s = oo, is therefore nonnega-
tive and finite.
Rewriting the expression for G,, as in (1.2), we obtain

Gn(z) = exp (cn + / Lt sz gn(ds)). (2.23)
R

U{oo} S —Z

In the next step we study the properties of |G,,(z)| when z = ¢%, ¢ € (0,7): we prove
a variant of uniform continuity of these functions.
Step 2. For t € (0, 7) the expression for G,,(e) takes form

, 21 t+i(s*+1)sint
Gn(e“):exp(cn—i- / (5"~ Dcosi +ils” + 1)sin n(ds)),
RU{oc} 54 —2scost +1
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with the integrand extended continuously at s = oco. In particular, by the dominated
convergence theorem,

on(ds).

d . (2~ (s + 1) sin
v 1 " it —
dt(og\G (€)]) /}RU{OO} (s2 — 2scost + 1)2

Observe that
(1 —|cost])(s* +1) < s* —2scost + 1< 2(s* + 1),

and hence

sint
(1 —|cost|)?

sint d
M, < —

1 E(1og G (eM)]) < M, (2.24)

(see (2:22)). Finally, |G, (e")| = |F,(e")
by F,,.
Step 3. We claim that M,, is a bounded sequence. By assumption, F'(¢"!) # 0 for

some t; € (0, 7). We choose an arbitrary t, € (0,¢;). By (2.24) (for F,, instead of G,,),

, so that (2.24) also holds with G,, replaced

t1
log [ E(¢®)] — log | Fy ()] = — /  10g |Gu(e) ) dt

4, dt
> /tl sint M.dt = costy — costy M,
y, 4 4

As n — oo, the expression on the left-hand side has a limit log |F(e2)|—log | F(e')| €
[—00, 00). Thus, the sequence M,, is necessarily bounded. Our claim is proved.
Since 1, is increasing-after-rounding on (0, c0), for r € [1, 2] we have

3 25 [* s2—1 25M,
0K () < | (I+tn(s)ds <1+ = [ 2 (s)ds <1 n
i) < [ e <143 [ gl <1+ 25
Similarly, for r € [$,1],
1/2 25 (1?2 21 25M
0< —thn(r) <2 1= o(s))ds <1+ — [ b (r)dr < 1 n
i <2 [ v <1+ g [T S <1+ 2

It follows that [¢,(r)] < 1+ 2M, for r € [3,2]. Similarly, since v, is stepwise de-

creasing on (—oo, 0), the same argument shows that |¢,(r)| < 2M,, forr € [-2, —3].

2
Finally, for s € (R U {oo}) \ [-2, 2] we have

and similarly for s € (—%, %)
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By combining the above estimates, we find that the total variation norm of p,,
denoted as ||o,||, satisfies

) [ )
loull = [ wias)+ [ o+ [T [,
RU{o0o})\[-2,2] (=1/2,1/2) —2 s 1/2 §

5 s2—1 5 s2—1
< —/ -3 o0n(ds) + —/ Q—Qn(dé’)
3 JRufooh\[-2,2) 87 T+ 1 3 J(1212) 8% 1

“121 4+ B, 21+ 3M,
o[ [ S

< gMn +3(1+ £M,) < 3+ 40M,,.
We conclude that ||o,|| is a bounded sequence.

Step 4. We already know that the sequence M,, is bounded, and that F(e"') # 0
for some t; € (0, 7). Pick any ¢, € (0, 7). By (2.24) and the mean value theorem, the
ratio

|[Fu(e™)]
| Fn(e2)]
is bounded by a constant (which depends only on t;, £, and the bound on M,).
Passing to the limit as n — oo, we find that F(e*?) # 0.
In particular, |F'(i)| # 0. However, by (2.19),

[E@)] = lim |F, (@) = lim e,

— exp(log |Fn(e”1)] — log ]Fn(eit2)|)

Therefore, c¢,, has a finite limit c.

Step 5. W have already proved that the sequence ¢, converges to some ¢ € R,
and that the finite signed measures g, on R U {co} have bounded total variation
norms. In particular, each subsequence of p, has a vaguely convergent further
subsequence.

Suppose that p is a partial limit of p,, in the sense of vague convergence of mea-
sures. Passing to the limit along the corresponding subsequence n; in the repre-
sentation (2.23) of G, (e"), we find that

) 1 it
lim G, (e") = exp (C + / e Q(d8)>
R

Jj—00 U{oo} S — eit

for ¢t € (0, 7). On the other hand,
lim exp(—z‘k:njt)an(e”) = lim Fnj(eit) = F(e™).

J—00 J—00

Therefore, exp(—ik,,t) converges pointwise for every ¢t € (0,7). A standard argu-
ment shows that %, necessarily converges to a finite limit k£, and we conclude that

F(eit) — efikt .hm an (eit)
J—00

1 it
= exp (—z'k:t +c+ / e Q(ds))
R

ot
U{oo} s — et

for ¢t € (0, ).

Clearly, (1 + s*)1gr(s)oy,,(ds) converges vaguely to (1 + s?)Ig(s)o(ds) on R (but
not necessarily on R U {oo}). Since (1 + s°)1r(s)on,(ds) has a stepwise decreasing
density function ¢, (s) on (—o0,0), by Lemma 2.2 in [9], also the limiting measure
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(1+s?)1R(s)o(ds) has a stepwise decreasing density function on (—oo, 0). The same
argument shows that (1 + s?)1r(s)o(ds) has an increasing-after-rounding density
function on (0, c0). We denote the density function of (1+s?)1g(s)o(ds) on R\ {0} by
1. Additionally, we set b™ = p({o0}) and b~ = —p({0}). Undoing the transformation
that led to (I.2) in Remark we find that our representation of F'(¢") reads:

’ 4 b o 1
F(e") = exp (—ik;t +bte’ + ) +c+ / (s . i )w(s)ds)

o \s—ett s 41

fort € (0, 7). If we write p(s) = 1(s) — kl(_s0)(s)ds, then, by (2.21), the above ex-
pression is equivalent to (2.20) with z = €%, and clearly the right-hand side of (2.20)
defines a holomorphic function of z in the upper complex half-plane Im z > 0. The
first part of the lemma is thus proved.

Step 6. Above we have shown that there is a number ¢ € R and a finite signed
measure o on R U {oo} such that

F(2) = exp (c + /R Lt sz a(ds)> (2.25)

U{oo} S —Z

when |z| =1 and Im z > 0 (cf. (1.2)). Here c is the limit of ¢,, and we have

o(ds) = o(ds) — 1(—s00)(5)ds,

1+ 52

where p is the vague limit of a subsequence of

k?’L
on(ds) = on(ds) + 1+ 2 L(—co0)(ds),

and k is the corresponding partial limit of k,. It follows that ¢ is the vague limit
of the corresponding subsequence of o,,. Additionally, since every subsequence of
o, has a vaguely convergent further subsequence, the sequence o, has the same
property.

A standard argument shows that determines the pair ¢, o uniquely. Indeed:
suppose that ¢ and ¢ is another such pair. Then

1:exp((c—5)+/R Lt o2 (0—5)(d8))7

U{oc} S —Z

and hence, for some integer m, we have

(c—5)+/ L2 &) (ds) = 2mmi
RU{oo} s —Z

when |z| = 1 and Im z > 0. The left-hand side defines a holomorphic function in the
upper complex half-plane, and this function is necessarily constant. By uniqueness
of the Cauchy-Stieltjes transform (see, for example, Theorem II.1 in [2]]), 0 — 0
is necessarily a zero measure, and ¢ — ¢ = 2mmi. However, ¢ — ¢ is real, and we
conclude that ¢ — ¢ = 0.

We have thus proved that every subsequence of o, has a vaguely convergent
further subsequence, and the vague limit of this subsequence is necessarily the
measure o constructed above. This, however, means that o,, converges vaguely to
o, and the proof is complete. U
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3. Proof of the main result

This section is devoted to the proof of Theorem[I.1] It is divided into three parts,
which correspond to three implications in the theorem, respectively: [(b)] = [(a)]
() = and = [(b)l For clarify, below we state these implications as three
separate theorems.

3.1. Convolutions of AM-CM and Pdlya frequency sequences and their gen-
erating functions. We begin with the easy parts of Theorem [I.I] The following
result covers implication [(b)| = [(a)] in Theorem [I.1]

Theorem 3.1. Suppose that a(k) is the convolution of a summable two-sided Pdlya
frequency sequence b(k) and an AM-CM sequence c(k) which converges to zero as
k — £oo. Then a(k) is bell-shaped.

Proof. The convolution a(k) = (b * ¢)(k) is nonnegative, not identically zero, and
it converges to zero as k — +oo by the dominated convergence theorem. Thus,
our goal is to prove that the sequence A"a(k) changes its sign exactly n times for
n=0,1,2 ...

By the discrete Rolle’s theorem and induction, the sequence A"a(k) changes sign
at least n times. To prove the converse inequality, we observe that by the definition
of an AM-CM sequence we have (—1)"A"c(k) > 0 for £ > 0 and A"¢c(k) > 0 for
n < —k. Hence, A"c(k) changes sign at most n times, at positions oy = —n + 1,
ap=-n+2,..., a,_o = —1and a,_; > 0. The variation diminishing property of
summable Pélya frequency sequences implies that also the convolution of (k) and
A"c(k) changes sign no more than n times. It remains to observe that (bx A"c)(k) =
A"(bxc)(k). O

We now turn to implication [(c)] = [(b)] in Theorem [I.TI] Our result in fact proves
equivalence of these conditions. First, however, we need an auxiliary lemma.

Lemma 3.2. Let p,q > 0. Suppose that

b~ o 1 s
F(2) = ty4 _
(2) exp(b z+ . +C+/—oo<8_z 82+1)gp(s)ds>

when |z| =1, z # 1, where b*,b™ € [0,00), ¢ € R and ¢ is a Borel function on R such
that ¢(s) < —p fors € (0,1), ¢(s) > q fors € (1,00), and [_|p(s)]/(s* + 1)ds < oo.
If

lim (e — 1)F(e™) = 0
Jim (e — 1) F(e") =0,

thenp+q < 1.

Proof. When t € (0, §), we have

A 3 o 1 S
|F(e)| :exp((bJr +b )COSt+C+/OORe(s—e“ — 82+1>gp(s)ds>.

Since

Re( 1 s >_( (s> — 1) cost

s—et 241 s2+1)(s%2 —2scost + 1)
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has the same sign as ¢(s) for s € (0,00), we have

0
. 1
|F(e")] 26Xp((b++b_)cost+c+/ Re( i

it g2
oo s—€ s2+1

1 1 S
— —— d
p/o Re(s—e’t 32+1) S
& 1 S
—— ds ).
—i—q/l Re(s—e“ 32—1—1) 3>

By a straightforward calculation, we obtain

|F(eit)| > 2p/2+q/2|6it _ 1|—p—q><

xexp((b++b_)cost+c+/0 Re( L s )cp(s)ds).

T 2
oo s—e s2+1

By the dominated convergence theorem, as ¢t — 0", the exponent in brackets has a

finite limit
I 0 1 S
b" +b” +c+ 7OORe pum o(s)ds.

Therefore, if (¢ — 1)F(e") converges to zero as t — 0T, then | — 1|'"777 also
converges to zero, and thus p + ¢ < 1. U

Theorem 3.3. Suppose that a(k) is the convolution of a summable two-sided Pdlya
frequency sequence b(k) and an AM-CM sequence c(k) which converges to zero as
k — too. Then the generating function F' of a(k) is equal to

F(z) = Z a(k)zk:exp(b+z+g+c+/ (siz_,ﬂj—l)@(s)ds) (3.1)

k=—o0 —0o0

when |z| =1, z # 1, where b, b~ € [0,00), ¢ € R and ¢ is a Borel function on R such
that

(i) ¢ is stepwise decreasing on (—c0,0);

(ii) ¢ is increasing-after-rounding on (0, c0);
(iii) p < 0on (0,1) and ¢ > 0 on (1,00);

@) [ [p(s)]/(s? + 1)ds < oo;

(v) (e —1)F(e") converges to 0 ast — 0.
Conversely, ifb*,b™, ¢, ¢ and the function F' defined by (3.1) satisfy the above con-
ditions, then F' is the generating function of the convolution a(k) of a summable
two-sided Pdlya frequency sequence b(k) and an AM-CM sequence c(k) which con-
verges to zero as k — +oo.

Proof. By Lemma[2.2] the generating function H of an AM-CM sequence c¢(k) which
converges to zero as k£ — +oo has the exponential representation

H(2) :exp<02+/ooo(siz - 82i1>g02(s)d5)

for a constant ¢; € R and a Borel function ¢, on R which is equal to zero on (—oc, 0),
takes values in [—1,0] on (0,1), and takes values in [0,1] on (1,00). Similarly, by
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Lemma the generating function G of a summable two-sided Pélya frequency
sequence b(k) is given by

b~ <1 s
_ + _
G(z)—exp(b z 4+ . +cl—|—/ (s—z 82+1)g01(s)ds>

—0o0

for some constants b*,b~ > 0 and ¢; € R, and a function ; on R which is stepwise
decreasing on (—o0,0), is stepwise increasing on (0, cc0), and satisfies ¢(s) = 0 in
a neighbourhood of 1. The generating function of the convolution a(k) = (b * ¢)(k)
is a function F satisfying F(z) = G(z)H(z) when |z| = 1 and z # 1. We conclude
that F' is given by (3.1I), with ¢ = ¢; + ¢2 € R and ¢(s) = ¢1(s) + ¢2(s). It remains
to note that ¢ = ¢, is stepwise decreasing on (—o0,0), ¢ = @1 + 9 is increasing-
after-rounding on (0, 00), and ¢ is clearly nonpositive on (0, 1) and nonnegative on
(1,00). Additionally, both ¢, (s)/(s*+ 1) and ¢3(s)/(s*+ 1) are integrable (the former
by Lemma the latter because ¢, is bounded), and therefore |p(s)|/(s* + 1) is
integrable over R. Finally, G is continuous on the unit circle in the complex plane
and (e — 1)H(e") converges to 0 as t — 0, so clearly the limit of (¢ — 1)F(e") as
t — 0 is zero.

In order to prove the converse part of the theorem, we first show that every
function ¢ with the properties listed in the statement of the theorem can be written
as a sum ¢ = ¢ + @92, where ¢; and ¢, have the properties discussed in the proof
of the direct part of the theorem.

For s < 0, we simply define ¢;(s) = ¢(s) and y,(s) = 0. For s > 0 the definition
is slightly more complicated. By definition, there is a stepwise increasing function
¢ on (0,00) such that ¢(s) < ¢(s) < @(s) + 1 for s > 0. Since ¢(s) < 0 for s €
(0,1) and ¢(s) > 0 for s € (1,00), with no loss of generality we may assume that
P(s) < —1for s € (0,1) and ¢(s) > 0 for s € [1,00) (otherwise we replace ¢ by
min{p, —1} on (0, 1) and by max{p,0} on [1,00)). We define ¢1(s) = @(s) + L(0,1)(s)
and pq(s) = ¢(s) — ¢i1(s). Clearly, ¢, is stepwise increasing on (0, 00), va(s) € [—1,0]
for s € (0,1), and gs(s) € [0,1] for s € (1,00). It remains to show that ¢;(s) = 0 in
a neighbourhood of 1. Indeed: if ¢;(s) > 1 in some right neighbourhood of 1, then
¢(s) > 1 for s € (1, 00), which would contradict Lemma [3.2] Similarly, if ¢;(s) < —1
in some left neighbourhood of 1, then ¢(s) < —1 for s € (0,1), and again we would
arrive at a contradiction with Lemma

We return to the proof of the converse part of the theorem. Suppose that F' is
given by (3.1I)), define ¢; and ¢, as described above, and let G and H be defined
as in the proof of the direct part (with, say, ¢; = 0 and ¢, = ¢). We observe that
since ¢1(s) = 0 in a neighbourhood of 1, GG is continuous on the unit circle in the
complex plane and G(1) # 0. Hence, (e —1)H(e") = (e — 1) F(e")/G(e) converges
to zero as t — 0. Therefore, by Lemma H is the generating function of an
AM-CM sequence c(k) which converges to zero as k — +oo. Furthermore, since
o is bounded, ¢;(s)/(s? + 1) is integrable over R, and so Lemma implies that
G is the generating function of a summable Pélya frequency sequence b(k). The
convolution a(k) of b(k) and c¢(k) has therefore generating function equal to F(z)
when |z| =1, z # 1, and the proof is complete. O

3.2. Generating functions of bell-shaped sequences. We now prove the diffi-
cult part of Theorem [I.1} implication [(a)] = Our argument follows the idea of
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the proof in the one-sided case in [9], but the the generating function F'is only de-
fined on the unit circle, and so a different transform and a nonstandard inversion
formula need to be employed. Note that despite these additional difficulties, our
new approach also brings some simplifications: we no longer need Step 8 from the
proof of Theorem 3.1 in [9].

Theorem 3.4. Suppose that a(k) is a two-sided bell-shaped sequence. Then the
generating function F of a(k) is given by (3.1), with b",b™, ¢, p satisfying condi-
tions[(3)] through [(v)| listed in Theorem|[3.3

Proof. The argument is divided into nine steps.
Step 1. The generating function of a(k) is given by

when |z| =1, z # 1.
If a(k) is summable, then F' is continuous and bounded on the unit circle. In this
case, when Imz > 0, we define

G(z) = / " F(e™)dt.

0
The inversion formula given in Proposition [2.4] reads
(=1)"(@a)"""

ity 7 n
F(e") = nll_{go gy A"G(zy,), (3.2)
where ¢ € (0,7) and
t
T = g<z cot 5 - 1). (3.3)

This will be the starting point for our reasoning.

In the general case, F' may fail to be integrable over the unit circle in the complex
plane, and we need the following minor modification. Since a(k) converges to zero
and it is eventually monotone as k — oo and as k& — —oo, the sequence Aa(k) is
summable, and its generating function is equal to (z —1)F'(z) when |z| =1, z # 1. It
follows that (z — 1)F'(z) extends to a continuous functions on the unit circle in the
complex plane, and hence we may apply the second part of Proposition [2.4] to get
the same conclusion: (3.2) holds with z,, defined in (3.3).

Note that formula (3.2) is analogous to the result of Step 1 in the proof of Theo-
rem 3.1, but the definition of GG is essentially different there, and appropriately de-
fined integers j,, are used there instead of the complex numbers z,, defined above.

Step 2. Suppose that Imz > 0. If a(k) is integrable, then, using the definition of
F" and Fubini’s theorem, we obtain
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Evaluating the nth iterated difference of both sides with respect to x, we find that

o0 o0

. . : n 1
A"G(z)= > ia(k) A —— = > ia(k) A} —— (3.4)

k=—oc0 k=—o00

where A, and A, denote the forward difference operators with respect to vari-
ables = and k, respectively. In the general case, by the definition of A"G(z) (see
Proposition [2.4) and Fubini’s theorem, for n > 1 we have

A"Gl(z) = /0 " gt (it _ 1)”( S a(k;)eikt)dt

k=—o00

= Z a(k) (/ (e — 1)"eit(m+k)>dt
k=—00 0

= > a(k) ( / Ageit<w+k>)dt
k=—0o0 0

= > a(k)A} ( / e“(”’“))dt
k=—0o0 0

= i a(k)A"—i
= P4k

and we come to the same conclusion (3.4).

Let P be a polynomial of degree at most n. As in Step 2 in the proof of Theo-
rem 3.1 in [9]], we observe that (P(k) — P(—x))/(x+ k) is a polynomial in k of degree
at most n — 1, and hence

o P(k) n 1
Akx+k_P( ) e+ k
Therefore,
n . o P(k)
P(—2)A"G(z) = kzzoom(kmkx e

Applying summation by parts n times to the right-hand side, we conclude that

~~ P(k)
P(—x)A"G(z) = (—1)" ——= A"a(k —n). 3.5
(~DAG(e) = (1) 3 S Aalk—n) (3.5)
Note that the boundary terms vanish: for every 7 = 0,1,...,n — 1, the sequence

AP (P(x)/(x + k)) is bounded by a constant times (1 + |k|)/, and the sequence
(1+ |k|)?Ava(k — j) converges to zero as k — +o0o by Lemma 2.3 in [9].
Step 3. Combining (3.2) and (3.5)), we obtain

n+1 o n _
F(e") = lim () 3 Pn(k‘)xA i(: n) (3.6)

where t € (0,7), z, is given by (3.3), and P, is an arbitrary sequence of polynomials
of degree at most n. We choose these polynomials in such a way that

P,(k)A"a(k —n) >0
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for every k € Z.: we set

n—1
Pu(k) = [ (an; — k),
j=0
where o, 0,1, ...,0,,-1 denote the locations of sign changes of the sequence
A"a(k — n). To be specific, we let a,, 1 = —00, and we define inductively

;= min{k > a, ;1 : (=1)?A"a(k —n) > 0}
for j =0,1,2,...,n — 1. With this choice of P,, formula (3.6) can be rewritten as

n—1 . 00 - .

n—00 n! T + Qi j T, + k

k=—oc0

This part is very similar to Step 3 of the proof of Theorem 3.1 in [9].
Step 4. Recall that in formula (3.7), t € (0,7) and =z, is given by (3.3). On the
right-hand side of (3.7) only x,, depends on ¢, namely,

nf tt A et emit/? D - ne'
x”_§ Lco 92 D) cit/2 _ o—it/2 T it

When x € C\ Z, we denote by GG,,(x) the expression under the limit in (3.7), with z,,
replaced by z:

n—1 . ]
(T +n T+ j P,(k)A™a(k — n)
Gn(r) = ( n! jHO T+ Oén’j> kz x+k ' (3-8)

Thus, G, (z,) converges to F(e") as n — oo. This part is analogous to Step 4 of the
proof of Theorem 3.1 in [9]. In the next two steps, we denote the two factors in the
definition (3:8) of G, by G° and G*, and we study each of them separately.

Step 5. For z € C\ Z we denote

aymzszf“wﬁff—”f (3.9)

k=—o00

Since P,(k)A"a(k —n) > 0, we have ImG?(z) < 0 when Imxz > 0. Since G¥ is
not identically zero, it follows that 1/G? is a Pick function. Note that G? is real-
valued and decreasing on each interval (k,k + 1), k£ € Z. Hence, the exponential
representation of 1/G? is given by

1 oo 1
Gmx):emp(é:k/po(s_x-—52i1)¢ﬂ@ym) (3.10)

when Imz > 0, where ¢/ € R and

wﬂ@:hmlA

g ——
=0t T G (s + it)

1 )1 ifGE(s) <0,
0 ifGli(s) > 0.

Furthermore, for each j € Z there is a number 3, ; € [-j — 1, —j] such that
{s € (=i —1,—j) : Gils) < 0} = (= By, —J),
and hence

Wh(s) = Y Lip,p(s) (3.11)

j=—o0
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for almost every s € R. This part is essentially the same as Step 5 in the proof of
Theorem 3.1 in [9].
Step 6. The other factor in the definition (3.8) of GG, reads

1 .
Gi(x):x—l—nl—[ :17—}—[7.

for x € C\Z. Its exponential representation in the upper half-plane Im = > 0 follows
from the elementary identities

1 - 1
log(x+n):§10g(n2+1)—|—/ <s—x_szil>d8’

T+ ] 1 72+1 /—j 1 s
lo =—lo + — ds.
S+ Anj 2 8 ap i+l g \s—x s2+1

By definition, we have

G’ (x) = exp (CEZ + /OO (S i - j_ 1) 2 (s) ds), (3.12)

where ¢, € R and

n

n—1
Un() =) oo () = D Lcooan,)(5)- (3.13)
j=0

=0

This part is identical to Step 6 of the proof of Theorem 3.1 in [9].
Step 7. Combining (3.10) and (3.12) together, we obtain the exponential repre-
sentation of the function GG, defined in (3.8), namely

Gn(z) = exp (an + /OO (s i - j_ 1)@/%(5)653)7 (3.14)

where a,, = a’, — af, € R and v, = ¢’ — 1% In this step we prove that 1, is stepwise
decreasing on (—n, 0), increasing-after-rounding and nonnegative on (—oo, —n), and
increasing-after-rounding and nonpositive on (0,00). This is the counterpart of
Step 7 of the proof of Theorem 3.1 in [9], but the analysis requires more care in
the present case.

To simplify the notation, in this step only we fix n, and we write «,,; = «; and

Bnj = B;. By (3.10) and (3.13), we have

n n—1 o0
Un(8) = Lcooi(8) = Y Licoomap(s) = Y Lig,—(s).
=0 J=0

j==o0
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Recall that —j — 1 < —f; < —j. Elementary manipulations lead to

n—1 fe'e) 0
Un = (T(cooi) = Licooay) + (Z L — Y, ]1[—6,77—3‘))
: p

j==o0

= Z(]l(_oo7_j) - IL(—oo,—ozj) - ]]'[—ﬁjv_j))

7=0
—1 o)
= > Yepen ) (L1 = Logy)
fu j=n
n—1 —1 0
= (Moot ~ Lcsomap) = D Legymiy + ) Limjmrms)-
=0 j=—o0 j=n

The last two terms on the right-hand side define a function which takes values in
{0,1} on (—oo0, —n), which is equal to zero on (—n,0), and which takes values in
{—1,0} on (0,00). Let us now inspect the first term, that is,

Un(8) =) (Lcoo—p(8) = Li—ooay(9))- (3.15)

This function only takes integer values, it has n upward jumps at —a;, and it has n
downward jumps at —f3;, where j = 0,1,...,n — 1. In particular, Un(s) = 0 outside
a finite interval. Since —pj; € [—n, 0] for every j = 0,1,...,n — 1, the function ¥y is
stepwise increasing on (—oo, —n) and on (0, co).

It follows that on (—oo, —n), the function v, is a sum of a stepwise increasing
nonnegative function 1;” and a function that takes values in {0,1}. Thus, ¢, is
increasing-after-rounding and nonnegative on (—oo,n). Similarly, v, is increasing-
after-rounding and nonpositive on (0,c0). It remains to show that v, is stepwise
decreasing on (—n,0).

We already know that ¢, takes integer values on (—n,0) and it has downward
jumps at —fp; € [-j —1,—j] for j = 0,1,...,n — 1. It may have an upward jump
at —a; with j = 0,1,...,n — 1, as long as this number belongs to (—n,0). Suppose
that —«o; € (—n,0), that is, a; € {1,2,...,n — 1}, and write m = «;. By definition,
P,(m) = 0, and so the function G¥ defined in (3.9) does not have a pole at y = —m.
Therefore, G¥ is decreasing on (—m — 1, —m + 1).

If G¥(—m) < 0, then G%(y) < 0 for y € (—m,—m + 1), and so, by definition,

Bm—1 = m. In this case the upward jump of ¢, at —«; = —m is cancelled by a
downward jump at —f3,,_1 = —m.

If G%(—m) > 0, then G%(y) > 0 for y € (—m — 1,—m), and hence 3,, = m. In
this case the upward jump of v, at —«; = —m is cancelled by a downward jump at
— B = —m.

The above argument shows that every downward jump of ¢,, on (—n,0) is can-
celled by an appropriate upward jump, and so v, is indeed stepwise decreasing on
(—n,0), as desired.

Step 8. Recall that z,, = ne'/(1 — ¢'), and our ultimate goal is to express F(e%)
in terms of ¢. For this reason we substitute z = nz/(1 — z) in the exponential
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representation (3.14)) of the function G,,. In other words, when Im z > 0 we define

Falz) = G"(ln—zz) - eXp(C” * /_Z<s(1 i;)z— ne s2i1)¢”<5>d‘9)’

so that F,(e") = G,(z,) converges to F(e") for every ¢t € (0,7). As in Step 9 of
the proof of Theorem 3.1 in [9], we substitute s = nr/(1 — r) in the integral on the
right-hand side. In order to do so, we denote

%mzm(ﬂl)

It is straightforward to see that ¢, is stepwise decreasing on (—oo,0), increasing-
after-rounding and nonpositive on (0,1), and increasing-after-rounding and non-
negative on (1,00). Substitution leads to

o 1
F.(z) = exp(dn —1—/_ (r — 7“2: 1>gpn(7")dr) (3.16)

o0

when Imz > 0 for an appropriate d, € R; we omit the easy details, which are
exactly the same as in the corresponding part of [9].

Step 9. We know that F,,(z) is given by (3.16) when Imz > 0, and that F),(e")
converges to F(e) as n — oo for every t € (0, 7). The desired representation (3.1)
of the limiting function F follows now from Lemma [2.5] Clearly, ¢ satisfies condi-
tions|[(i)] through of Theorem [3.3] In order to prove the remaining condition
observe, as in Remark[1.2] that the sequence Aa(k) is summable and it sums up to
0, and hence its generating function is continuous on the unit circle in the complex
plane, and it takes value 0 at z = 1. The generating function of Aa(k) is, however,
equal to (z —1)F(z) when |z| = 1, z # 1, and hence the limit of (¢/ —1)F(e) ast — 0
is equal to zero. U

Appendix A. Auxiliary ‘approximation to identity’ lemma
The following result is used in the proof of Proposition

Lemma A.1. Suppose that ¢ is a continuous integrable real-valued function on
[0,00) such that ¢(s) converges to 0 as s — oo, |p| attains a strict global maximum
at a pointt € (0,00), and ¢(t) > 0. Denote

M= [ ptors

If ' is an integrable function on the unit circle in the complex plane and F' is
continuous at e, then

lim L /Ooo(gp(s))”F(eis)ds = F(e").

n— o0 n
Instead of integrability of F it is sufficient to assume that (¢(t))"F(e") is integrable
over (0,00) for n large enough.

Proof. Our goal is to prove that

lim Min /Ooo(go(s))"(F(eiS) — F(e"))ds = 0.

n—oo

Fix ¢ > 0, and choose ¢ > 0 small enough, so that |F () — F(e")| < £ and ¢(s) > 0
whenever |s — t| < §. By assumptions, there is ¢ > 0 such that |¢(s)| < (1 — 29)(t)
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when s > 0 and |s — ¢| > J. Furthermore, we can find n > 0 such that ¢(s) >
(1 —9)p(t) when |s — t| < n. On one hand, we have

/ (¢ls))"ds
[0,00)\ (t—6,t+9)

< / o (s)["ds (A1)
[0,00)\(t—6,t+6)
<(@ -2 [ [o(s)lds
[0,00)\ (t—6,t+9)

and, in the same vein,

\ / (o)) (F(e") — F(*))ds
[0,00)\(t—6,t40)

</ (o)) — Fe")lds (12)
[0,00)\ (t—6,t4-8)

<((1-20) / o) F(e) — P(e))ds.
[0,00)\(t—6,t40)
On the other one, we have

M, > / ))"ds > / ))"ds = 2n((1 —9)e(t)", (A.3)
(t 6t+6) (t— nt+n

and

' /@ _5’75%)(90(8))"(1?(6“) — F(et))ds

< 5/ (p(s))"ds < eM,,. (A.4)
(t—8,t+6)

Since (1—1)¢(t) > (1—219)p(t), the right-hand sides of and (A.2) are negligible
compared to the right-hand side of (A.3) as n — oco. Therefore,

1
lim — (p(s))"ds =0,
n—=00 My J(0,00)\ (t—5,t+6)
1
lim —/ (p(s))"ds =1,
n—00 My J(1—5145)
and
1 . ‘
lim — (0(8))"(F(e”) — F(e"))ds| = 0.
n=0 M | J10,00)\ (t—6,445)
By (A.4), we also have
1 , .
lim su (e(s))"(F(e”®) — F(e"))ds| < e.
n—00 (t—6,t+9)

The last two formulae imply that

_ 1
lim sup —

< e
n—oo Mn

/0 (o))" (F() — F(et))ds

Since ¢ > 0 is arbitrary, the desired result follows.
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If we relax the integrability assumption on F to integrability of (p(¢))™F(e) over
(0, 00) for some m, then we only need to replace the bound by

/ (¢ls))"(F(e) - P(e"))ds
[0,00)\ (t—6,t46)

< ((1— 219)@(1?))""”/ [o(s)[™|F(e") — F(e")|ds.
[0,00)\ (t—6,t+5)
Otherwise, the proof is exactly the same. U

Appendix B. Holomorphic character of two functions

Below we give a detailed derivation of the representation formula for two holo-
morphic functions which appear in Examples([1.10]and [1.11]

B.1. Independent simple random walks. We begin with the function F; defined
in Example [I.11] For simplicity, we drop the index 1 from the notation, that is, we
consider the function

B 9 + Z'(Zl/Z . 271/2)

B 241 '

Our goal is to prove that F has the form given in (I.I), so that Theorem|[I.I|applies.

We have already observed that F' is a holomorphic function in the upper complex
half-plane Im z > 0. Observe that in this region

24 i(2 — ) = 2= (2) 2 (=2) 2 = (i(=2) '~ i(—2) )

Furthermore, Re(i(—z)"4 — i(—z)~'/4) > 0, and hence
Arg(2+i(2"? — 271%)) = 2 Arg(i(—2)V* —i(—2) M%)

is well-defined and takes values in (—m, 7). Clearly, Arg(z + 1) is well-defined and
takes values in (0,7) when Im z > 0. It follows that the argument of F' has a con-
tinuous version in the upper complex half-plane Im z > 0, which we denote by 7®,
and

®(z) = L Arg(2 + i(21/% — 271/2)) — 2 Arg(z+1).
Furthermore, ®(z) € [—2, 1] for every z, and hence ¢ is a bounded harmonic func-
tion in the upper complex half-plane. By Poisson’s representation formula,

O(z) = _/00 Im ! o(s)ds,

S —Z

where ¢(s) = limy;_,o+ (s + it) is the boundary limit of ¢, defined for almost every
s € R. Recall that 7® is the imaginary part of the continuous logarithm of F. It
follows that for some constant c € R,

F(z) = exp<c+/2(8 i - 82i1><,0(s)ds),

that is, F' is indeed given by (1.1). Furthermore, for s # —1, we have

lim Arg(s+it +1) = 71—, —1)(5).
t—0t
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When s > 0, clearly
lim Arg(2 +i((s +it)"/? — (s + it) /%)) = Arg(2 +i(s"/* — s7/%))

t—0t
sl/2 _ g—1/2
= arctan

Finally, when s < 0 and s # —1, we have

lim Arg(2 +i((s +it)"/2 — (s +it)"/2))

t—0t
= tl_i>%1+ Arg(2 — (=s)2 = (—=8) 72 + Li(—s)72t — Li(—s) %t + O (7))
= 7T]l(—oo,—1)(3) — W]l(,l’o)(s).
It follows that
= li ) 1
To(s) Jim (s +1it)
= lim Arg(2+4((s +it)"/* — (s +1it)"/?)) — lim Arg(s+ it + 1)
t—0t t—0+
has the desired form, namely,
0 ifs< —1;
o(s) =< —1 if—1<s<0;
Larctan(i(s'? — s71/%)) if s >0,
as claimed in Example We note that in fact we have ¢(s) € [—1, 1] for almost

every s € R, and thus ®(z) € (—1,1) for every z in the upper complex half-plane
Im z > 0, that is, ® is in fact the principal branch of the argument of F'(z).

B.2. Two-dimensional simple random walk. We turn to the properties of the
function £ introduced in Example [1.10] Again we drop the index 1 from the nota-
tion, that is, we consider the function

-1 -1 -1
F(Z):2_z—|—z _\/1_z—|—z \/3_z+z .

2 2 2

In Example [I.10] we argued that F' is a holomorphic function in the upper complex
half-plane Im z > 0, and in this region 1 — $(z + z7') € C\ (—o00,0]. If we write
w=1-3(z+2z""), thenw e C\ (—o0,0], and
— (1+w)*—ww+2) 1
Fle) = 14w = vuvws2 = 14w+ Vovw+2 1+w+Jovw+2

If w > 0, then 1 + w + Jwyw—+2 > 0. Suppose that Imw > 0. Then
0 < Arg(w + 2) < Argw < 7, and hence 0 < Arg(y/wvw +2) < m. Therefore,
Im(1 + w + wy/w + 2) > 0. Similarly, if Imw < 0, then Im(1 + w + ywyvw +2) < 0.
It follows that F(z) € C\ (—oo,0]. Consequently, ®(z) = < Arg F(z) is well-defined
in the upper complex half-plane with the principal branch of the logarithm, and
®(z) € [-1,1]. As in the previous section, we use Poisson’s representation formula
for the bounded harmonic function ® to find that F' is indeed given by (1.1), with

To(s) = tlirgi Arg F(s +it).



TWO-SIDED BELL-SHAPED SEQUENCES 37

In order to evaluate the above limit, we observe that if z = s + it and, as before,
w=1-3(z+2z""), then
w=1-1(s+s") = lit+ LisPt + O(t)

as t — 0*. Thus, as t — 0, w converges to 1 — (s + s7!). Additionally, Imw is
negative for small ¢ > 0 when |s| > 1 and positive for small ¢ > 0 when |s| < 1.
In terms of variable w introduced above, we have

lim Arg F(s +it) = — lim Arg(1 +w + vwvw + 2).
t—0t t—0+

When s < 0, the limit of w is positive, and therefore F'(s-+it) converges to a positive
limit as t — 0". That is,

lim Arg F(s + it) = 0.

t—0t

When 0 < s < 3 — 2v/2, then w converges to a number in (—oo, —2), so that F(z)
converges to a negative number. Furthermore, the imaginary part of w is positive
for ¢t small enough. Therefore,

lim Arg F(s +it) = — lim Arg(1 +w + Vwvw +2) = —.
t—0+ t—0+

Similarly, when s > 3 + 21/2, then again w converges to a number in (—oo, —2) and
F(z) converges to a negative number, but the imaginary part of w is negative for ¢
small enough. It follows that

lim Arg F'(s +it) = — lin@r Arg(l +w + Vwvw —1—2) =T.
t—0

t—0+

Finally, when 3 — 22 < s < 3+ 2v/2 and s # 1, then the limit of w lies in (—2,0),
and hence

lim Arg F(s +it) = — lim Arg(1 +w + iv—wvw + 2)

t—0t t—0t
:_A@QL_aa+fw+¢¢ayﬂ+g—1¢3—agﬂ+@)

The above expression belongs to (—m,0) when s < 1 and to (0,7) when s > 1. We
conclude that ¢ indeed has the desired form:

(

0 if s < 0;
—1 if 0 < s <3 —2V2;
1 4—5— 51
s) = ¢ —— arccot if3—2v2 < s<1;
#(s) m Vs+s1—2v/6—5— 51
! t dos—s ) ifl<s<3—+2
— arcco i s —V2;
s Vs+s1—-26—5—5s"1
1 if s > 3+ 2v/2.
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