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SUMMARY

To reduce network traffic and support environments with limited
resources, a method for transmitting images with low amounts of transmis-
sion data is required. Several machine learning-based image compression
methods, which compress the data size of images while maintaining their
features, have been proposed. However, in certain situations, reconstructing
the semantic information of images at the receiver end may be sufficient.
To realize this concept, semantic-information-based communication, called
semantic communication, has been proposed, along with an image trans-
mission method using semantic communication. This method transmits
only the semantic information of an image, and the receiver reconstructs
the image using an image-generation model. This method utilizes one type
of semantic information for image reconstruction, but reconstructing im-
ages similar to the original image using only it is challenging. This study
proposes a multi-modal image transmission method that leverages diverse
semantic information for efficient semantic communication. The proposed
method extracts multi-modal semantic information from an original image
and transmits only it to a receiver. Subsequently, the receiver generates mul-
tiple images using an image-generation model and selects an output image
based on semantic similarity. The receiver must select the result based only
on the received features; however, evaluating semantic similarity using con-
ventional metrics is challenging. Therefore, this study explored new metrics
to evaluate the similarity between semantic features of images and proposes
two scoring procedures for evaluating semantic similarity between images
based on multiple semantic features. The results indicate that the proposed
procedures can compare semantic similarities, such as position and com-
position, between semantic features of the original and generated images.
Thus, the proposed method can facilitate the transmission and utilization
of photographs through mobile networks for various service applications,
including monitoring, tracking, and detection.
key words: semantic communication, image generation, image transmis-
sion, image captioning, semantic segmentation

1. Introduction

It is expected to increase situations wherein photos taken at
specific locations are transmitted through a mobile network
and used for various services and applications such as moni-
toring, tracking, and detection. Additionally, recent surveys
of undersea resources using underwater communication [1],
[2] and environmental monitoring using satellite communi-
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cation in severe locations [3]-[5] have also been conducted.
Therefore, image transmission technologies will have to re-
alize transmitting numerous images from multiple locations
in the future.

However, it is important to reduce network traffic ow-
ing to data transmission including image transmission, be-
cause global network traffic is expected to continue increas-
ing [6]-[8]. Additionally, developing periodic image trans-
mission techniques for recent applications in severe envi-
ronments wherein communication resources are extremely
limited such as underwater remains challenging. Conse-
quently, image transmission using fewer network resources
has the potential for use in various applications.

A common approach for reducing the communication
cost of image transmission is to use image compression meth-
ods [9]-[11]. Furthermore, machine-learning-based image
compression methods that realize high compression rates
have been proposed [12], [13]. However, these methods do
not consider the transmission process. In contrast, deep joint
source and channel coding (DeepJSCC) [14], [15] schemes
have been developed to compress and transmit images effi-
ciently by optimizing the joint coding scheme to suit wireless
channels. DeepJSCC encodes images based on the semantic
features in the data to be transmitted and realizes image trans-
mission while maintaining their visual information. Com-
munication technologies, such as DeepJSCC, that focus on
the meaning and semantics in communication bits have re-
cently attracted attention as semantic communication [16]—
[18].

These methods aim to transmit images while maintain-
ing the visual identity of the images. However, transmitting
all features of the images is redundant in certain situations.
For example, in an application aimed toward monitoring spe-
cific objects, the background information in a captured photo
is less important than that related to the target object, such
as its type and composition. Moreover, when viewing a live
camera stream at an event or exhibition, the faces of people
and background information are not important for viewers
because their primary interests lie in the event and exhibits.
In such situations, the transmitter does not need to transmit
the all features contained in the image to the receiver.

Therefore, in such situations, if a transmitter can ex-
tract specific features from an original image based on the
requirements of the receiver, the amount of data transmitted
can be reduced by transmitting only the features extracted
from the image. Additionally, owing to recent developments
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in the field of artificial intelligence, image-generation mod-
els [19]-[21] that allow generating images using descrip-
tive information or sketches have become widely available.
Moreover, recent real-time image-generation models [22]
can apply image-generation mechanisms to time-sensitive
applications. Consequently, there is potential for the de-
velopment of image-generation-based image transmission,
which can be considered a type of semantic communication
in the future.

As an example of such a kind of communications, the
authors of [23] have proposed an image transmission method
based on the descriptive information contained in an image.
In this method, the transmitter transmits only the descriptive
text information extracted from the original image using an
image-to-text algorithm to the receiver, and the receiver then
reconstructs the image based on the received information
through an image-generation model. Although this method
can significantly reduce the communication cost compared
to existing image transmission methods, some important se-
mantic features, such as object position and composition,
might be lost because it only relies on a single semantic
feature from the reconstructed image. Therefore, it is nec-
essary to extract and transmit multi-modal semantic features
from the original image to realize image reconstruction with
high semantic similarity and satisfy the requirements of the
receiver.

To address this issue, we previously proposed an image
transmission concept that employs multiple types of seman-
tic information [24]. In this method, a transmitter extracts
multiple semantic features from an original image, such as
composition and color, in addition to captions, and transmits
them to a receiver, which reconstructs the image using an
image-generation model. The images generated using mul-
tiple semantic features are expected to have a higher similar-
ity to the original images than those generated using only a
single semantic feature. However, a quantitative analysis of
the semantic similarity between the original and generated
images was not conducted in [24].

A receiver receives the extracted features and reconstructs the image using an image-

In this study, we propose a highly efficient image trans-
mission method based on the concept proposed in [24] and
employ newly designed evaluation metrics to assess the se-
mantic similarity between the original and generated images.
In the proposed method, an image-generation method at the
receiver reconstructs images with the semantic information
required by its application using the multi-modal semantic
information extracted from the original image. Fig. 1 shows
an overview of the proposed method. To achieve image
transmission with a small amount of data, the transmitter
transmits multiple features of the original image, and the
receiver reconstructs an image with the same semantic infor-
mation as the original image. First, the transmitter extracts
multiple features representing composition, description, and
color information from the original image as diverse seman-
tic information using existing machine learning algorithms.
Thereafter, the transmitter transmits only the extracted se-
mantic features to the receiver, with the aim of minimizing
the amount of data transmitted. The receiver generates mul-
tiple images by inputting the received features into an image-
generation model. As the image-generation model generates
various images, the receiver must select the best image as
an output image. To evaluate the reconstruction result, this
study developed quality assessment procedures, which is
introduced later. In the proposed method, the receiver re-
constructs images by the received semantic information to
be easily recognized by humans. Therefore, the proposed
method can be potentially used in various applications.

To select an appropriate image using the proposed
method, the quality of the generated images must be as-
sessed based on the semantic similarity between the original
and generated images on the receiver. Although some met-
rics assess the image quality by comparing two images [25],
the proposed method cannot compare the original and gen-
erated images directly because the receiver does not possess
the original image. Therefore, the quality of the generated
images must be assessed based only on the received seman-
tic features of the original image. To address this issue, this
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study investigates various metrics to evaluate the semantic
similarity between the original and generated images, with a
particular focus on multi-modal semantic information. This
study proposes two scoring procedures for evaluating the
similarity between semantic features, such as descriptive and
segment information, of the original and generated images.
Additionally, this study also proposes a background recolor-
ing method for enhancing the contours of objects in images
to improve image generation.

The contributions of this study can be summarized as
follows:

* We propose an image construction method that recon-
structs images at the receiver end using multi-modal
semantic communication. Therefore, the proposed
method can transmit images with higher semantic simi-
larity information than conventional transmission meth-
ods. Additionally, the proposed method only uses open-
source machine learning algorithms, making it easy to
deploy and underscoring its potential for use in various
applications.

* The proposed method demonstrates better reproducibil-
ity than [24] because it evaluates the generated images
based on their similarity between the semantic features
of the original and generated images. To realize this,
we propose two scoring procedures for evaluating the
semantic similarity between images. These procedures
can evaluate the semantic similarity between images
based only on the semantic features received by the
receiver.

* We propose and investigate new metrics for evaluating
the semantic similarity between the original and gen-
erated images through an experiment. This is an im-
portant first step toward establishing evaluation metrics
for image transmission methods using semantic com-
munication. The results of the experiment indicate that
the proposed scoring procedures can evaluate semantic
features of the target object, such as position and com-
position, and the entire of background information of
the image. Additionally, the results demonstrate that the
proposed method with the background recoloring tech-
nique can effectively reconstruct the composition and
position of the target object in the generated images.

The remainder of this paper is organized as follows:
Section 2 presents the existing image compression and trans-
mission methods. Section 3 introduces the proposed image-
generation-based transmission methods. Section 4 investi-
gates evaluation metrics for evaluating semantic similarity
between the original images and those generated using the
proposed methods. Section 5 elucidates the experiments per-
formed to evaluate the proposed methods and the semantic
similarity between images using the proposed metrics men-
tioned previous section. Section 6 presents and discusses
the experimental results. Section 7 concludes the paper and
presents future research directions.

3

2. Related Work

Many studies have investigated various machine-learning-
based image compression methods [12],[13],[26]-[30].
These methods compress the image data using various ma-
chine learning algorithms such as convolutional neural net-
works (CNNs) [26]-[28] and autoencoder [29], [30]. These
methods have demonstrated higher compression ratios while
maintaining better image quality than traditional image com-
pression algorithms such as JPEG [10] and JPEG2000 [11].
However, these methods focus only on source coding to re-
duce the image data size. When a device transmits images
through a network, a channel coding algorithm must be used
to prevent errors caused by channel noise.

To address this issue, DeepJSCC-based methods were
recently proposed to further improve image transmission ef-
ficiency [14],[15]. These methods encode an image in a
batch using a CNN, which differs from the conventional
procedures of employing separate source and channel cod-
ing steps. These methods exhibit better performance than
conventional image compression algorithms, such as JPEG
and JPEG2000, for a specific channel bandwidth and a low
signal-to-noise ratio.

The goal of these methods is to transmit visually com-
plete images between end-to-end devices. That is, these
methods aim to transmit images while preserving all the
semantic information visually recognizable by humans, in-
cluding the composition, background, and target object type.
However, in some situations, it is redundant to transmit all
semantic information contained in images. Therefore, to
significantly reduce the amount of data transmitted during
image transmission, only some semantic information must
be extracted from an image and transmitted to the receiver.
Recently, owing to the development of neural networks, var-
ious machine learning algorithms, such as image caption-
ing [31], [32] and semantic segmentation [33], [34], that can
extract specific semantic information from an image have
been proposed to convert images into descriptive or seg-
mented information.

This approach, which focuses on the transmission of
semantic information, is known as semantic communica-
tion [16]-[18]. Semantic communication aims to achieve
end-to-end data transmission while maintaining the content
at the semantic level rather than at the bit level. In other
words, semantic communication is considered to be suc-
cessful when original and received data are semantically the
same, even if the received data have been changed from the
original data at the bit level.

[23] proposed an image transmission method that trans-
mits only the image caption to further improve communica-
tion efficiency. In this method, a transmitter generates a cap-
tion as descriptive information of the original image using an
image captioning algorithm. Subsequently, the transmitter
transmits only the generated caption, and the receiver recon-
structs the image based on the received caption by using an
image-generation model.



As this method extracts only the descriptive informa-
tion from the original image, it may incur a loss of some
semantic information contained in the original image that
is difficult to represent through the descriptive information.
For example, it is difficult to represent the exact position
and composition of a target object in an image using only
descriptive information. Therefore, to reconstruct an image
more clearly at the receiver, the transmitter must extract and
transmit multi-modal semantic information from the origi-
nal image. To address this issue, we previously proposed
a novel image transmission method that uses multi-modal
semantic information [24]. In this method, a transmitter
extracts descriptive, segmented, and color information from
the original image as semantic features, and transmits only
these features. After receiving these features, the receiver
reconstructs the image using an image-generation model. By
conveying diverse information, such as the composition and
color of the original image, in addition to descriptive in-
formation, this method enables image transmission that can
generate images that are more semantically similar to the
original image compared with existing methods. However,
[24] included only subjective classification of the generated
images as a preliminary study. Therefore, quantitative eval-
uations of the similarities between original and generated
images are lacking.

To evaluate the overall performance of image-
compression algorithms, the peak signal-to-noise ratio
(PSNR) is often employed as a metric to assess the visual
similarity between two images. PSNR is defined as the ratio
of the maximum power of a signal to the noise that de-
grades the image quality. Another metric, called the learned
perceptual image patch similarity (LPIPS) [25], has been
employed in existing semantic communication methods for
image transmission [23]. LPIPS focuses on the distance in
the latent space and compares the feature output of the con-
volution layers of a trained neural network model for image
classification.

These metrics are useful for evaluating methods that
aim to fully reconstruct the original image. However, the
proposed image transmission method aims to reconstruct
an image using specific semantic features required by the re-
ceiver and extracted from the original image. In other words,
the proposed method does not involve transmitting visually
complete images identical to the original image. Therefore,
it is necessary to evaluate the semantic similarities between
the original image and the images generated using the pro-
posed method to compare them. However, evaluating se-
mantic similarity using the conventional evaluation metrics
is challenging.

3. Image Generation-based Transmission Method

This section describes the proposed image generation-based
transmission method that uses multi-modal semantic infor-
mation. A transmitter extracts multiple semantic features,
such as composition, description, and color information, rep-
resenting diverse semantic information from an image and
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transmits only these extracted features. The details of these
extracted features are explained in Sec. 3.1. The receiver
generates multiple images using the received features and se-
lects an output image based on the semantic similarity. The
details of these procedures at the receiver are explained in
Sec. 3.2. The proposed method focuses on reducing both the
amount of transmitted data and image reconstruction from
the receiver’s perspective while maintaining the extracted
semantic features.

3.1 Feature Extraction at the Transmitter

Fig. 2 illustrates the process employed by the transmitter for
extracting multi-modal semantic features from the original
image (size m X n pixels) using existing machine learning
algorithms.

First, the transmitter generates a caption as the descrip-
tive information using an image captioning algorithm [31],
[32],[35]. The descriptive information contains the target
object type and broad background information of the origi-
nal image.

Next, the transmitter performs semantic segmenta-
tion [33], [34] on the original image to obtain a segmentation
array that represents the segment information of the image.
Semantic segmentation algorithms realize image segmenta-
tion by labeling each pixel of an image. Therefore, the seg-
mentation array is an m X n two-dimensional array composed
of labels for all pixels of the original image. The segment
information represents the position and composition of the
target object in the original image.

Third, the transmitter generates a color palette by cal-
culating the average RGB value for each label in the segmen-
tation array. This is because the detailed color information
of the image is lost when only the caption and segmentation
array are generated, and it is difficult to reconstruct the color
information of the image by the receiver. The color palette
represents the color information of the segments contained
in the original image. After extracting the three types of se-
mantic features, the transmitter transmits this data, the size
of which is significantly smaller than that of the original
image, to the receiver.

Image ‘ a photography of a cat sitting on a table
captioning looking up at the camera with a white wall behind it
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Fig.2  Procedure for extracting semantic information from the original
image using the transmitter. The transmitter generates a caption, segmen-
tation array, and color palette from the original image, representing its
descriptive, segment, and color information.
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Fig.3  Procedure for reconstructing the image at the receiver using the
image-generation model. The receiver generates multiple images by in-
putting the received caption and generated segmented-colored image into
an image-generation model. After the generation, the receiver selects an
output image based on the semantic similarity between the received features
and those of the generated images.

3.2 Image Reconstruction by the Receiver

Fig. 3 illustrates the image reconstruction procedure em-
ployed by the receiver. After receiving the semantic features,
the receiver reconstructs the image using the received infor-
mation and an image-generation model. First, the receiver
generates a colored-segmented image from the segmentation
array and color palette, which is then input into the image-
generation model. The colored-segmented image is created
by changing the value of each label in the segmentation array
to its corresponding RGB value in the color palette. Sub-
sequently, the receiver inputs the received caption and gen-
erated colored-segmented image into the image-generation
model to generate multiple images. Here, the receiver must
evaluate the semantic similarities between the original and
generated images to output the best result among the gen-
erated images. However, it is not possible to directly com-
pare the similarities between the images because the receiver
does not have the original image. To address this issue, the
receiver assigns similarity scores based on the received se-
mantic features and generated images. The detailed scoring
procedures for semantic similarity are discussed below. Af-
ter scoring, the receiver selects the image with the highest
score as the output. Thus, the proposed method realizes
image transmission based on the semantic information con-
tained in an image using these procedures.

3.3 Background Recoloring for Enhancing Object Con-
tours

As shown in Fig. 4, the image-generation model cannot ac-
curately identify the segment information if similar RGB
values are assigned to the “background” and target object
labels. Therefore, the receiver generates images with com-
pletely different compositions than that of the original image
when using this segment information. To avoid this undesir-
able image generation, this study proposes an extensive ap-
proach that changes the color of pixels labeled “background”
to white. When employing this approach, the segment infor-
mation of the original image is more likely to be recognized

5

by the image-generation model because the area of the target
object in the colored-segmented image stands out. How-
ever, the background color information of the original image
may be lost because the background color of the colored-
segmented image is converted to white.

4. Evaluation Metrics for the Proposed Method

This section describes the similarity scoring procedures for
selecting an output from the generated images. As described
in Sec. 3.2, to score the generated images, the receiver re-
quires similarity metrics. However, the receiver cannot di-
rectly compare the similarity of the images because it cannot
access the original image. To address this issue, this study
proposes two scoring procedures to compare the semantic
similarity between the received features of the original im-
age and those of the images generated by the receiver.
Scoring procedure for descriptive information simi-
larity: This procedure compares the descriptive information
in the original images and those generated by the receiver.
The receiver generates captions for the generated images and
calculates the text similarity between them and that of the
original image. This procedure uses BERTScore [36], which
is a metric used to assess the semantic similarity between
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Fig.4  Examples wherein color information affects the segment informa-
tion recognition of the image-generation model. In the upper example, the
image-generation model correctly recognizes the composition of the tar-
get object because the boundary between the object and background in the
colored-segmented image is clear. In contrast, in the lower example, the
positions of the target object in the generated images differ significantly
from that in the original image, which may be caused by the similar RGB
values of the target object and background in the colored-segmented image.



sentences to evaluate text similarity. BERTScore calculates
text similarity using bidirectional encoder representations
from transformers (BERT) [37], which is a natural language
processing model. Text similarity is calculated based on the
vectors of input sentences generated by the trained BERT.

Scoring procedure for segment similarity: This pro-
cedure compares the segment information contained in the
original and generated images. The receiver first converts
the generated images into segmentation arrays using a se-
mantic segmentation algorithm, similar to the transmitter.
As described in Sec. 3, each element of the segmentation
array contains a label for the corresponding pixel. Note that
the segmentation arrays of the original image Sors and the
generated image S, are defined as follows:

SOl‘g = (Pl,pZ,"'pN)

(M
Sseg = (ql’ 112, e CIN)’

where p and g denote the labels stored in each element of
the segmentation arrays, that is the corresponding pixels.
Additionally, N := mn denotes the size of segmentation ar-
rays, i.e. the number of pixels of the original and generated
images, which contain, the same number of pixels. Subse-
quently, the receiver calculates the segmentation matching
rate SMR between Sor and Sgeg as follows:

1 N
MR = — i»qi). 2
s N;w i) @

where 6 (p;, q;) represents the Kronecker delta that indicates
whether the two arguments are the same, and is defined as
follows:

I (x=y)
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The receiver calculates SMR by determining the percentage
of pixels with matching labels among all pixels. SMR can
compare the position and composition of the target object
between the images.

5. Experiment Setup

We conducted an experiment to evaluate the performances
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Fig.5 Examples of original images, segmented colored images, and cap-
tions used in the experiment.
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of the proposed methods and scoring procedures for deter-
mining the similarity between the semantic features of the
original and generated images. This experiment included
105 images; five each containing 21 different objects (air-
plane, bicycle, bird, boat, bottle, bus, car, cat, chair, table
and chairs, cow, dog, horse, motorbike, person, potted plant,
sheep, sofa, table, train, and TV). All images were in the
JPEG format with a quality of 80 and size of 512 x 512 pix-
els, and were obtained from photoAC [38], which contains
copyright-free images.

First, all the images were converted into captions and

segmentation arrays using image captioning and semantic
segmentation algorithms. This experiment used bootstrap-
ping language-image pre-training for unified vision-language
understanding and generation (BLIP) [31] for image caption-
ing and DeepLabV3 [33] for semantic segmentation. In ad-
dition, color palettes for each image were simultaneously cre-
ated based on the segmentation arrays. Note that BLIP was
set to generate captions containing 20-30 words beginning
with “a photography of”” because the experiment employed
only photos. After conversion, the colored-segmented im-
ages were created in the PNG format using the segmentation
arrays and corresponding color palettes. Fig. 5 shows ex-
amples of the colored-segmented images and captions used
in this experiment. Subsequently, 50 images were generated
for each original image by inputting the colored-segmented
image and the caption into Stable Diffusion [19], which is a
widely used image-generation model. Note that in this exper-
iment, Stable Diffusion was instructed to avoid the following
factors to prevent generating images with textures different
from the original images.
“low quality, worst quality, out of focus, ugly, error, jpeg
artifacts, lowers, blurry, broken, illustration, animation,
painting, 2D, oil painting, sketch, watercolor, ink, flat
color”

We compared the semantic features of the original im-
ages and those generated by each method using the scoring
procedures described in Sec. 4. Note that in the text sim-
ilarity evaluation, we compared the performance with and
without removing stop words from the captions. Stop words
are prepositions and articles that are removed during prepro-
cessing for natural language processing as their presence can
result in excessively high similarity scores. We also evalu-
ated and compared the performance of the simplest method,
which generated images using only the caption generated
from the original images, with that of the two methods pro-
posed in Sec. 3.

6. Experiment Results and Discussion

This section presents and discusses the results of the exper-
iment described in Sec. 5, wherein the following aspects.
First, the reduction in transmission data size using the pro-
posed method was evaluated in Sec. 6.1. Second, the image-
generation performances of each method were compared us-
ing the proposed scoring procedures in Sec. 6.2 and Sec. 6.3.
Third, the impacts of the content and combinations of seman-



HOSONUMA et al.: IMAGE GENERATIVE SEMANTIC COMMUNICATION WITH MULTI-MODAL SIMILARITY ESTIMATION FOR RESOURCE-LIMITED NETWORKS

Table1 Data sizes employed by each method. The average data size of the captions is approximately
1/4000% of that of the images in the JPEG format. Additionally, even when multiple semantic features
are combined, the data size is approximately 1/20™ of that of the JPEG format images.
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The results of the proposed method with background recoloring exhibit lower similarity scores than
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Fig.7  Text similarity scores of the “airplane” images generated by the
proposed method without background recoloring. Note that the stop words
are removed in the results. Compared with the results of not removing the
stop words, these results exhibit lower similarity scores and larger variances.
This is because removing the stop words prevents the text similarity scores
from becoming excessively high.

tic features on the generated images are discussed in Sec. 6.4
and Sec. 6.5. Finally, the advantages and effectiveness of
the proposed method and scoring procedures are discussed
in Sec. 6.6 and Sec. 6.7.

6.1 Data Sizes of Semantic Features

We compared the data size transmitted by the proposed
method with that of the raw bit maps, JPEG formatted data,
and generated captions of the original images to validate its
communication efficiency. Table 1 presents the data sizes
for each compression approach. “Uncompressed” denotes
the size of the uncompressed bit map of the original images,
“JPEG” denotes the average size of the original images in the
JPEG format, and “Caption” denotes average size of the cap-
tions for each original image, which is used by the simple
method employing only the descriptive information of the
images. In addition, “Caption + color palette + segmenta-
tion array” denotes the average total size of the caption, color
palette, and segmentation array for each image, which is the
size of semantic features used in the proposed method. The

sizes of all elements of the segmentation arrays and captions
characters were calculated as 1 byte each. The data size of
each color palette was calculated as the number of labels in
an image X 4 bytes: 3 bytes for the RGB values and 1 byte
for the label index. Each segmented array was compressed
using run-length encoding for further data reduction. Ad-
ditionally, “Caption + color palette + segmentation array”
includes the RGB value of the “background” label.

The results indicate that the proposed methods achieved
higher data reduction than the images in JPEG format,
thereby underscoring the utility of the proposed method in
situations with limited network resources. Additionally, data
size comparisons of the semantic features showed that only
the caption extracted from the images had a smaller data size
than the total size of the multiple semantic features, indicat-
ing that the communication efficiency was better when only
captions were used. However, the proposed method was su-
perior in terms of color and composition reproduction, as
described in the following sections.

6.2 Comparison of Text Similarity Scores of Each Method

Fig. 6 shows the text similarity scores for the captions gener-
ated from the original image and 50 images generated using
each method. The results indicate the text similarity scores
of the five original images of “airplane,” and similar trends
were observed for the results of other images. Note that stop
words were not removed from these results and the original
images are shown at the bottom of the figures. The results
demonstrate that text similarity was higher when multiple
semantic features were used for image generation than when
only captions were used for some original images. This is
because the proposed method generates images with more
similar semantic information, such as the composition of
the object and color information, using multiple semantic
features. In addition, the method that considers segment
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Fig.9  Top five generated images with the highest segmentation matching
rates with the original “airplane” image. Compared to the images generated
using the method with background recoloring, the compositions of the im-
ages generated using the proposed method without background recoloring
are less similar to that of the original image. The image-generation model
cannot recognize the segment information using the proposed method with-
out background recoloring owing to the similar RGB values of the target
object and background. In such situations, background recoloring can gen-
erate images with more similar compositions to the target object.

information (i.e., when the background color of the colored-
segmented image is white), exhibited lower text similarity
for some images compared to the method that does not con-
sider segment information. This is because, in the method
that considers segment information, the color information
of the background in the original image is lost, which may
affect its text similarity performance.

Fig. 7 shows the text similarity scores for the captions
generated from the original image and 50 images generated
using the proposed method without background recoloring.
Note that the stop words were removed from all the captions
in this result. Therefore, this result can be compared to that
shown in Fig. 6 (b) based on the presence or absence of stop
words. Fig. 6 (b) shows high text similarity scores for all
original images, which may be caused by the presence of stop
words that make similarity excessively high. In contrast, in
Fig. 7, the similarity scores for all images are lower than that
in Fig. 6; however, their variances are higher because of the
removal of stop words. Therefore, these results suggest that
removing stop words is an effective strategy to improve the
evaluation accuracy of the descriptive information in images.

images
(c) The proposed method with
background recoloring.

Generated images with high text similarity.

Fig.10  Top five images with the highest text similarity scores for each
method for the original “airplane” image. The proposed method without
background recoloring can reconstruct the entire color information of origi-
nal image, including the background. In contrast, the proposed method with
background recoloring results in the loss of background color information.

6.3 Comparison of Segmentation Matching Rate of Each
Method

Fig. 8 shows the segmentation matching rates for the seg-
mentation arrays generated from the original 5 “airplane”
images and the 50 images generated using each method.
Approximately, the same trends can be observed in the re-
sults of the other images, wherein the proposed methods
exhibit higher matching rates than using only captions for
the image generation. This is because the proposed methods
can generate images with similar compositions and positions
of the target object as those in the original image using the
colored-segmented images.

Among the proposed methods, that without background
recoloring exhibits a large variance in the matching rate
for some images, whereas that with background recolor-
ing maintains a high matching rate for all images. This is
because, as shown in Fig. 9 (b), when the colors of the back-
ground and target objects are similar, the image-generation
model cannot correctly recognize the object position and
composition. By contrast, when the background color was
set to white, the generated images had a composition that
was more similar to the original image than that generated
using the method without background recoloring as shown
in Fig. 9 (c).



HOSONUMA et al.: IMAGE GENERATIVE SEMANTIC COMMUNICATION WITH MULTI-MODAL SIMILARITY ESTIMATION FOR RESOURCE-LIMITED NETWORKS

6.4 Characteristics of Images Generated Using Each
Method

Fig. 10 shows the top five images with the highest text simi-
larity scores generated using each method for one “airplane”
image. Note that the stop words were not removed from
the captions in this result. The images generated using only
captions exhibit large composition and color information dif-
ferences compared with the original image. In contrast, the
compositions of the images generated using the proposed
methods are similar to those of the original image. These
results demonstrate that images with a composition similar
to that of the original image can be generated by inputting
the multi-modal semantic features contained in the original
image into the image-generation model. However, in Fig. 10
(c), the background color information of the original image
is lost in the generated images because background recolor-
ing sets a color other than that of the target object to white.
This result suggests that in situations where background in-
formation is important, inputting all the color information,
including that of the background, is advantageous.
However, as shown in Fig. 9 (b) and Fig. 11 (b), when
the colors of the background and target object are similar,
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Fig.11  Top five images with the highest text similarity scores generated
by each method for the original “person” image. The generated images with
irrelevant objects exhibit high text similarity scores because the caption
contains a word about the object that is not included in the original image.
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Example of generated images.

Fig.12  Semantic features and examples of the images generated using
the “bird” images. If the caption contains specific words describing the
target object, such as the type of living thing, this content is reflected in the
generated images.
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the composition and position of the object in the generated
images deviate from that in the original image. This is be-
cause, if the RGB values of the object and background colors
are close, the object boundary becomes ambiguous, and the
image-generation model cannot recognize the position and
composition of the object in the colored-segmented image.
In such situations, background recoloring that sets the back-
ground color to white is effective for making the object in
the colored-segmented image stand out.

6.5 Impacts of Captions on Contents of Generated Images

Fig. 11 shows the top five images with the highest text sim-
ilarity scores generated using each method for one “person”
image. In this figure, the caption generated from the original
image contains an unrelated word “dog.” This phenomenon
is caused due to misidentification by the image captioning
algorithm. Although there were no dogs in the original
image, some of the generated images contained dog-like ob-
jects, and these images exhibited high text similarity scores.
To prevent this phenomenon, further improvements in the
caption generation algorithm are required.

Fig. 12 shows the semantic features generated from the
two “bird” images and examples of images generated using
these features. These results indicate that if the original
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Fig.13  Top five images with the highest segmentation matching rates
generated using each method for the original “person” image. The generated
images with similar composition and position of the target object exhibit
higher rates compared to the text similarity scores.
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Fig.14  Top five images with the highest segmentation matching rates
generated using each method for the original “airplane” image. The images
with no objects generated using the proposed method without background
recoloring exhibit high matching rates. Therefore, it is necessary to recon-
sider the calculation method for the segmentation matching rate in a future
study.
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using proposed method without background recoloring. To prevent outputting images with low scores, it
is necessary to select the output result from multiple generated images based on their semantic similarity.

image contains a living thing, the generated caption may
contain a description of a specific type of this living thing.
For example, in the caption generated from the image shown
at the top of Fig. 12, the target object is simply described
as a “a bird.” By contrast, the caption generated from the
image at the bottom of Fig. 12 describes the object using the
specific species name “a duck.” Consequently, the images
generated using the bottom caption contain duck-like birds.
This result suggests that the content of the generated images
is affected by the granularity of the descriptive information.
Therefore, it can be possible to adjust the granularity of the
descriptive information included in the caption based on the
situation and application.

6.6 Advantages and Disadvantages of Evaluating Text Sim-
ilarity and Segmentation Matching Rate

Fig. 11 and Fig. 13 show the top five generated images with
the highest text similarity scores and segmentation match-
ing rates generated by each method. Note that the images
in these figures are generated based on the same original
“person” image. As shown in Fig. 11, because the caption
contains the word “dog,” the generated images that contain
dog-like objects exhibit high text similarity scores. Addi-
tionally, because the captions include the words “beach” and
“city,” the generated images containing these elements in the
background also exhibit high text similarity scores. These
results indicate that the scoring procedure for text similarity
is effective for evaluating the type of target object and broad
background information.

As shown in Fig. 13, the generated images with high
segmentation matching rates are more similar to the original
image in terms of the composition and position of the target
object than those with high text similarity scores. Therefore,
these results indicate that the segmentation matching rate is
effective for evaluating the composition and position of the
target object in the generated images.

Fig. 14 shows the top five generated images with the

highest segmentation matching rates for the “airplane” im-
age by each method. As shown in Fig. 14 (b), if the target
object in the original image is too small, the images gener-
ated without the target object exhibit higher scores than the
other images. This is because the number of pixels labeled
“airplane” is considerably lower than the number of pixels;
therefore, the matching rate of the images generated with-
out any object where all pixels are labeled “background” is
higher. To address this issue, future studies should develop
a novel calculation method for the segmentation matching
rate.

6.7 Effectiveness of the Proposed Methods and Scoring
Procedures

Fig. 15 shows the scatter plots of the text similarity scores
and segmentation matching rates for the images generated by
the proposed method without background recoloring. Note
that the stop words were not removed in the text similarity
evaluations, and the color of each point indicates the type of
semantic feature in the original image used for image gen-
eration. Some of the generated images exhibit significantly
lower scores across both metrics than the other images. This
implies that if only a single image is reconstructed as an
output in an image-generation-based transmission, the im-
age can be semantically different from the original image.
Therefore, as employed in the proposed method, it is essen-
tial to select an image that is similar to the original image
from multiple generated images based on the proposed scor-
ing procedure.

Based on these results, the proposed method realizes
both data reduction and image generation using semantic
information that is more similar to the original image than
using only a single semantic feature of the image. In addi-
tion, these results indicate that the text similarity scores and
segmentation matching rates can quantify the semantic sim-
ilarity of the generated images in terms of descriptive and
segment information, respectively. The proposed method
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without background recoloring can realize image transmis-
sion while maintaining the background color information
around the target object. However, if the colors of the target
object and the background are similar, the image-generation
model cannot correctly recognize the segment information of
the colored-segmented image. This issue can be addressed
by applying background recoloring that changes the colors
of pixels labeled “background” to white.

7. Conclusion

This paper proposed an image-generation-based transmis-
sion method. In the proposed method, a transmitter extracts
multi-modal semantic features from an image and transmits
them to a receiver, thereby significantly reducing the amount
of transmitted data compared to traditional methods. After
receiving the data, the receiver generates multiple images
using an image-generation model and selects an output im-
age based on the semantic similarity between the original
and generated images. Therefore, the proposed method can
realize both a significant reduction in the transmitted data
size and reconstruction of the image with the semantic in-
formation required by the receiver. The evaluation results
validated the ability of the proposed method to significantly
reduce the data size compared with typical image compres-
sion algorithms.

In the proposed method, the receiver must compare
and evaluate the similarity between the original and gen-
erated images using only the received data when selecting
the output. Therefore, this study focused on descriptive and
segment features of images and proposed two scoring meth-
ods for comparing them between the original and generated
images.

An experiment was conducted to verify the effective-
ness of the proposed image transmission method and scoring
procedures. The results indicated that the proposed method
using multi-modal semantic information can generate im-
ages that are more similar to the original images than those
using only a single piece of information. In particular, the
proposed method exhibits good reconstruction performance
for the composition and position of the objects in the original
image because a colored-segmented image is input into the
image-generation model as segment and color information.
In addition, the proposed scoring procedures can quantify
the semantic similarity between images. The text similarity
scores can be used to compare the types of target objects
and rough background information of images. In contrast,
the segmentation matching rates can be used to compare the
composition and position of the target object in the images.
However, we found that if the target object in the image was
too small, the generated images with no objects exhibited
high segmentation matching rates.

In a future work, we will improve the scoring proce-
dures used for evaluating the semantic similarity between
images at the receiver end. In the proposed scoring proce-
dure for the segmentation matching rate, images generated
with no objects had a high matching rate when the target
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object in the original image was too small. This is because
the proposed procedure calculates the matching rate based
on the number of pixels including those labeled as “back-
ground.” Therefore, it is necessary to develop a calculation
method that considers only the pixels labeled as “target ob-
ject.” Moreover, we plan to develop an image reconstruction
method based on the evaluation results of semantic similarity
between the images. In the proposed method, the receiver
selects the output result from the generated images based on
semantic similarity. However, if all generated images have
low similarity scores, the receiver cannot select the result
using the semantic information required by its application.
To address this issue, it is necessary to develop a method
to regenerate images or, if necessary, request the sender to
transmit the semantic features again.
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