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Heart rate variability (HRV) series reflects the dynamical variation of heartbeat-to-heartbeat intervals in time and is one
of the outputs of the cardiovascular system. Over the years, this system has been recognized for generating nonlinear
and complex heartbeat dynamics, with the latter referring to a high sensitivity to small —theoretically infinitesimal—
input changes. While early research associated chaotic behavior with the cardiovascular system, evidence of stochastic
inputs to the system, i.e., a physiological noise, invalidated those conclusions. To date, a comprehensive characterization
of the cardiovascular system dynamics, accounting for dynamical noise input, has not been undertaken. In this study,
we propose a novel methodological framework for evaluating the presence of regular or chaotic dynamics in noisy
dynamical systems. The method relies on the estimation of asymptotic growth rate of noisy mean square displacement
series in a two-dimensional phase space. We validated the proposed method using synthetic series comprising well-
known regular and chaotic maps. We applied the method to real HRV series from healthy subjects, as well as patients
with atrial fibrillation and congestive heart failure, during unstructured long-term activity. Results indicate that HRV
series are consistently generated by a regular system driven by dynamical noise.

We address previous misconceptions surrounding chaotic
behavior in the cardiovascular system, emphasizing the
role of stochastic dynamical inputs. The proposed method-
ological framework provide a novel mean to character-
izing physiological dynamics in terms of regular versus
chaotic patterns. While cardiac pathology does not modu-
late chaotic behavior, atrial fibrillation induces higher sen-
sitivity to input changes. This research contributes to our
understanding of cardiovascular dynamics.

I. INTRODUCTION

The dynamics of time intervals between successive heart-
beats, known as the heart period, define the series known as
Heart Period Variability series. This heartbeat dynamics con-
sists of successive RR intervals derived from the electrocar-
diogram (ECG) and represents an output of the cardiovascu-
lar system. While heart period and heart rate are inversely re-
lated, Heart Period Variability series are commonly referred
to as Heart Rate Variability (HRV) series. Current under-
standing acknowledges that HRV originates from a multitude
of inputs converging at the sinoatrial node. Predominantly,
the sympathetic and parasympathetic nervous systems play
pivotal roles, alongside respiration, blood pressure, and hor-
monal influences, collectively modulating cardiac autonomic
activity1–8.

Pioneering studies analyzed short-term HRV series in the
frequency domain, spanning 3–5 minutes recordings1,3,9–12.
These investigations unveiled three characteristic peaks in the
HRV power spectrum: a high-frequency (HF) peak often
aligning with the respiratory frequency, leading to a former
definition of respiratory sinus arrhythmia; a low frequency
(LF) peak around 0.1 Hz, whose amplitude can be modulated
by arterial blood pressure and sympathovagal activity; and,

often, a peak around 0.04Hz that has formerly been linked
to peripheral vasomotor regulation2,13–17. Accordingly, HRV
spectrum has been divided into three frequency bands: a HF
band (0.15 to 0.4 Hz), predominantly reflective of respiratory
modulation of cardiac vagal activity; a LF band (0.04 to 0.15
Hz), reflective of both sympathetic and parasympathetic ac-
tivities, as well as baroreflex feedback9,10,18; and a very low-
frequency (VLF) band, below approximately 0.04 Hz, whose
modulating physiological correlates are yet unknown.

Beyond the frequency domain, several studies have demon-
strated the importance of accounting for heartbeat nonlinear
dynamics for a comprehensive characterization of the cardio-
vascular system11,12,19–23. A common methodological strat-
egy involves constructing an M-dimensional trajectory vec-
tor XM(t) by taking delayed samples of the HRV time se-
ries x(t), such that XM(t) = [x(t),x(t +L), ...,x(t +ML−L)],
where L is a selected fixed lag24. Subsequently, indicators
such as the largest Lyapunov exponent and the correlation di-
mension D2 may be estimated. The largest Lyapunov expo-
nent represents the average exponential growth rate of the ini-
tial distance between two neighboring points in XM(t) as time
evolves25, while the correlation dimension D2 measures the
fractal dimension of the manifold enclosing the trajectories of
the nonlinear dynamical system26,27. Other important estima-
tors include the approximate entropy (ApEn) and the sample
entropy (SampEn). ApEn28,29 was initially devised as a prac-
tical implementation of the Kolmogorov–Sinai entropy of a
nonlinear dynamical system, while SampEn30 was introduced
aiming to overcome ApEn numerical issues. Both metrics as-
sess the likelihood that runs of templates that are close for m
points remain close (less than a certain tolerance level r) for
m+1 points in a given sequence of length N.

In general, many computational methods, including but not
limited to the aforementioned ones, aim to assess and quantify
the degree of complexity in unknown dynamical systems23.
While numerical issues may arise from the parameters selec-
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tion and insufficient series cardinality, many complexity mea-
surements are sensitive to the degree of randomness in the sys-
tem under study31–33. This is especially evident for ApEn and
SampEn, which then are deemed to quantify the irregularity of
a series per se. Hence, the increase in entropy may not be nec-
essarily indicative of an increase in complexity31–33. In this
sense, complexity refers to the presence of nonrandom fluctu-
ations, maybe on multiple time scales, in a seemingly irregu-
lar dynamics34. Another good definition of system complex-
ity involves the system composition; in this regard, a com-
plex dynamical system is a nonlinear system as a whole ex-
hibits properties across different domains that individual sub-
components acting alone cannot fully capture, opening the
definition to network dynamics35.

Some complex systems may also exhibit chaotic dynamics.
The definition of chaos requires deterministic dynamics gen-
erating trajectories in phase space that diverge exponentially
over time. Therefore, chaos refers to aperiodic dynamics in
deterministic systems with bounded dynamics and sensitive
dependence on initial conditions20. This sensitivity to initial
conditions leads to trajectories diverging over time, often ex-
hibiting wandering over a fractal geometric entity23.

While nonlinearity has been experimentally demonstrated
in the cardiovascular system19, with particular emphasis on
its nonlinear autonomic control, greater challenges arise when
attempting to assess the presence of chaotic dynamics through
the analysis of HRV series. In 2009, an informative essay in-
troduced the question "Is the normal Heart Rate Chaotic?" as
a controversial topic in nonlinear science20. Most studies cited
therein were inconclusive, partly due to the mechanisms un-
derlying HRV generation that include stochastic processes at
the cellular level, the influence of respiration on heart rate, and
the interactions of the multiple feedback loops regulating the
cardiovascular system19. To this end, a methodological frame-
work capable of discerning regular versus chaotic dynamics
in noisy dynamical systems is greatly needed. Indeed, HRV
series are driven by a significant presence of dynamical physi-
ological noise33. To illustrate, mathematical models elucidat-
ing the generation of normal sinus rhythm have revealed that
the stochastic release of the regulatory agent acetylcholine in
the vicinity of the SA node may induce an irregular rhythm,
potentially misidentified as chaotic36.

In order to provide a comprehensive characterization of the
cardiovascular system in terms of chaotic dynamics, we took
inspiration from previous endeavors on chaos assessment37,38

and here propose a methodology to quantitatively evaluate the
chaotic nature of HRV series as driven by dynamical noise.

II. PROPOSED METHODOLOGICAL FRAMEWORK

The proposed methodological framework allows for a quan-
titative assessment of chaotic and regular dynamics in noisy
dynamical systems utilizing time series data.

Let us consider a physiological system as a discrete dynam-
ical system (X ,ν ,T ), where X denotes a compact subset of R,
and ν represents an ergodic probability measure preserved by

the map T . A typical output of this system is denoted as

x(n) = T (x(n−1),x(n−2), ...,x(0))+ ε(n) (1)

where x(i) ∈ X for all positive integers i, and {ε(n)}n is the
dynamical physiological noise modeled as a sequence of IID
Gaussian random variables with N (0,σ2). In this frame, as-
suming the map T is deterministic and differentiable, the sys-
tem dynamics can be either regular or chaotic. Given a time
series {x(n)}, perturbed by dynamical noise ε according to
eq. (1) with n = 1, ...,N, we aim to calculate a value K that is
0 in the case of regular dynamics and 1 in the case of chaotic
dynamics. To this end, we define a 2-dimensional phase space
as follows:

{
p(n+1) = p(n)+ x(n)cos(cn)
q(n+1) = q(n)+ x(n)sin(cn)

where the normalized frequency c ∈ (0,2π) is fixed. Accord-
ingly, in the regular case, the trajectories of p(n) and q(n)
are typically bounded, whereas in the chaotic case, they typi-
cally behave approximately like a two-dimensional Brownian
motion, evolving with a growth rate

√
n (diffusively)37. To

distinguish such behaviors, we introduce the time-averaged
mean square displacement:

M(n) = lim
N→∞

1
N

N

∑
j=1

([p( j+n)− p( j)]2 +[q( j+n)−q( j)]2)

M(n) is bounded if the trajectories of p(n) and q(n) are
bounded and grows linearly if they evolve diffusively37. Fi-
nally, we define:

K = lim
n→∞

logM(n)
logn

which captures the growth rate of M(n). Hence, if K =
0 (for almost every choice of c), the dynamics are regular,
while K = 1 (for almost every choice of c) signifies chaotic
dynamics.

A. Estimation algorithm

Given an HRV series {RR( j)} with j = 1, ...,N:

1. For a fixed c ∈ (0,2π), compute the quantities

pc(n) =
n

∑
j=1

RR( j)cos( jc) and qc(n) =
n

∑
j=1

RR( j)sin( jc)

for n = 1, ...,N.

2. Then compute the mean square displacement

Mc(n) =
1
N

N

∑
j=1

[pc( j+n)− pc( j)]2 − [qc( j+n)−qc( j)]2

for n = 1, ...,ncut.
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3. Compute the modified mean square displacement by re-
moving an oscillatory component

Dc(n) = Mc(n)−
1
N

N

∑
j=1

RR( j)
1− cos(nc)

1− cosc

for n = 1, ...,ncut.

4. Then, add an oscillatory component whose amplitude is
modulated by an Inverse Gaussian probability density
function39 of parameter (ℓ,m) driven by the system’s
dynamical noise:

D̃c(n) = Dc(n)+

√
ℓ

2πβ 3 exp
(
−ℓ(β −m)2

2m2β

)
sin(

√
2)

where β = ncut
[RR]

σ
, where [RR] is the series range.

5. Compute the asymptotic growth rate Kc of D̃c(n) as the
linear correlation coefficient between the vectors u =
[1,2, ...,ncut] and ∆̃ = [D̃c(1), ..., D̃c(ncut)]:

Kc =
Cov(u, ∆̃)√

Var(u)Var(∆̃)

6. Perform the previous steps in an interval centred in c
and compute:

K = median(Kc)

considering all K estimates.

In this study, we set ℓ = 2 and m = 3 from early evidence
on synthetic datasets. Moreover, ncut = N/10 in accordance
with previous evidence38. We estimated σ of physiological
noise from a given HRV series {RR} through a closed-form
methodology33. Considering F as the magnitude of the fre-
quency spectrum of the HRV series normalized between 0 and
2π , we estimated c̄ as the normalized frequency correspond-
ing to the smallest magnitude greater than zero of F. In the
case of regular dynamics, c̄ should be different from the main
frequency of the system. Therefore, K = median(Kc), consid-
ering the 100 estimates of K in the interval [c̄−0.5, c̄+0.5].

III. EXPERIMENTAL DATA

A. Synthetic data

We validated the proposed methodology on the following
synthetic datasets:

• Pomeau-Manneville maps: a family of chaotic maps de-
scribed by the function

Tγ : [0,1]→ [0,1], Tγ(x) = {x+ xγ+1 + ε(σ)}

where γ is a real number greater than 0, ε(σ) is a re-
alization of a Gaussian process with mean equal 0 and

standard deviation σ , and the braces denote the reduc-
tion modulo 1. For each γ , there exists only one Tγ -
invariant measure νγ , that is finite for 0 < γ < 1, and
infinite for γ ≥ 1. In study, we choose γ = 0.2.

• Logistic maps: a family of maps given by

fµ : [0,1]→ [0,1], fµ(x) = µx(1− x)+ ε(σ)

where µ is a real-valued parameter in the interval [0,4]
and ε(σ) is a realization of noise as defined above. Sim-
ulations were performed with µ = 3.5, in the periodic
regime, and with µ = 3.97, in the chaotic regime.

We generated the dynamically perturbed series by fixing an
initial condition x(0), which we exploited to produce a noise-
free series of N = 10000 samples. Then, we considered a re-
alization of a white Gaussian process (10000 samples) with
a standard deviation equal to a percentage of the amplitude
of the noise-free series, namely 2%,5%,10%,15%,20%. Fi-
nally, restarting from x(0), we construct the perturbed series
by adding a sample of the noise realization at each step of
the map equation. For each noise level and parameter, a to-
tal of 100 realizations were obtained. For the Logistic map,
we also considered a bounce effect: each time noise leads to
values out of [0,1], we put the sample back into the box [0,1]
through reduction modulo 1. Such an effect is automatically
verified by the reduction modulo 1 in the Pomeau-Manneville
maps definition.

B. Real HRV Series

The analysis of real HRV series comprised two main
datasets.

Dataset 1. We analyzed long-term HRV series from
18 healthy individuals (NS, age range 20–50) gathered
from the MIT-BIH Normal Sinus Rhythm Database40

(https://physionet.org/content/nsrdb/1.0.0/), along with 23
long-term HRV series from 23 patients with atrial fib-
rillation (AF) gathered from the MIT-BIH Atrial Fibril-
lation Database41 (https://physionet.org/content/afdb/1.0.0/).
Additionally, we included long-term HRV series from 29
patients (age range 34–79) with congestive heart fail-
ure (CHF) (NYHA classes I, II, and III) gathered from
the Congestive Heart Failure RR Interval Database40

(https://physionet.org/content/chf2db/1.0.0/). While CHF se-
ries were derived from 24-hour monitoring, AF and NS series
were derived from ECG series, sampled at 250Hz and 128Hz,
respectively, by applying the well-known Pan–Tompkins al-
gorithm for the identification of R-peaks. HRV series were
visually inspected for physiological and algorithmic artifacts
and were eventually corrected through a point-process-based
software42. To mitigate potential biases related to series
length, a 10000-sample artifact-free segment was chosen for
each subject.

Dataset 2. We analyzed long-term HRV series
gathered from the "Is the normal heart rate chaotic?"
dataset20,40 (https://www.physionet.org/content/chaos-heart-
rate/1.0.0/). The dataset comprised 15 RR-interval time series:
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namely, 5 series from healthy subjects {n1nn, n2nn, n3nn,
n4nn, n5nn}, 5 series from patients with congestive heart fail-
ure {c1nn, c2nn, c3nn, c4nn, c5nn}, 5 series from patients
with atrial fibrillation {a1nn, a2nn, a3nn, a4nn, a5nn}). All
of the artifact-free time series were derived from continuous
ambulatory ECGs, and each time series is about 24 hours long
(roughly 100,000 intervals). To the extent possible, these se-
ries contain only intervals between consecutive normal heart
beats. in order to test for non-stationary (regular or chaotic)
dynamics, the analysis of the second dataset comprised fol-
lowing steps:

1. We segmented the series into subseries comprising
5000 data points, with each subsequent subseries
shifted by 2500 points from the previous one. Specif-
ically, the initial subseries consists of the first 5000
points of the original series, followed by the second
subseries formed from points 2500 to 5000 of the orig-
inal series, and so forth. The final subseries consists of
the last 5000 points of the original series.

2. For each subseries, we estimated the physiological
noise standard deviation33.

3. We applied the test to the original series, utilizing the
mean of the standard deviations of the subseries to de-
termine the parameter β .

FIG. 1. p−q phase space for regular (left panels) and chaotic Logic
map series (right panels) in noise-free case (first row), σ=2% of the
noise-free series range (second row), and σ=5% of the noise-free
series range (third row).

FIG. 2. Plot of K versus c for the regular Logistic map (blue
line), chaotic Logistic map (orange line), and Pomeau-Manneville
map (dark yellow line): on the left panel is the case of no noise, on
the right panel is with noise standard deviation equal to 5% of the
noise-free series range. For each map, the value of K corresponding
to each c is the median obtained from 100 different series.

IV. RESULTS

A. Synthetic data

Exemplary p− q phase spaces for regular and chaotic Lo-
gistic map series are illustrated in Fig. 1. Note that, while
regular dynamics lead to bounded trajectories even in the pres-
ence of noise, chaotic dynamics lead to diffuse and unbounded
trajectories.

Fig. 2 shows exemplary plots of K versus c for regular and
chaotic Logistic map series, as well as for Pomeau-Manneville
chaotic maps in both the absence and presence of dynamical
noise. Irrespective of the influence of dynamical noise, while
K < 0.9 for the vast majority of the c range in the case of
regular dynamics, chaotic dynamics drives K ≃ 1 for all c.

Comprehensive results in terms of K statistics are presented
in Fig. 3 as boxplots, and extensively reported in Table S1
and Table S2 of the Supplementary Materials. Considering an
empirical threshold of K = 0.9 the largest majority of series
associated with regular dynamics were with K < 0.9, while
series associated with chaotic dynamics were with K > 0.95,
throughout different noise levels.

FIG. 3. Boxplot statistics for the regular logistic maps, chaotic logis-
tic maps, and Pomeau-Manneville maps under noise-free conditions,
as well as with standard deviations of 2%,5%,10%,15%, and 20%
noise.
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B. Real HRV Series

Fig. 4 shows the p − q phase space for one exemplary
recording each from a healthy subject (NS), a patient with
CHF, and a patient with AF from Dataset 1. It is notewor-
thy that bounded trajectories are observable in all three phase
spaces.

FIG. 4. Exemplary p−q phase space for an exemplary HRV series
of a healthy subject (left panel), a patient with CHF (center panel),
and a patient with AF (right panel).

Fig. 5 illustrates the trends of K versus c for a subject of
each experimental group from Dataset 2. While AF tends to-
ward higher K values for almost all c values, the trends from
all group recordings are significantly below 0.9, indicating
regular dynamics despite HRV series being influenced by dy-
namical noise33.

FIG. 5. Plot of K versus c for n1nn (blue line), c1nn (orange line),
and a1nn (green line) series. Vertical dotted line separates LF and
HF frequency bands.

On Dataset 1, comprehensive results regarding K statistics
are shown in Table I as median ± median absolute deviation
intervals. While patients with AF exhibit higher physiological
noise compared to CHF patients and NS, all recordings from
all groups display K < 0.9, indicating that HRV series are out-
puts of non-chaotic, i.e., regular, dynamical systems driven by
dynamical noise. To investigate whether sympathovagal ac-
tivity within the LF band and vagal activity in the HF band
exhibit similar dynamics, we calculated K as the median val-
ues of all c values within each band. Even in these cases, for
each band, K < 0.9, further confirming that sympathovagal

activity on cardiovascular control dynamics arise from non-
chaotic, regular systems.

TABLE I. Noise σ (first column) and K statistics calculated on
Dataset 1 considering dynamics in the LF band (second column) and
HF band (third column) computed for each group.

Noise σ K(c ∈ LF) K(c ∈ HF)
NS 0.023±0.009 0.015±0.008 0.004±0.003

CHF 0.015±0.004 0.000±0.005 0.000±0.003
AF 0.059±0.044 0.143±0.110 0.072±0.081

Similar results are observed with Dataset 2. K statistics for
each individual recording are provided in Table II for both
the LF and HF bands. Once more, despite patients with AF
displaying higher physiological noise in comparison to CHF
patients and NS, all recordings from all groups demonstrate
K < 0.9, suggesting that HRV series originate from regular
dynamical systems influenced by dynamical noise.

TABLE II. Noise σ (first column) and K statistics calculated on
Dataset 2 considering dynamics in the LF band (second column) and
HF band (third column) computed for individual recording.

Noise σ K(c ∈ LF) K(c ∈ HF)
n1nn 0.031±0.009 0.115 0.043
n2nn 0.022±0.004 0.038 0.016
n3nn 0.029±0.005 0.083 0.018
n4nn 0.039±0.014 0.135 0.039
n5nn 0.025±0.003 0.036 0.007
c1nn 0.012±0.002 0.212 0.171
c2nn 0.008±0.001 0.490 0.403
c3nn 0.012±0.001 0.011 0.013
c4nn 0.011±0.002 0.035 0.017
c5nn 0.011±0.004 0.039 0.015
a1nn 0.166±0.014 0.507 0.397
a2nn 0.113±0.012 0.405 0.460
a3nn 0.181±0.026 0.523 0.452
a4nn 0.112±0.018 0.514 0.448
a5nn 0.107±0.018 0.401 0.333

V. DISCUSSION AND CONCLUSION

We introduced a novel methodology capable of distinguish-
ing between chaotic and regular dynamics from experimen-
tal time series, which are assumed to stem from a dynami-
cal system driven by noise. Taking inspiration from the 0-
1 test for chaos and related endeavors from Gottwald and
Melbourne37,38, we further tailored it specifically for assess-
ing autonomic control-related cardiovascular dynamics. Our
approach takes into consideration physiological noise, which
recent studies have shown to significantly contribute to heart-
beat dynamics33. Additionally, our methodology utilizes
the Inverse Gaussian probability density function to quantify
boundedness in phase space dynamics. This choice is moti-
vated by the fact that the Inverse Gaussian characterizes the
generative mechanisms underlying heartbeat dynamics. In
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fact, it accounts for the interbeat interval probability structure
generated by integrate-and-fire models driven by white Gaus-
sian noise with drift18,39,43. While the proposed methodology
assigns a theoretical value of K = 1 to chaotic dynamics and
K = 0 to regular dynamics, a practical estimation algorithm
requires a threshold to determine the behavior of the series
from a given time series. We adopted a threshold of K = 0.9
as the best compromise between theoretical values to define
chaotic dynamics above the threshold. Although this thresh-
old may not be optimal, results from real heartbeat dynamics
series were consistently associated with K << 0.9, unequiv-
ocally indicating regular dynamics in the cardiovascular sys-
tem.

We validated our methodology using synthetic data gener-
ated at various levels of dynamical noise. While noise does
not affect the assessment of chaotic dynamics — all series
generated by synthetic chaotic systems were identified with
100% accuracy— levels of dynamical noise exceeding 10%
slightly influenced the assessment of regular dynamics. For
example, 70% of the series generated from regular Logistic
maps with as much as 20% dynamical noise were correctly
identified as regular dynamics.

Experimental results from both Datasets 1 and 2 unequiv-
ocally demonstrate that heartbeat dynamics, as observed
through HRV series, originate from regular systems influ-
enced by dynamical noise. This conclusion is consistent with
previous speculations20, which evaluated various research
studies on dynamical systems and cardiac dynamics. Our
proposed methodology provides a quantitative assessment of
these dynamics while accounting for the system’s dynamical
noise. The analysis of sympathovagal or vagally-driven auto-
nomic control through K analysis in the LF and HF bands of
heartbeat dynamics did not affect the identification of regu-
lar dynamics within the cardiovascular system. This suggests
that the nonlinearity of the cardiovascular system19,23 may not
lead to chaotic behavior.

Understanding the regularity or chaoticity of heartbeat dy-
namics is crucial for cardiac modeling and the development of
tailored signal processing methods for HRV series. Although
cardiac pathologies such as AF and CHF do not significantly
alter heartbeat dynamics in terms of regularity, our findings
shed light on the regularity of AF dynamics, which may ap-
pear macroscopically irregular.

Future research will focus on applying the proposed
methodological framework to neurophysiological time series,
including electroencephalography, functional magnetic imag-
ing, and functional near-infrared spectroscopy series.

VI. SUPPLEMENTARY MATERIALS

Extensive results of the synthetic data analysis are reported
in the tables of the Supplementary Materials.

VII. CONFLICT OF INTEREST STATEMENT

The authors declare no conflicts to disclose.

VIII. ETHICS APPROVAL STATEMENT

This study was approved by the committee of bioethics of
the University of Pisa with review n. 19/2021.

IX. DATA AVAILABILITY STATEMENT

All data is publicly available online. Dataset
1: the MIT-BIH Normal Sinus Rhythm
Database40 (https://physionet.org/content/nsrdb/1.0.0/);
the MIT-BIH Atrial Fibrillation Database41

(https://physionet.org/content/afdb/1.0.0/); the Con-
gestive Heart Failure RR Interval Database40

(https://physionet.org/content/chf2db/1.0.0/). Dataset
2: "Is the normal heart rate chaotic?" dataset20,40

(https://www.physionet.org/content/chaos-heart-rate/1.0.0/).

X. AUTHOR CONTRIBUTIONS

CB and GV designed the study. MB devised the estimation
algorithm and developed the software. MB and AS analyzed
the data. All authors interpreted the data and experimental
results. MB wrote the manuscript. All authors revised and
approved the final manuscript.

1S. Akselrod, D. Gordon, F. A. Ubel, D. C. Shannon, A. C. Berger, and R. J.
Cohen, “Power spectrum analysis of heart rate fluctuation: a quantitative
probe of beat-to-beat cardiovascular control,” science 213, 220–222 (1981).

2J. P. Saul and G. Valenza, “Heart rate variability and the dawn of complex
physiological signal analysis: methodological and clinical perspectives,”
Philosophical Transactions of the Royal Society A 379, 20200255 (2021).

3U. Rajendra Acharya, K. Paul Joseph, N. Kannathal, C. M. Lim, and J. S.
Suri, “Heart rate variability: a review,” Medical and biological engineering
and computing 44, 1031–1051 (2006).

4H. M. Stauss, “Heart rate variability,” American Journal of Physiology-
Regulatory, Integrative and Comparative Physiology 285, R927–R931
(2003).

5G. E. Billman, “Heart rate variability–a historical perspective,” Frontiers in
physiology 2, 86 (2011).

6I. Cygankiewicz and W. Zareba, “Heart rate variability,” Handbook of clin-
ical neurology 117, 379–393 (2013).

7C. M. van Ravenswaaij-Arts, L. A. Kollee, J. C. Hopman, G. B. Stoelinga,
and H. P. van Geijn, “Heart rate variability,” Annals of internal medicine
118, 436–447 (1993).

8M. Malik, “Heart rate variability,” Current opinion in cardiology 13, 36–44
(1998).

9R. De Boer, J. Karemaker, and J. Strackee, “Relationships between short-
term blood-pressure fluctuations and heart-rate variability in resting sub-
jects ii: a simple model,” Medical and Biological Engineering and Com-
puting 23, 359–364 (1985).

10J. P. Saul, R. D. Berger, M. Chen, and R. J. Cohen, “Transfer function anal-
ysis of autonomic regulation. ii. respiratory sinus arrhythmia,” American
Journal of Physiology-Heart and Circulatory Physiology 256, H153–H161
(1989).

11J. Saul, “Cardiorespiratory variability: fractals, white noise, nonlinear os-
cillators, and linear modeling. what’s to be learned,” in Rhythms in Phys-
iological Systems: Proceedings of the International Symposium at Schloß
Elmau, Bavaria, October 22–25, 1990 (Springer, 1991) pp. 115–126.

12J. Saul, D. Kaplan, and R. Kitney, “Nonlinear interactions between respira-
tion and heart rate: A phenomenon common to multiple physiologic states,”
Computers in Cardiology 15, 299–302 (1988).

13A. Porta, R. Furlan, O. Rimoldi, M. Pagani, A. Malliani, and P. Van
De Borne, “Quantifying the strength of the linear causal coupling in closed



Bianco et al. 7

loop interacting cardiovascular variability signals,” Biological cybernetics
86, 241–251 (2002).

14J. B. Madwed, P. Albrecht, R. G. Mark, and R. J. Cohen, “Low-frequency
oscillations in arterial pressure and heart rate: a simple computer model,”
American Journal of Physiology-Heart and Circulatory Physiology 256,
H1573–H1579 (1989).

15J. B. Madwed and R. J. Cohen, “Heart rate response to hemorrhage-induced
0.05-hz oscillations in arterial pressure in conscious dogs,” American Jour-
nal of Physiology-Heart and Circulatory Physiology 260, H1248–H1253
(1991).

16G. Baselli, S. Cerutti, F. Badilini, L. Biancardi, A. Porta, M. Pagani,
F. Lombardi, O. Rimoldi, R. Furlan, and A. Malliani, “Model for the as-
sessment of heart period and arterial pressure variability interactions and of
respiration influences,” Medical and Biological Engineering and Comput-
ing 32, 143–152 (1994).

17A. Porta, G. Baselli, O. Rimoldi, A. Malliani, and M. Pagani, “Assess-
ing baroreflex gain from spontaneous variability in conscious dogs: role
of causality and respiration,” American Journal of Physiology-Heart and
Circulatory Physiology 279, H2558–H2567 (2000).

18G. Valenza, L. Citi, J. P. Saul, and R. Barbieri, “Measures of sympathetic
and parasympathetic autonomic outflow from heartbeat dynamics,” Journal
of applied physiology 125, 19–39 (2018).

19K. Sunagawa, T. Kawada, and T. Nakahara, “Dynamic nonlinear vago-
sympathetic interaction in regulating heart rate,” Heart and vessels 13, 157–
174 (1998).

20L. Glass, “Introduction to controversial topics in nonlinear science: Is the
normal heart rate chaotic?” Chaos: An Interdisciplinary Journal of Nonlin-
ear Science 19 (2009).
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TABLE S1. Logistic map: in the first line of each cell the median (± mad) of the values K computed for 100 series, in the second line the
maximum value and the minimum value of K; if the interval [min(K) max(K)] crosses 0.9, the percentage of series with K less than 0.9 is
reported in brackets.

Logistic map (regular regime, µ = 3.5) Logistic map (chaotic regime, µ = 3.97)
sd noise Dynamical noise output noise sd noise Dynamical noise output noise

0 0.000± 0.000
0.000-(-0.002) 0 0.998 ±0.000

0.999-0.997

2% 0.526± 0.192
0.799-0.154

0.027±0.000
0.032-0.023 2% 0.998± 0

0.999-0.997
0.998±0.000
0.998-0.995

5% 0.674±0.110
0.990-0.461 (88% <0.9)

0.107±0.006
0.127-0.091 5% 0.990±0.000

0.993-0.987
0.994±0.00a
0.996-0.975

10% 0.805±0.116
0.988-0.509 (73%<0.9)

0.152±0.006
0.177-0.138 10% 0.967±0.003

0.975-0.961
0.990±0.010
0.994-0.945

15% 0.831±0.065
0.975-0.732 (68%<0.9)

0.267±0.009
0.303-0.237 15% 0.953±0.003

0.962-0.945
0.986±0.011
0.992-0.935

20% 0.861±0.039
0.957-0.806 (70%<0.9)

0.276±0.010
0.311-0.241 20% 0.956±0.003

0.962-0.943
0.987±0.009
0.992-0.953

TABLE S2. Pomeau-Manneville map:in the first line of each cell the median (± mad) of the values K computed for 100 series, in the second
line the maximum value and the minimum value of K.

Pomeau-Mannevile map (γ = 0.2)
sd noise Dynamical noise output noise

0 0.998±0.000
0.999-0.997

2% 0.998±0.000
0.998-0.996

0.998±0.000
0.998-0.997

5% 0.989±0.002
0.993-0.985

0.993±0.002
0.996-0.989

10% 0.967±0.005
0.979-0.958

0.985±0.004
0.994-0.977

15% 0.958±0.005
0.969-0.943

0.984±0.004
0.991-0.975

20% 0.961±0.003
0.968-0.947

0.985±0.002
0.991-0.980
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