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The gravitational waves emitted by binary neutron star inspirals contain information on nuclear
matter above saturation density. However, extracting this information and conducting parameter
estimation remains a computationally challenging and expensive task. Wong et al. introduced
JiM [I], a parameter estimation pipeline that combines relative binning and JAX features such
as hardware acceleration and automatic differentiation into a normalizing flow-enhanced sampler
for gravitational waves from binary black hole (BBH) mergers. In this work, we extend the Jim
framework to analyze gravitational wave signals from binary neutron star (BNS) mergers with tidal
effects included. We demonstrate that JiM can be used for full Bayesian parameter estimation of
gravitational waves from BNS mergers within a few tens of minutes, which includes the training
of the normalizing flow and computing the reference parameters for relative binning. For instance,
JIM can analyze GW170817 in 26 minutes (33 minutes) of total wall time using the TaylorF2
(IMRPhenomD_NRTidalv2) waveform, and GW190425 in around 21 minutes for both waveforms. We
highlight the importance of such an efficient parameter estimation pipeline for several science cases
as well as its ecologically friendly implementation of gravitational wave parameter estimation.

I. INTRODUCTION

Neutron stars (NSs) are the remnants of core-collapse su-
pernovae and consist of the densest matter ever observed
in the Universe [2 B]. With densities up to a few times
the nuclear saturation density ng.; = 2.7 x 10'%g cm™3,
NSs are the perfect laboratories for studying the prop-
erties and behavior of ultra-dense matter. The equation
of state (EOS) relates the pressure, temperature, and
energy density within the interior of NSs and is not com-
pletely understood []. It is defined by the fundamental
degrees of freedom within the NS and the interactions
among them. Each proposed EOS uniquely dictates the
global structure of NSs, influencing their masses, radii,
and tidal deformabilities [5H7]. Thus, astronomical obser-
vations of NSs allow one to constrain the EOS in NSs [8-
1g].

Since the first detection of gravitational waves (GWs)
from a BNS merger in 2017 [19], by Advanced LIGO [20]
and Advanced Virgo [2I], GW astronomy has become an
important channel for astronomical observation of NSs.
An essential step for extracting physics from the GW
data is performing parameter estimation (PE) on it.

Within the community, multiple central processing
unit (CPU)-based PE software packages have been de-
veloped, which include LALINFERENCE [22], PYCBC
INFERENCE [23] and BILBY [24H26]. These packages are
robust and have been used for analyzing multiple GW
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events [19,[27]. Yet, they are also known for being compu-
tationally expensive and having a large carbon footprint,
especially for analyzing BNS events. For these reasons,
a lot of effort has been put into developing methods to
speed up PE, e.g., relative binning [28] [29] and reduced
order quadrature (ROQ) [30, 3], which show substantial
improvements [32], 33].

In addition, there have been proposals to accelerate
PE through the use of graphical processing unit (GPU)-
based software or machine learning (ML) techniques.
One such technique, known as normalizing flows, has
been gaining popularity in the field. For instance, DINGO
uses normalizing flows pretrained on simulated data to
approximate the posterior distribution [34H36]. Similarly,
normalizing flows have been used to accelerate nested
sampling for GW data analysis by NEssAI [37, 38]. Re-
cently, a GPU-based PE software, JIM [I], has been intro-
duced, which accelerates PE with Markov chain Monte
Carlo (MCMC) samplers using normalizing flows. In
Ref. [I], the authors demonstrated that JiM can conduct
PE on GW signals within minutes of total wall time on
a single GPU.

In this paper, we extend the capabilities of JIM to an-
alyze GWs from BNS mergers, in particular to also infer
the tidal deformabilities of GW signals. The updated
JiM framework is crucial for low-latency PE, necessary
for efficient telescopes’ responses on BNS detections, for
handling the PE for a large number of BNS events, and
to aid the multi-messenger analysis on BNS via integra-
tion with a nuclear physics multi-messenger framework,
e.g., NMMA [39]. As we show in more detail below, JIM
performs these efficient runs at a lower carbon footprint
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compared to other existing pipelines.

This paper is structured as follows. In Sec. [[I} we give
an overview of JIM and our methods, with their valida-
tion shown in Sec. [[TT] In Sec. [[V] we apply our meth-
ods on the two BNS GW detections to date, namely
GW170817 [19] and GW190425 [27]. We compare our
work to other methods and discuss implications for fu-
ture work in Sec.[V] Concluding remarks and future per-
spectives are provided in Sec. [VI

II. METHODS
A. Parameter estimation

Based on Bayes’ theorem, the posterior distribution of
the source parameters 8 of a GW signal d, denoted by
p(0]d), is given by [40]

p(d|0)p(6)
p(d)

where p(d|@) is the likelihood function, p(0) is the prior
probability distribution and p(d) is the Bayesian evi-
dence. Under the assumption of stationary Gaussian
noise, the log-likelihood function for the waveform h(6)
is given by

p(0]d) = (1)

(d — h(0),d — h(0)) + constant, (2)

1
log p(dlf) = —5

where the inner product {a,b) is defined as

P LpaDb* ()
(a,by = 4R - df S (3)
with S,,(f) being the one-sided power spectral density
(PSD), Z(f) being the Fourier transform of z(t), and the
asterisk denoting the complex conjugate. In this work,
the frequency range of the integral is chosen such that it
covers the frequency span of the signal, which for BNS
signals is usually taken as [20,2048] Hz. A complete list
of parameters and corresponding definitions can be found
in Ref. [25]. The notation used in this work can be found
in Tab. [l

B. Waveform approximants

Several families of waveform approximants have been de-
veloped and are used in GW data analysis. These families
are mainly divided into the post-Newtonian (PN) wave-
forms [41] [42], the effective one-body waveforms [43H45],
such as TEOBResumS [46H48] or SEOBNRvAT [49, 50] for
BNS inspirals, the inspiral-merger-ringdown phenomeno-
logical (IMRPhenom) waveforms, such as IMRPhenomD
for BBH inspirals [51], 52], or surrogate models based
on numerical-relativity simulations [53]. In this

work, we will limit ourselves to the frequency do-
main approximants TaylorF2, which is a PN ap-
proximant, and IMRPhenomD NRTidalv2 [54, [55], which
are both frequently used in the analysis of BNS
events. We do not consider the recently introduced
IMRPhenomXAS NRTidalv2 [56] or NRTidalv3 models [57],
since these waveform models are not released at the time
of writing.

C. Relative binning

Relative binning [29] [32] (8] is a technique to speed up
the evaluation of the likelihood function given in Eq. .
Given a reference parameter 0., the ratio r(f) of the
waveform of an arbitrary parameter 6 against the refer-
ence waveform is given by

_ h(f;0)
") = )

_ ‘A(f)‘ i)Vt (1)
Aref(f)

(4)

The above ratio can be approximated by piecewise linear
functions, i.e.,

ro(b1) +7r1(b1)(f — fum(b1)), fEb
ro(b2) +7r1(b2)(f — fm(b2)), f€bo

r(f) ~ : (5)

ro(bn) 4 71(ba)(f = Fm(bw)). £ € bu

Thus, the ratio is approximated with frequencies split
into bins {b;}, with central frequencies {fm(b;)}. Such
an approximation can reach an arbitrary accuracy pro-
vided that a sufficiently high number of bins b; is used.
However, to speed up the PE, one would aim for approx-
imating the above ratio with the least number of bins.
The relative binning method assumes that the region of
parameter space with a non-negligible likelihood overlaps
with the region for which the waveforms only differ from
the best-fit waveform by small perturbations. Thus the
ratio r(f) is a smooth function that can be well approx-
imated with a low number of bins.

The bin placement often follows the approach de-
scribed in Ref. [29]. In this scheme, one assumes that the
variations in the ratio of amplitudes can be neglected.
The error on the ratio is therefore determined by the de-
viations in the phase, and one can place the bin edges
in such a way to ensure that the deviation in the phase
across a bin is below a certain desired threshold. This
deviation is approximated with an ansatz of the phase
based on PN theory to remove the dependence on the
waveform’s parameters. We refer readers to Refs. [29, [32]
for further details.
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FIG. 1: Schematic overview of the training loop of the FLOWMC sampler. Each loop starts with running the lo-

cal sampler. For the local sampling, we use the Metropolis-adjusted Langevin algorithm (MALA) algorithm, which
exploits the gradient of the target distribution (green and gray lines) to evolve the Markov chains (red). With the
samples obtained from the local sampler, a normalizing flow (NF) is trained to approximate the distribution of the
Markov chains. During the global sampling phase, we use the density learned by the NF (purple) as a proposal. We
accept or reject the proposed samples (red) with a Metropolis-Hastings step, which relies on both the proposal den-
sity as well as the target density. This local-global procedure is repeated until the NF has converged. Afterward, we
perform a fixed number of production loops, where the weights of the NF are frozen and the local and global sam-

pler output the final production samples.

1. Caveats for applying relative binning with
NRTidal-family waveforms

The above assumption regarding the amplitude ratio
holds for a majority of waveform models (e.g., TaylorF2).
However, it is invalid for the IMRPhenomD_NRTidalv2
waveform model. This waveform model modifies its
underlying point-particle baseline, IMRPhenomD, with
closed-form expressions for the tidal contributions to the
phase and amplitude. These are modeled by Padé ap-
proximants, such that the PN ansatz for the phase used
in placing the bin edges is no longer a valid approxi-
mation. Moreover, IMRPhenomD NRTidalv2 additionally
tapers the waveform so that its amplitude transitions
smoothly to zero in the range [fmerger, 1.2 fmerger), Where
the merger frequency frerger depends on the intrinsic
source parameters and was estimated through a phe-
nomenological relation [55]. For larger deviations from
the reference parameters, this causes the ratio of ampli-
tudes in Eq. @ to vary significantly, causing a break-
down of the relative binning scheme. Moreover, we ob-
served that, for some parameter regimes for which the
reference waveform has a low merger frequency, the ratio
of amplitudes becomes numerically unstable. Therefore,
we generate the reference waveform without the taper-
ing window when analyzing simulated signals in Sec[IT]
below.

2. Reference parameters

Relative binning requires a set of reference parameters
as input that, ideally, lie close to the best-fit parameters.
When analyzing simulated signals, we set the reference
parameters equal to the injected parameters. For ana-
lyzing real events, we first perform a heuristic search to

obtain an estimate of the maximum likelihood parame-
ters. More specifically, we employ the covariance matrix
adaptation evolution strategy (CMA-ES) [59] as imple-
mented in EVOSAX [60] before running Jim to obtain the
reference parameters used in the PE run.

D. Jim

Jim [I] is a PE pipeline to analyze GW events involving
BBH mergers that is able to run on CPUs, GPUs or
tensor processing units (TPUs). In Ref. [I], the authors
demonstrated JiM’s capability of performing PE in the
order of minutes of total wall-time, including training
of the normalizing flow. In this work, we extend JiM’s
capability of performing PE on GW signals from BNS
inspirals with tidal effects included.

J1M is implemented in JaX [61], a high-performance nu-
merical computation library. JAX has a number of desir-
able features for GW data analysis, such as i) automatic
differentiation, allowing the use of gradient-based MCMC
samplers, ii) native support for hardware accelerators,
such as GPUs or TPUs, and iii) just-in-time (JIT) com-
pilation to further accelerate the execution of the code.

For our waveform generator, we make use of the RIP-
PLE [62], a JAX package for differentiable waveform ap-
proximants. To analyze BNS signals, we extend RIPPLE
with the TaylorF2 and IMRPhenomD NRTidalv2 wave-
form models]%ﬂ

'While TaylorF2 and IMRPhenomD NRTidalv2 already have an exist-
ing JAX implementation in GWFAST [63], we choose to provide an
independent implementation in RIPPLE in order to interface more
easily with JiM and rFLowMC.

2We note that Ref. [64] has used TaylorF2 with JiM for PE. How-



For the MCMC sampler, we employ FLOWMC, a JAX-
based MCMC sampler that makes use of gradient-based
samplers and is enhanced by normalizing flows [65] [66].
The principle behind the FLOWMC sampler is summa-
rized by the diagram in Fig. FLOWMC combines a
local and global proposal distribution to improve the
sampler’s efficiency. For the local sampler, we use the
Metropolis-adjusted Langevin algorithm (MALA) rou-
tine [67], which exploits the gradient of the posterior
distribution to evolve the Markov chains. The global
sampler is parameterized by a normalizing flow (NF),
which is implemented with EQUINOX [6§]. NFs are deep
generative models that offer tractable approximations of
complex probability distributions, allowing for efficient
and precise sampling as well as density evaluation. In
FLOWMC, the NF is trained from the samples generated
by the local sampler and subsequently used as proposal
distribution for the global sampling phase.

The sampler settings can be either optimized for speed
or accuracy. In this work, we use settings that focus on
the latter. For instance, to improve the robustness of
the sampler, we use a stopping threshold. Once the NF
achieves a preset threshold value for the mean accep-
tance rate during the Metropolis-Hastings steps, the NF
is frozen, and the final production samples are produced
by only running the local and global samplers (known
as the production loop) for a fixed amount of epochs.
Training of the NF dominates the wall time, while the
production loop only takes 1-2 minutes.

III. VALIDATION

In this section, we validate our methods before ap-
plying them to real GW data in Sec[[V] In particular,
we check the accuracy of the waveforms implemented in
RIPPLE and verify the robustness of our pipeline via an
injection-recovery test.

A. Accuracy of RIPPLE waveforms

We verify the correctness of our waveform generators
by comparing them against the LALSUITE [69] imple-
mentation. This is done by computing the mismatch M
between the waveforms generated by the two implemen-
tations, which is defined by

<h1 ) h2>
(h1, h1)(ha, ha)
where At. and A¢,. represent the difference between the

time of coalescence and the phase of coalescence of the
two waveforms, respectively.

M(hl,hg) =1-

(6)

max
Ate,Ade

ever, here we provide an extensive validation of the implementation
and provide detailed benchmarks.
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FIG. 2: Distribution of mismatch values between RIP-
PLE and LALSUITE implementations of the IMRPhenomD
(IMRD), IMRPhenomD_NRTidalv2 (IMRD_NRTv2) and
TaylorF2 (TF2) waveforms. For both newly added
waveform models, the probability mass peaks at a mis-
match below 1078, indicating consistency with the
LALSUITE implementation.

Parameter Range
Component masses [0.5Mg,3Mp]
Component aligned spins [—0.05,0.05]
Dimensionless tidal deformabilities [0, 5000]
Inclination angle [0, 7]

TABLE I: Parameter ranges for the mismatch calcula-
tion. All parameters are distributed uniformly in the
specified ranges.

In Fig. the distribution of the mismatch between
the RIPPLE waveforms against the corresponding LAL-
SUITE implementation is shown. Specifically, we have
sampled 10000 parameters from the distributions shown
in Tab. [ The mismatch is computed on a frequency
grid in the range [20,2048] Hz with spacing Af = 1/T,
where we take the duration T' to be 128 s, and with the
design sensitivity of Advanced LIGO [20] used for the
PSD. For comparison, we also show the mismatches for
RIPPLE’s BBH waveform IMRPhenomD for the same pa-
rameter ranges, excluding the tidal deformabilities. All
RIPPLE waveform samples have mismatches M < 1078
against their LALSUITE counterpart, making them in-
distinguishable for parameter estimation [70].

B. Injection-recovery test

To demonstrate the robustness of our PE pipeline, we
perform injection-recovery tests and report the results in
a percentile-percentile (p-p) plot [71]. We inject simu-
lated GW signals into realizations of noise from a de-
tector network and conduct PE on the simulated data
with JiM. After performing a batch of such analyses, we
calculated the credible level at which each true parame-
ter appears in its marginal posterior distribution. If the



pipeline delivers unbiased estimates of the source prop-
erties, it is expected that the true parameters occur in
the % credible interval % of the time. Therefore, the
cumulative distribution of the credible level should trend
along the diagonal, which is often checked visually with
a p-p plot.

For both waveforms considered here, we create 100 GW
events by sampling source parameters uniformly over the
ranges given in Tab. [[Il We reject sampled injection pa-
rameters that result in a signal-to-noise ratio below 12.
The duration is set to 128 s, with a frequency range of
[20,2048] Hz. The synthetic GW signal is injected into a
network consisting of the Advanced LIGO [20] and Ad-
vanced Virgo [21I] detectors at their design sensitivities.
We evolve 1000 Markov chains and stop the FLOWMC
training phase once the NF achieves an average accep-
tance rate of 20%. Instead of the individual aligned spins,
we show the effective spin y.g, defined by

mixi1 + maxe
mi + mo '

Xeff = (7)
The resulting p-p plots are shown in Fig. Since the
plots generally trend along the diagonal, we conclude that
our pipeline is robust.

IV. ANALYSIS ON GW170817 AND GW190425

With the robustness of our pipeline demonstrated,
we apply JIM to the two BNS events observed so far:
GW170817 [19] and GW190425 [27]F] For both events,
we take the publicly available data from GWOSC [77, [7§]
as input. The priors used in the analysis are reported in
Tab. [

For comparison, we have conducted the PE with both
TaylorF2 and IMRPhenomD NRTidalv2 using both JiM
and PARALLEL-BILBY (PBILBY) [26] to verify the ac-
curacy of JIM. As mentioned in Sec. [IC] Jim utilizes
relative binning, employing EVOSAX to search for the ref-
erence parameters. We 1000 Markov chains and stop the
FLOWMC training phase once the NF achieves an av-
erage acceptance rate of 10%. The resulting posterior
samples are compared in Sec[[VA] and the run times are

compared in Sec[I[VB]

A. Posterior comparison

In Figures [4] to [7] in Appendix B, we show the visual
comparison between the posterior samples obtained from
JiM and PBILBY and find agreement between the pos-
teriors. To make a quantitative statement, we report

3While GW170817 has been confidently verified to be a BNS merger,
there have been proposals that GW190425 could be a neutron-
star—black-hole merger [T2H76].

the Jensen-Shannon (JS) divergences [19] in bits between
the marginal distributions in Tab. [[I} Since the JS di-
vergences lie between 0 and 1 and the highest JS di-
vergence is 0.01847 bits (0.014136 bits) for GW170817
(GW190425), we conclude that the results of the JiM
and PBILBY pipelines are consistent with each other.

B. Wall time

We report the total wall time spent on the PE for
the real and simulated events mentioned in this work in
Tab. [V] We run JiM on a single NVIDIA A100-40 GB
GPU.

Each wall time of JIM mentioned below includes the
time spent on the JIT compilation of the code and calcu-
lating the summary data used in relative binning, which
on average takes around 2.5 minutes.

For the analysis of the real events, the wall time of
Jim additionally includes the time spent on calculat-
ing the reference parameters with EVOSAX to initialize
the relative binning likelihood, which takes between 5
and 10 minutes. Most of the wall time is spent on
the training of the NF, which takes around 15 min-
utes for the real events, after which the final produc-
tion samples are produced in less than a minute. We
remark that the sampling time for GW170817 with the
IMRPhenomD _NRTidalv2 waveform is slightly higher, since
10 times more bins were used in the relative binning
method to achieve a reliable approximation, due to the
breakdown of relative binning as discussed in Sec. [[TC1]

For the injected events, we report the median value for
the runtime of the PE runs performed with both wave-
forms. Since we set the reference parameters to the in-
jected parameters, the runtime no longer includes any
runtime from running the EVOSAX algorithm. We note
that the wall time for simulated events is slightly higher
than that of real events. This is because we have ad-
justed the sampling settings to be more robust to accom-
modate the broadly distributed simulated events in terms
of signal-to-noise ratio and chirp masses. While the eval-
uation of the IMRPhenomD_NRTidalv2 waveform is slower
than the TaylorF2 waveform, we note that the speed of
JIM is mainly determined by the convergence rate of the
NF, the value for the stopping criterion chosen by the
user and the number of bins used in relative binning.

We note that Ref. [1] achieved wall times of a few min-
utes for analyzing BBH mergers with JiM. In our case,
the wall time is higher, partly due to the increased dimen-
sionality of the problem by including the tidal deforma-
bilities, but mainly because of different sampler settings.
In particular, our settings aim for robustness rather than
speed by training the NF until it achieves an average
acceptance rate of 10% (20%) for the real events (injec-
tions). On the other hand, the settings chosen in Ref. [I]
resulted in an average acceptance rate of 2% — 5% for the
NF.

Finally, for the real events, the wall times are com-



Parameter Description Injection GW170817 GW190425
M detector-frame chirp mass [Me] [0.88,2.61] [1.18,1.21] [1.485,1.490]
q mass ratio [0.5,1] [0.125,1] [0.125,1]

Xi aligned spins [—0.05,0.05] [—0.05,0.05] [—0.05,0.05]
A; dimensionless tidal deformabilities [0, 5000] [0, 5000] [0, 5000]

dr, luminosity distance [Mpc] [30, 300] [1,75] [1,500]

te coalescence time 3] [-0.1,0.1] [-0.1,0.1] [-0.1,0.1]
O coalescence phase [0, 27] [0, 27] [0, 27]

cost cosine of inclination angle [—1,1] [-1,1] [-1,1]

) polarization angle [0 77r] [0, 7] [0, 7r]

e right ascension [0, 27] [0, 27] [0, 27]

sin § sine of declination [—1,1] [—1,1] [—1,1]

TABLE II: Parameters used and their corresponding prior ranges for our analyses. All priors considered in this

work are uniform priors with the specified range.

1.0 TaylorF2 IMRPhenomD_NRTidalv2
— M/M, (0.69) — M/M, (0.59)
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2061 — Aq (0.59) — A2 (0.30)
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FIG. 3: p-p plot for the injections done with TaylorF2 (left) and IMRPhenomD NRTidalv2 (right), each created from
100 injections. For both of the waveform models, the p-p plots agree well with the diagonal, demonstrating the ro-
bustness of the JiM pipeline on analyzing BNS signals. The shaded regions indicate the 1o, 20 and 30 confidence

levels due to finite sample sizes.

pared against their equivalent PBILBY, BILBY with rel-
ative binning (RB-BILBY El and BiLBY with ROQ
(ROQ-BILBY [II{I})El in Tab% ROQ is a technique that
creates an efficient representation of GW approximants
with a reduced set of basis elements that still accurately
reconstruct the entire model space, thereby reducing the
number of terms to be computed. These runs make use of
nested sampling [80] with 1024, 1000 and 1000 live points
for PBILBY, RB-BiLBY and ROQ-BILBY, respectively.
The PBILBY runs are intended to verify the accuracy of
our pipeline. However, PBILBY is known to be expensive;

4The reference parameters are identical to the ones used by Jim.
5Due to the unavailability of the ROQ bases of TaylorF2
with tidal effects and IMRPhenomD NRTidalv2, the bases of
IMRPhenomPv2_NRTidalv2 is used.

therefore, we use 10 Intel Skylake Xeon Platinum 8174
CPUs (480 cores in total) per run so that the PE com-
pletes in a reasonable amount of time. For RB-BILBY
and ROQ-BILBY, we instead use a single Intel Xeon Sil-
ver %310 Processor CPU, such that 24 cores are used per
run

6There are 12 physical cores on an Intel Xeon Silver 4310 Proces-
sor CPU. On the machines used, there are two such CPUs in-
stalled. When running with 24 cores requested, the CPUs dynami-
cally switches between with and without hyper-threading [81]. For
a conservative estimate of the energy consumption, we take only
the thermal design power (TDP) of one CPU in Sec.



GW170817 GW190425

Parameter TF2 NRTv2 TF2 NRTv2

M 0.001725 0.000516 0.003557 0.001884
q 0.005212 0.007894 0.004837 0.003883
X1 0.005633 0.004301 0.002794 0.001904
X2 0.003030 0.002671 0.002416 0.001400
Ay 0.001062 0.002208 0.008556 0.000652
Ao 0.000559 0.002186 0.005808 0.001450
dr, 0.001544 0.01847 0.001273 0.009157
be 0.003500 0.010714 0.003338 0.007874
cost 0.001615 0.012851 0.006400 0.009502
P 0.004048 0.011036 0.001516 0.005820
«@ 0.014008 0.001258 0.009822 0.014136
sin § 0.009570 0.001761 0.008934 0.006362

TABLE III: Jensen-Shannon divergences (in

bits) between the marginal posterior obtained for
GW170817 and GW190425 using TaylorF2 and
IMRPhenomD _NRTidalv2 with JiM and PBILBY, with
the highest value of each comparison in bold. The JS
divergences are bound between [0, 1].

V. DISCUSSION

Our numerical experiments from the previous sections
demonstrate that JIM can robustly analyze BNS mergers
with high speed and without loss of accuracy. We dis-
cuss the implications of our pipeline for future work and
compare our pipeline to other state-of-the-art pipelines
that speed up PE.

A. Science cases

The robustness and speed-up offered by JiM are cru-
cial to meet the computational requirements of challeng-
ing science studies. For instance, while sky maps can be
produced in low latency with BAYESTAR [82], performing
PE on the intrinsic parameters improves the knowledge of
the source properties and would be essential to improve
estimates of electromagnetic (EM) emission, such as the
brightness of a potential kilonova; see, e.g., Ref. [83]. In
general, good guidance for EM follow-up searches is crit-
ical for improving the scientific return of follow-up cam-
paigns while on the other hand lowering the requirement
for expensive telescope time. As such, the speed of Jim
in performing PE offers a way to enhance low-latency
follow-up strategies.

Furthermore, the next generation of GW detectors,
such as Einstein Telescope [84], will have an overall
greater sensitivity and broader frequency bandwidth
compared to existing detectors [85H8T]. Future detectors
will observe more BNS inspirals, which will also be in the
sensitive band for a longer time, calling for efficient and
effective PE pipelines 88, [89].

B. Comparison to related works

Related works accelerating PE can be mainly divided
into likelihood-based methods, which directly evaluate
the likelihood, and likelihood-free methods, which bypass
the likelihood evaluation and instead rely on surrogates
of the likelihood or posterior. We note that JiM belongs
to the former class of methods.

One likelihood-based method to speed up PE is relative
binning and was discussed in Sec[[IC] Previous works
have used relative binning for multi-messenger and low-
latency PE studies [90, OI]. Relative binning was also
recently integrated into BILBY [32].

Another way to speed up the likelihood evaluation is
through reduced order modelling (ROM) and ROQ meth-
ods. Using ROQ), previous works have been able to per-
form PE in the order of minutes [31] B3, 92]. However,
ROQ requires precomputing these reduced bases, which
can be computationally expensive, as we show with our
estimate in Appendix [C] While these bases have to be
constructed only once, JIM, on the other hand, does not
require any precomputed quantities as input for the PE.

Besides relative binning and ROQ, other approxi-
mations of the likelihood have been studied as well,
such as approximating the likelihood with Gaussian pro-
cesses [03H95], a mesh-free interpolation method [96] 97],
or through marginalization of the likelihood, e.g. [98].

Apart from approximating the likelihood, ML can
speed up sampling as well. For example, NESSAI acceler-
ates nested sampling through normalizing flows [37]. Re-
cently, this method achieved wall times similar to ours
by combining NESSAI with the ROQ approximation [3§].
While similar in spirit to our work, we note that Jim
makes use of MCMC rather than nested sampling for ex-
ploring the likelihood landscape, and uses relative bin-
ning rather than ROQ to speed up likelihood evalua-
tion, thereby removing the need to precompute the ROQ
bases.

Finally, likelihood-free methods to accelerate PE
mainly consist of ML models pretrained on simulated
data to approximate the likelihood or posterior distribu-
tions [34H36, O9HI04]. Contrary to these pipelines, JiM
conducts the PE without the need for pretraining.

C. Environmental impact

Besides a reduction in wall time, our setup additionally
offers an ecologically desirable implementation to per-
form PE.

We compare the carbon footprint of JiM relative to
the other pipelines reported in Tab. [[V] The TDP of an
NVIDIA A100-40 GB GPU, used for the JiM runs, is
400 W [105]. The PBILBY runs used a single Intel Xeon
Platinum 8174 Processor with a TDP of 240 W [106].
The RB-BILBY and ROQ-BILBY used a single Intel Xeon
Silver 4310 Processor CPU with a TDP of 120 W []T].



Event Waveform Jim PBILBY RB-BILBY ROQ-BILBY
(1 GPU) (480 cores) (24 cores) (24 cores)

TF2 (9.70 4+ 17.00) min 9.64 h 3.18h -
GW170817

NRTv2 (5.69 + 28.02) min 10.99 h 4.68 h 1.65 h

TF2 (5.13 + 16.49) min 4.08 h 2.30 h -
GW190425

NRTv2 (6.15 4 15.37) min 4.69 h 4.68 h 0.97 h

. TF2 24.76 min - - -

Injection

NRTv2 18.02 min — — —

TABLE IV: Total wall time spent on conducting PE on the events mentioned in this work, with the TaylorF2
(TF2) and IMRPhenomD_NRTidalv2 (NRTv2) waveform models and using the resources mentioned in the main text
for benchmarking. For the real events analyzed with JiM, we quote the time spent on EVOSAX and FLOWMC sepa-
rately. For the injections, we quote the median wall time. These wall times depend highly on the hardware used for
conducting the analysis, i.e., one can achieve a shorter (longer) wall time if more (fewer) CPUs or GPUs are used.

Based on our PE runs, we take the average wall time
for each pipeline, and the TDP reported above to esti-
mate the required energy to produce the results for all
200 injection runs and the 4 real event runs shown in
this work. The results are reported in amounts of kWh
in Tab. In order to make a fair comparison against
JIM, we also report the time taken up by the pretraining
phase of the ROQ method, i.e., the time taken to con-
struct the ROQ bases. The details of this estimate can
be found in Appendix[C] For comparison, the average an-
nual electricity consumption of a Netherlands household
in 2021 was 2810 kWh [107].

To translate these into tangible numbers, we will as-
sume that 0.328 kg COs is produced per kWh [108] and
that it approximately takes 50 trees a year to capture
1000 kg of CO. [109]. Given a year, it takes around
0.55 trees to absorb the amount of COs generated by
JiM. On the other hand, around 59.02 and 1.49 trees
are needed for absorbing the COy generated by PBILBY
and RB-BILBY, respectively. While only 0.52 trees are
needed to counter the carbon footprint from the sam-
pling of ROQ-BILBY, the precompute of the ROQ bases
requires around 0.44 trees. We can, therefore, conclude
that JiM is more environmentally friendly than the other
pipelines considered in performing the PE runs in this
work. However, we would like to emphasize that the cost
associated with building the ROQ bases is a one-time
cost only. Therefore, we estimate that ROQ-BILBY will
have a similar ecological footprint as JiM after around
3000 PE runs.

"The obtained numbers have been rounded for clarity and ease of
presentation.

kWh COs [kg]  Trees'

Jim 34 11 0.55
PBILBY 3599 1180 59.02
RB-BILBY 91 30 1.49
ROQ-BILBY sampling 32 10 0.52
precompute’ 27 9 0.44

TABLE V: Estimate of the environmental impact

of performing all runs in this work with different
pipelines. TNumber of trees needed to capture the emit-
ted CO5 in a year. *Based on our estimate of the re-
sources needed to build the required ROQ bases, see

Appendix Q

D. Future work

Finally, we mention a few directions in which we wish
to pursue the developmental work of our pipeline.

While our current approach, as outlined in Sec[lTC|
allows us to use IMRPhenomD NRTidalv2 with the exist-
ing relative binning implementation, it is desirable to ex-
tend the relative binning method to waveforms which in-
clude a tapering window, such as the NRTidal family of
waveforms. For this, one requires a scheme to construct
the bins without making prior assumptions regarding the
waveforms used. An example of such an agnostic ap-
proach is given by Ref. [110].

In addition, a current bottleneck in the development
of JiM is the need for a JAX-compatible implementation
of existing GW approximants. At the time of writing,
a RIPPLE implementation of the precessing waveforms
IMRPhenomPv2 and IMRPhenomXPHM are under develop-
ment. Additionally, we will investigate the possibility of
training surrogate ML models to approximate the wave-
forms, which removes the need to re-implement wave-
forms from scratch and reduces development time.



Furthermore, future work can investigate the integra-
tion with existing packages. While our current pipeline
produces posterior samples of any desired target distribu-
tion, it does not output the evidence, which is crucial for
model selection. In the future, we wish to estimate the
Bayesian evidence by performing importance sampling
on our produced samples. Future work can integrate JiM
with DENMARF [IT1] or HARMONIC [I12HIT4] to obtain
the Bayesian evidence. Secondly, one can attempt to in-
tegrate the recently introduced package ASTREOS [115]
with our pipeline. ASTREOS can generate confidence in-
tervals for the equations of state in less than one second
by relying on normalizing flows. However, the NF maps
the component masses and tidal deformabilities to a set of
so-called auxiliary parameters from which the EOS con-
straints can be inferred. Obtaining estimates for these
intrinsic parameters can be done reliably and efficiently
with JiM, which can therefore empower ASTREOS.

VI. CONCLUSIONS

In this work, we have demonstrated the robustness,
accuracy, and speed of JIM in performing parameter es-
timation for gravitational waves of binary neutron star
mergers with tidal effects. By combining relative binning,
JAX, gradient-based MCMC and normalizing flows, JiM
can produce posteriors accurately in the order of minutes
without requiring any precomputed input such as a pre-
trained normalizing flow. Specifically, we are able to an-
alyze GW170817 and GW190425 with the TaylorF2 and
IMRPhenomD_NRTidalv2 waveforms in 21 to 33 minutes of
total wall time, depending on the sampling settings and
the number of bins used in relative binning. Evaluated
on a large suite of simulated events, the median total wall
times are below 30 minutes for both waveforms. As such,
JIM can be an indispensable tool for future science cases,
such as low-latency follow-up strategies and data analysis
with next-generation gravitational wave detectors. Ad-
ditionally, we have shown that JiM has significantly re-
duced the environmental impact of parameter estimation
as compared to other pipelines. Therefore, JIM presents
an ecologically sustainable approach to addressing these
computationally intensive tasks.

Appendix A: Data availability

All code used to produce the figures in this paper is
available at the following link: https://github.com/
ThibeauWouters/TurboPE-BNS. Posterior samples will
be shared upon request.

Appendix B: Corner plots

We show the corner plots of the posterior distribu-
tions obtained from JiM and PBILBY in Figures [ to [7]

for the GW170817 and GW190425 events analyzed with
TaylorF2 and IMRPhenomD NRTidalv2. Instead of the
individual aligned spins, we plot the y.g parameter as
defined by Eq. @ Moreover, we show the tidal deforma-
bilities in terms of A and JA, defined by

E (m1 + 12m2)m‘11A1 + (mg + 12m1)m‘11A2

]\ =
13 (m1 + m2)5 ’
SA — 169077 _ 4843 mzllAl — m%Ag
1319”7 T 1319 ) (my + ma )2

6162 m4A1 —|— m4A2
0162 g mada Fmyfs
T 1319 Ty + ma)t

(B1)
where ) = mims/(my + m2)? is the symmetric mass ra-
tio. The plotted contours show the 1o and 20 significance
levels. Across the four sets of posterior samples shown,
we observe qualitative agreement between the ones ob-
tained from JiM and those obtained from PBILBY.


https://github.com/ThibeauWouters/TurboPE-BNS
https://github.com/ThibeauWouters/TurboPE-BNS
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Appendix C: Estimate of ROQ environmental
impact

We provide details on how the estimate of the environ-
mental impact of constructing ROQ bases, reported in
Tab. [V] is computed based on Ref. [116].

Building the ROQ bases for the
IMRPhenomPv2 NRTidalv2 waveform takes around
~ 1 day when using ~ 100 cores on the NEMO cluster
owned by UWM when making use of multi-banding [T17]
to speed up the building of the ROQ bases. We will
assume around ~ 5 Intel Xeon Gold 6136 Processor
CPUs were used, each having a TDP of 150 W [II8].
Therefore, we estimate the energy consumption of
building the ROQ bases for this waveform to be around
27 kWh.

Currently, there is no ROQ implementation of the
TaylorF2 waveform with tidal effects publicly available.
To estimate the computational cost to build the ROQ
bases for this waveform, we will conservatively assume
that this requires around half of the resources used for
the IMRPhenomPv2 NRTidalv2 as the computational cost
depends on the complexity of the waveform model.

We would like to emphasize that this is only an esti-
mate of the computational cost. In particular, further
advancements in the techniques used for building ROQ
bases can potentially reduce the computational cost, e.g.
Ref. [T19].
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