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Abstract

We study time-inhomogeneous Markov chains to obtain quantitative results on their asymp-
totic behavior. We use Poincaré, Nash, and logarithmic-Sobolev inequalities. We assume that
our Markov chain admits a finite invariant measure at each time and that the sequence of these
invariant measures is non-decreasing. We deduce quantitative bounds on the merging time of
the distributions for the chain started at two arbitrary points and we illustrate these new results
with examples.

1 Introduction

1.1 Motivation and Background

In this article, we are interested in studying quantitatively time-inhomogeneous Markov chains.
The problem of obtaining accurate estimates for the time to reach equilibrium for a Markov chain
within a time-homogeneous context is classical and has been extensively studied in the literature
see [17]. On the other hand, adapting standard techniques from the time-homogenous to the time-
inhomogenous context turns out to be far from straightforward, and indeed time inhomogeneity
may produce unexpected behaviors as shown in [15],[14] and [6].

Let us first observe that, unlike a time-homogeneous and aperiodic Markov chain, a time-inhomogenous
Markov chain may not converge in law as time tends to infinity. For time-homogenous Markov
chains, studying mixing properties or the convergence to equilibrium means investigating the rate
of convergence of the laws towards a reference target measure. In the time-inhomogeneous context,
there is generally no time-independent reference measure. However, it still makes sense to ask how
long one should wait until the law at time t does not depend much on the initial state. Following
[15] and [16], this observation leads us to the definition of "merging times".

Let V be a finite or infinite countable discrete set and (Kt)t≥1 a family of Markov transition
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operators defined on V . Let µ0 be a probability measure on V . We denote with (Xµ0
t )t≥0 the

V -valued discrete-time Markov chain driven by (Kt)t≥1 with initial law µ0 defined by:

L(Xµ0
0 ) = µ0 and ∀t ≥ 0, ∀z ∈ V,P(Xµ0

t+1 = z|Xµ0
t ) = Kt+1(Xµ0

t , z) .

Furthermore, we denote
Ks,t := Ks+1...Kt and K0,t = K1...Kt .

Let µµ0
t := µ0K0,t be the law of Xµ0

t . When µ0 is the Dirac mass at point x, we use the shorthand
notation µx

t instead of µµ0
t .

Merging corresponds to the property of forgetting the initial law of the Markov chain. To quantify
this property, we control the distance between the distributions after t steps of two chains driven
by the same Markov transition operators and started at two distinct initial conditions. Therefore,
we aim to find bounds as precise as possible on the following quantities:

dT V (µx
t , µy

t ) or s(µx
t , µy

t )

where dT V and s are respectively the classical total variation distance and the separation distance.

Imitating [13], we define the following quantities:
Definition 1. Let η be in (0; 1). Let x, y in V . Define the η-merging time related to x, y by:

Tmer(x, y, η) = inf {t ≥ 1 : dT V (µx
t , µy

t ) ≤ η}

and the relative-sup η-merging time related to x, y is:

T ∞
mer(x, y, η) = inf {t ≥ 1 : s(µx

t , µy
t ) ≤ η} .

Furthermore, one may want to bound the merging uniformly over x, y. Hence, we consider the
following quantities. First let the η-merging time be:

Tmer(η) = max
(x,y)∈V 2

Tmer(x, y, η)

and the relative-sup η-merging time be:

T ∞
mer(η) = max

(x,y)∈V 2
T ∞

mer(x, y, η) .

Observe that the merging time T ∞
mer(η) coincides with the classical mixing time in the time-

homogeneous context up to a constant.

In order to quantify merging, we shall rely on several functional inequalities. We start discussing
Poincaré inequalities. Let us recall some results.
First, when π is a finite measure, we denote by π̃ the probability measure given by π that is to say:

π̃ := π

π(V ) .
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Besides, given a Markov transition operator K with stationary probability π̃, we define the following
operators:

• K∗ is the adjoint operator of K from ℓ2 (π̃) to ℓ2 (π̃),

• Q := K∗K from ℓ2 (π̃) to ℓ2 (π̃) the multiplicative symmetrisation.

We recall the definition of the variance linked to π̃ and the Dirichlet form linked to Q, π̃ :

Varπ̃(f) =
∑
x∈V

f2(x)π̃(x) − (
∑
x∈V

f(x)π̃(x))2 and

EQ,π̃(f, f) =
∑
x∈V

∑
y∈V

(f(x) − f(y))2π̃(x)Q(x, y), for all f : V → R.

The Poincaré constant of Q is defined as follows:

Definition 2. Let γ(Q) ≥ 0 be the optimal constant in the inequality:

γ Varπ̃(f) ≤ EQ,π̃(f, f), for all f : V → R.

Note that 1 − γ(Q) is an eigenvalue of Q.
It is then immediate to estimate the merging of a time-homogeneous Markov chain using this
constant, see Corollary 2.1.5 in [17]:

Theorem 1. Let K be an aperiodic and irreducible Markov transition operator with invariant
probability π̃. Let Q be the multiplicative symmetrisation of K from ℓ2 (π̃) to ℓ2 (π̃) and γ be γ(Q),
then for all x, y elements of V :

dT V (µx
t , µy

t ) ≤ 1
2( 1√

π̃(x)
+ 1√

π̃(y)
)(1 − γ)t/2.

Therefore, for all η in (0; 1):

Tmer(x, y, η) ≤ 2
γ

[log(1
η

) + log( 1√
π̃(x)

+ 1√
π̃(y)

)] .

It is important to note that when the Markov transition operators share the same invariant prob-
ability, Theorem 1 still holds, see [18].
A classical example of application of Theorem 1 is as follows.
Consider a Markov transition operator KN on {0, . . . , N} such that:

• KN (x, y) ∈ [1/4, 3/4] if |x − y| ≤ 1,

• KN has an invariant probability measure π̃N satisfying:
1/4 ≤ (N + 1)π̃N (x) ≤ 4, ∀x ∈ VN .

Then, a comparison argument with the symmetric nearest neighbor random walk on {0, . . . , N}
such as in section 2.1.2 implies that γ((KN )∗KN ) is of order 1

N2 .
Therefore, for all η in (0; 1), an imediate application of Theorem 1 gives the following bound on
the η-merging time :

T N
mer(η) ≤ κN2[log(1

η
) + log(N)]
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where κ is a constant independent of N .

Let us now turn to the time-inhomogeneous context. Let, for each t, π̃t denote an invariant
probability measure for Kt and γt be the Poincaré constant. Assume that γ > 0 is a common lower
bound for all the γt’s. One might naively expect a similar bound as in Theorem 1. However, R.
Huang provides a counter-example in [6], see the following :

Theorem 2.
Let VN be {0, . . . , N}. There exists QN := (KN

t )t≥1 a sequence of nearest-neighbor Markov transi-
tion operators on VN satisfying:

• for t ≥ 1, KN
t (x, y) ∈ [1/4, 3/4] if |x − y| ≤ 1,

• for t ≥ 1, KN
t has an invariant probability measure π̃N

t satisfying:
1/4 ≤ (N + 1)π̃N

t (x) ≤ 4, for all x in VN .

Then, for all t ≥ 1, the Poincaré constant γ((KN
t )∗KN

t ) is of order 1
N2 but however,

lim inf
N→+∞

log(T N
mer(0, N, 1

2))
N

> 0 .

This counterexample illustrates the difficulty in grasping the merging time. Indeed, in this case,
we assume bounds on the spectral gaps, kernels, and invariant probabilities that are uniform both
with respect to time and space. Finally, to each transition operator, one can associate a set of
conductances with values between 1 and 2. However, despite all this and contrary to intuition,
the merging time is not polynomial but exponential in N . In conclusion, the naive extension of
Theorem 1 to the time-inhomogeneous context does not work. It is therefore necessary to impose
hypotheses that exclude this type of case.

One approach is with c-stablity. In a series of papers, L. Saloff-Coste and J. Zúñiga introduce
the notion of c-stability for time-inhomogeneous Markov chains. Under this assumption, one con-
trols the fluctuations of the invariant probabilities. Checking c-stability is a challenging task, as
noted by the authors. Indeed, the c-stability property involves the laws that are unknown and
need to be estimated. Examples of time-inhomogeneous Markov chains for which it was possible
to check c-stability are small perturbations of time-homogeneous Markov chains that furthermore
satisfy some symmetries.
Under the assumption of c-stability, a minor modification of Theorem 1 holds. Its proof relies on
singular values theory.
Effective tools for studying ℓ2-merging times and complementary to spectral techniques are ad-
vanced functional inequalities: Nash inequalities and logarithmic Sobolev inequalities. L. Sallof-
Coste and J. Zuniga successfully applied these functional inequalities under the c-stability assump-
tions to estimate the merging time of a time-inhomogeneous chain.

In this article, we work under a different assumption: the existence of a non-decreasing finite
environment.
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Definition 3. Let (Kt)t≥1 be a sequence of Markov transition operators and let (πt)t≥1 be a sequence
of positive measure.
We say that {(Kt, πt)}t≥1 is a non-decreasing environment when the sequence (πt)t≥1 satisfies the
following:

• for all t ≥ 1, πtKt = πt,

• for all t ≥ 1, πt(V ) < +∞,

• for all t ≥ 1, for all x in V, πt+1(x) ≥ πt(x).

Note that in Definition 3, the πt’s are measures but not necessarily probability measures. Indeed,
if they were all probability measures then they would all be the same.
Moreover, when a non-decreasing finite environment exists, an infinite number of non-decreasing
finite environments exists. Indeed, let (at)t≥1 be a non-decreasing sequence of positive real num-
bers, if {(Kt, πt)}t≥1 is a finite non decreasing environment then, {(Kt, atπt)}t≥1 is also a finite non
decreasing environment.
In the examples, see section 2, we will leverage the availability of multiple choices for invariant mea-
sures and play with these different options to, for instance, facilitate the study of the PoincarÃ©
constants or to ensure that total masses are not too large.

Theorem 3. Let (Kt)t≥1 be a sequence of irreducible aperiodic Markov transition operators and
(πt)t≥1 a sequence of finite measures. Assume {(Kt, πt)}t≥1 is a finite non-decreasing environment.
Let γt = γ(K∗

t Kt) be the Poincaré constant associated to K∗
t Kt.

Then, for all x, y elements of V :

dT V (µx
t , µy

t ) ≤ 1
2

√
πt(V )
π1(V )( 1√

π̃1(x)
+ 1√

π̃1(y)
)

t∏
s=1

√
1 − γs . (1)

Therefore, for all η in (0; 1):

Tmer(x, y, η) ≤ min{t ≥ 1,
1
2

√
πt(V )
π1(V )( 1√

π̃1(x)
+ 1√

π̃1(y)
)

t∏
s=1

√
1 − γs ≤ η} . (2)

Note that these estimates are very close to the conclusions of Theorem 1.
Besides, when (πt)t≥1 and (Kt)t≥1 are constant, we retrieve the exact statement of Theorem 1.
To ensure the assumption of a finite non-decreasing environment, the challenge lies in computing
explicit invariant probability measures and our ability to compare them. Roughly speaking, there
is a competition between the ratio of the total masses and the product of eigenvalues to achieve a
reasonably small merging time. When the ratio of the total masses is too large, the right-hand side
of Equation 1 might not tend to 0, see example 2.1.4. In fact, the existence of a non-decreasing
environment does not ensure that merging will occur see 2.1.4. Our Estimate 2 is not always sharp,
see example 2.1 .

When V is a finite set and (Kt)t≥1 is a family of irreducible Markov transition operators, then there
always exists a family of finite measures (πt)t≥1 such that {(Kt, πt)}t≥1 is a finite non-decreasing
environment. However, the ratio of the total masses can increase very fast and this deteriorates
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our estimate.

A class of examples where the hypothesis on the existence of a finite non-decreasing environment is
easy to check is Markov chains on electrical networks, see [9] for further details. Then, the sum of
the conductances at a given vertex provides an explicit invariant measure. Therefore, a sequence
of electrical network with non-decreasing conductances forms a non-decreasing environment.
More precisely, a set of conductances is a function c satisfiying:

• c : V × V 7→ R+,

• for all (x, y) in V, c(x, y) = c(y, x).

To this, we add the following assumption:∑
x∈V

∑
y∈V

c(x, y) < +∞ . (3)

Let us consider the Markov transition operator P defined with:

∀(x, y) ∈ V 2, P (x, y) = c(x, y)∑
z∈V c(x, z) .

Let π be the measure defined by:

∀x ∈ V, π(x) =
∑
y∈V

c(x, y) . (4)

By Assumption (3), π is a finite measure. It is straightforward to see that P is reversible with
respect to π. It implies that π is an invariant finite measure for P .

Moreover, when the Markov transition operator P is symmetric from ℓ2 to ℓ2 with respect to
some measure then, there exists a set of conductances c so that:

∀(x, y) ∈ V 2, P (x, y) = c(x, y)∑
z∈V c(x, z) .

Note that multiple choices of conductances can be associated with P . More precisely, if c is a set of
conductances associated with P , then for all λ element of R∗

+, λc is a set of conductances associated
with P .

A typical example of a time-inhomogeneous Markov process to which we can apply Theorem 3
is as follows: we fix a reference set of conductances c and a positive constant M . Consider a family
of non-decreasing conductance sets (ct)t≥1 such that c1 ≥ c and ct ≤ Mc for each t. Let Pt be the
associated Markov transition operator with each ct for t ≥ 1. At time t − 1, we apply the operator
Kt := 1

2(I + Pt). We will see that this type of example has several advantages, see example 2.1.
The first advantage is that the sequence (πt)t≥1 given by (4) is a non-decreasing environment. The
second advantage is if the operator associated with c satisfies a Poincaré condition, then Kt does
too with the same constants.
One method for generalizing electrical networks is to consider graphs with cycles, see [10] and [7] .
Additionally, note that we may construct examples of sequences of electrical networks where the
πt’s are non-decreasing but the conductances themselves are not monotonous see example 2.2.
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Now, we present the results obtained using Nash and logarithmic Sobolev inequalities. Let us recall
the expression of the Dirichlet form subordinated to (Qt, π̃t):

∀f : V → R, EQt,π̃t (f, f) = 1
2
∑
x∈V

∑
y∈V

(f(x) − f(y))2Qt(x, y)π̃t(x) .

We recall that a Nash inequality is defined as follows:

Definition 4. Let T ≥ 1. Q, π̃ satisfies the N (C, D, T ) Nash inequality for C, D > 0 if for
1 ≤ t ≤ T , we have:

∀f : V → R, ∥f∥2+1/D
ℓ2(π̃t) ≤ C(EQt,π̃t(f, f)

+ 1
T

∥f∥2
ℓ2(π̃t)

)
∥f∥1/D

ℓ1(π̃t).

If we assume that, for all t, K∗
t Kt, π̃t satisfies the same Nash inequality, then one can control the

merging time of a time-inhomogenous Markov chain.

Theorem 4. Let (Kt)t≥1 be a sequence of Markov transition operators and (πt)t≥1 a sequence of
finite measures.
Assume {(Kt, πt)}t≥1 is a finite non-decreasing environment.
Assume that it exists T, C, D > 0 such that at each time t, (Qt, π̃t) satisfies the N (C, D, T ) Nash
inequality.
Moreover, assume π1(V ) ≥ 1. Let γt = γ(K∗

t Kt) be the PoincarÃ© constant associated to K∗
t Kt

and let B = B(D, T ) = (1 + 1/T )(1 + [4D]).
Then, for t ≥ r, T ≥ r and for x, y elements of V :

dT V (µx
t , µy

t ) ≤
√

πt(V )πr(V )
π1(V )

( 4CB

r + 1

)D t∏
l=r+1

√
1 − γl . (5)

Therefore, for all η in (0; 1):

Tmer(η) ≤ min{t ≥ 0 such that ∃ r ≤ t , r ≤ T and√
πt(V )πr(V )

π1(V )

( 4CB

r + 1

)D t∏
l=r+1

√
1 − γl ≤ η} .

Moreover, if V is finite, then for t = 2r + u, with r ≤ T :

max
x∈V

{s(µx
t , µπ̃1

t )} ≤ 4πt(V )
( 4CB

r + 1

)2D r+u∏
l=r+1

√
1 − γl . (6)

Therefore, for all η in (0; 1
2) :

T ∞
mer(η) ≤ min{u + 2r such that r ∈ [[0; T ]], u ≥ 0 and

16π2r+u(V )
( 4CB

r + 1

)2D r+u∏
l=r+1

√
1 − γl ≤ η} .
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Finally, we state a bound on the merging time in finite non-decreasing environments that satisfy a
logarithmic Sobolev inequality at each time. We recall the expression of the entropy:

Definition 5. Let π̃ be a probability measure on V . Let f be a function in ℓ2(π) that does not
vanish. The entropy of f with respect to π̃ is defined with:

L(f |π̃) :=
∑
x∈V

f2(x) log(f2(x)
π̃(f2))π̃(x) .

The standard logarithmic Sobolev constant of a transition operator Q is the following:

Definition 6. Let α(Q) > 0 be the optimal constant in the inequality:

EQ,π̃(f, f)
L(f |π̃) ≥ α, for all f : V → R, f − non constant.

Thanks to hypercontractivity, we can control the merging times for finite non-decreasing environ-
ments with the following:

Theorem 5. Let (Kt)t≥1 be a sequence of irreducible aperiodic Markov transitions operators and
(πt)t≥1 a sequence of positive measures. Assume {(Kt, πt)}t≥1 is a finite non-decreasing environ-
ment. Let γt = γ(K∗

t Kt) be the Poincaré constant associated to K∗
t Kt and let αt be the Logarithmic

Sobolev constant α(K∗
t Kt).

For an integer s and z in V , we define the following quantities:

qs = 2
s∏

u=1
(1 + αu) and rz = min{s ≥ 1, log(qs) ≥ log(log( 1

π̃0(z)))} .

Consider x, y elements of V . Let r = r(x, y) = max(rx, ry).
Then,

∀t ≥ r, dT V (µx
t , µy

t ) ≤ e

√
πt(V )

π0(V )1/qr

t∏
l=r+1

√
1 − γl . (7)

Therefore, for all η in (0; 1):

Tmer(x, y, η) ≤ r + min{u ≥ 1, e

√
πt(V )

π0(V )1/qr

r+u∏
l=r+1

√
1 − γl ≤ η} . (8)

The preceeding result is general. In the case of a finite set and when the logarithmic Sobolev
constants are uniformly bounded from below, we can control the relative-sup merging time and
state a clearer statement:

Theorem 6. Let (Kt)t≥1 be a sequence of irreducible aperiodic Markov transition operators and
(πt)t≥1 a sequence of positive measures. Assume {(Kt, πt)}t≥1 is a finite non-decreasing environ-
ment. Assume that V is finite and that π1(V ) ≥ 1. Let γt = γ(K∗

t Kt) be the PoincarÃ© constant
associated to K∗

t Kt and let αt be the Logarithmic Sobolev constant α(K∗
t Kt).

Assume that αt is bounded from below by α > 0.
Moreover, assume that it exists ρ > 0 such that :

∀t ≥ 1, min
x∈V

{π̃t(x)} ≥ ρ .

8



Let r be defined by r = [ log( log(1/ρ)
2 )

log(1+α) ] + 1.
Let u be an integer and set t = 2r + u. Then,

max
x∈V

{s(µx
t , µπ̃1

t )} ≤ e2

√√√√πt(V )πr+u(V )
r+u∏

l=r+1
1 − γl .

Therefore, for all η in (0; 1
2):

T ∞
mer(η) ≤ 2r + min{u ≥ 0, 4e2

√√√√π2r+u(V )πr+u(V )
r+u∏

l=r+1
1 − γl ≤ η} .

In practice, we will use Theorem 6 rather than the Theorem 5, see example 2.5.

Remark 1. The concept of monotonous invariant measures already appeared in the literature to
deal with issues of recurrence versus transience, see [1].
Besides, in [4], the idea of non-decreasing invariant measure is highlighted. A. Dembo, R. Huang,
and T. Zheng establish two-sided Gaussian estimates for the transition kernel of a time-inhomogeneous
Markov chain on a non-decreasing sequence of electrical networks satisfying a suitable uniform
Poincaré inequality and the volume doubling property.
In our paper, in the proofs, we have succeeded in adapting ideas of [4] such as backward induction
in the Poincaré case. However, unlike in [4], some extra care is needed because we have to center
our test functions with respect to measures that evolve over time.

1.2 Outline of the paper

This article is divided into three parts. Section 1 presents the motivations, background, and
main theorems. Each theorem adapts the results of classical functional inequalities to the non-
decreasing finite environment hypothesis. The first theorem, Theorem 3, assumes a Poincaré con-
dition at each time, in addition to the non-decreasing finite environment hypothesis, and states
control of the merging time in total variation distance. The second theorem, Theorem 4, assumes
a Nash inequality at each instance and states control of the merging time in both total variation
distance and infinity distance when the set V is finite. Finally, Theorem 5 assumes a Logarithmic
Sobolev inequality at each time and similarly states control of the merging time in total variation
distance and infinity distance when the set V is finite with Theorem 6. Theorems 3,4 and 6 are
new tools for understanding finite Markov chains in the inhomogeneous time context.

Section 2 deals with examples and investigates five instances within the context of electrical net-
works. The first example serves an educational purpose, while the subsequent two illustrate the
application of Theorem 3. The final two examples are within the classical framework for the appli-
cation of Nash inequalities and Logarithmic Sobolev inequalities.

The third section delves into the proofs and is divided into four sub-sections. The first one re-
visits the preliminaries and classical definitions from analysis and probability theory. The second
part focuses on proving Theorem 3 and deals with the Poincaré constants. It includes a crucial
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proposition regarding the duality of operators within the inhomogeneous time context. The third
segment contains the proof of Theorem 4, reiterating the definition of a Nash inequality. Finally,
in the fourth subsection, we adopt an entropic approach and prove Theorem 5 and 6.
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2 Examples
In this section, we discuss pedagogical examples and other interesting cases. Each example consists
of a first part where we introduce the model, a second part where we investigate inequalities such
as PoincarÃ©’s ones or Logarithmic Sobolev ones, and a third part where we compare these results
with the homogeneous case.

2.1 Conductances on a stick

2.1.1 Description

We first start with a basic example. Let GN := (VN , EN ) be the standart Cayley graph of Z/NZ:

• the set VN is equal to Z/NZ. It is a finite circle.

• the edges EN are {{x, y}, such that (x, y) ∈ V 2
N and |x − y| ≤ 1}.

We assume that a family of conductances (ct)t≥1 on EN is given that satisfies:

• for all e in EN , for all t ≥ 1, ct(e) ≥ 1.

• for all e in EN , the function t 7→ ct(e) is non decreasing.

For t ≥ 1, let Pt be the Markov transition operator on VN associated to ct and its expression is
given by:

∀(x, y) ∈ V 2
N , Pt(x, y) = ct(x, y)∑

z∈VN
ct(x, z) .

Figure 1: Non-decreasing conductances

We study the Markov transition operators (Kt)t≥1 given by:

∀t ≥ 1, Kt = 1
2(I + Pt) .

We now define the family of finite measure (πt)t≥1 by:

∀t ≥ 1, ∀x ∈ VN , πt(x) =
∑

z∈VN

ct(e) .

It is easy to check that Pt and Kt are reversible with respect to πt.
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2.1.2 Lower bounds for the spectral gap

In this subsection, we are going to estimate the spectral gap of Qt := K2
t under the assumption:

∀t ≥ 1, ∀e ∈ EN , ct(e) ≤ M < +∞ .

We define P the following Markov transition operator:

∀(x, y) ∈ V 2
N such that |x − y| = 1 , then P (x, y) = 1

2 .

Define the set of edges E+
N = {{x, y}, such that |x − y| = 1}. It is easy to check that P is reversible

with respect to u ≡ 1 and P is associated to the set of conductances c0 defined by:

∀e ∈ E+
N , c0(e) = 1 and ∀e /∈ E+

N , c0(e) = 0 .

Let ũ be the uniform probability on VN and denote with γu the constant γ(P ). It is well known
see [8] that there exists κ > 0 such that:

γu = κ

N
= Inf

f∈ℓ2(u), f non-constant

{ EP,ũ(f)
Varũ(f)

}
.

Besides, for each t, denote with γt the constant γ(Qt):

γt = Inf
f∈ℓ2(π̃t), f non-constant

{EQt,π̃t(f)
Varπ̃t(f)

}
.

Furthermore, we define for π a finite measure:

Varπ(f) := π(V )Varπ̃(f), ∀f : VN → R .

Then, note that:
γu = Inf

f∈ℓ2(u), f non-constant

{ EP,u(f)
Varu(f)

}
and

∀t ≥ 1, γt = Inf
f∈ℓ2(π̃t), f non-constant

{EQt,πt(f)
Varπt(f)

}
.

We now use a comparison method in order to estimate the spectral gap of Qt. We have for the
Dirichlet forms, for all f in ℓ2(π̃t):

EP,u(f, f) = 1
2
∑
x,y

(f(x) − f(y))2u(x)P (x, y)

= 1
2

∑
x,y,{x,y}∈E+

N

(f(x) − f(y))2

≤ 1
2
∑
x ̸=y

(f(x) − f(y))2ct(x, y) since ct(e) ≥ 1

≤ 1
2
∑
x ̸=y

(f(x) − f(y))2πt(x)Pt(x, y)

= EPt,πt(f, f)
≤ 2EQt,πt(f, f) .

12



The last inequality holds because Pt and Kt are reversible with respect to πt. More precisely, the
following fact is true:

EPt,πt(f, f) = 2EKt,πt(f, f) ≤ 2EK2
t ,πt

(f, f) .

Moreover, remark that πt ≤ Mu so comparison of variances gives:

∀f ∈ ℓ2(π̃t), Varπt(f) ≤ M Varu(f) .

We finally find that:
∀t ≥ 1, γt ≥ 1

2M
γu .

2.1.3 Bound on the merging time

Let us summarize:

• t 7→ ct(e) is non-decreasing and for each t, 1 ≤ ct(e) ≤ M ,

• t 7→ πt(x) is non-decreasing,

• ∀t ≥ 1, γt ≥ κ
2MN2 .

An application of Theorem 3 yields that it exists a constant A independent of N, M such that:

∀η ∈ (0; 1), Tmer(η) ≤ AMN2[log(N) + log(M) + log(1
η

)] .

Let K̂ be a Markov transition operator associated with a set of conductances c satisfying 1 ≤ c ≤ M .
Denote π̂ the invariant probability of K̂ and let µ̂x

t be the law of the chain started at x and driven
by K̂t. For η > 0, we recall that the η-mixing time is given by:

Tmix(η) := inf {t ≥ 1, sup {x ∈ VN , dT V (µ̂x
t , π̂) ≤ η}} .

Theorem 1 gives the following bound on the mixing time of the chain driven by K̂:

∀η ∈ (0; 1), Tmix(η) ≤ 4κMN2[log(N) + log(1
η

)] .

Thus, we obtain an estimate of the merging time similar to the mixing time. The only difference
is an extra log(M) .
An argument based on a Nash inequality in the time-homogeneous case allows us to refine this
bound. We will do so for this example in the time-inhomogenous case, see 2.4.

2.1.4 Unbounded conductances

We keep the same notation as in 2.1.1. We still assume that ct(e) ≥ 1 but now we consider the
case when:

sup
t≥1

sup
x∈VN

{πt(x)} = +∞ . (9)

13



For t ≥ 1 , let ϕ(t) be equal to sup
x∈VN

{πt(x)}.

Imitating the calculations of 2.1.2, if t is a solution of the following inequality:

t ≥ 4κϕ(t)N2[log(ϕ(t)) + log(N) + log(1
η

) + log(2)] , (10)

then, we have
t ≥ Tmer(η) .

We distinguish several regimes.
First, if ϕ(t) ≥ t then equation (10) has no solution and in this scenario, merging may not occur.
Indeed, let us consider the case N = 2 and the three edges : {{0; 1}; {1; 1}; {0; 0}}.
Fix ϵ > 0 and consider the following family of Markov transition operators (Pt)t≥1:

∀t ≥ 1, Pt(0, 0) = Pt(1, 1) = t1+ϵ

t1+ϵ + 1 and Pt(1, 0) = Pt(0, 1) = 1
t1+ϵ + 1 .

Here, one can consider the set of conductances (ct)t≥1 defined with:

∀t ≥ 1, ct(0, 0) = ct(1, 1) = t1+ϵ and ct(1, 0) = ct(0, 1) = 1 .

It is imediate that (ct)t≥1 is associated to (Pt)t≥1, then, we define the invariant measure πt’s by:

πt(1) = πt(0) = t1+ϵ + 1 .

With this choice, {(Pt, πt)}t≥1 is a finite non decreasing environment. Note that for all t, π̃t does
not depend of t, indeed :

∀t ≥ 1, π̃t(0) = π̃t(1) = 1
2 .

For x in {0; 1}, denote (Zx
t )t≥1 the Markov process {0; 1}-valued driven by (Pt)t≥1 with:

Zx
0 = x and ∀t ≥ 0, ∀z ∈ {0; 1},P(Zx

t+1 = z|Zx
t ) = Kt+1(Zt, z) .

Remark that for all x in {0; 1}, for all t ≥ 1:

log(P(∀s ∈ [[0; t]], Zx
s = x|Zx

0 = x)) =
t∑

s=1
log(1 − 1

t1+ϵ + 1) .

By comparison with a convergent Riemann series, we obtain the following result:

∀x ∈ {0; 1}, P(∀s ≥ 0, Zx
s = x|Zx

0 = x) > 0 .

There is no merging.

Second, consider α ∈ (0; 1) and ϕ(t) = tα. Then, equation (10) becomes:

t(1−α) ≥ 4κN2[α log(t) + log(N) + log(1
η

) + log(2)] .
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Observe that t = (4κN2[(α + 1) log(N) + 2 log( 1
η ) + log(2)])1/(1−α) solves the equation above.

Then, it exists a constant A := A(α) independent of N :

Tmer(η) ≤ A(N2[(α + 1) log(N) + log(1
η

)])1/(1−α) .

We obtain a polynomial bound on the merging time.

Question: Can one build an example on VN with non-decreasing conductances where ϕ(t) = tα

and prove that the bound Tmer(η) = B(α)N2/(1−α)(1 + log( 1
η )) is sharp?
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2.2 From a simple random walk to another

Consider a finite set V and two sets of edges E1 and E2. Let us assume that the graphs G1 := (V, E1)
and G2 := (V, E2) are connected. Let P (1) and P (2) be the Markov transition operators associated
with the simple random walk on G1 and G2 respectively.
Our objective is to study the merging time of a time-inhomogeneous Markov chain which interpo-
lates between these two simple random walks.

Figure 2: A 6 vertices example

To these Markov transition operators, two sets of conductances c(1) and c(2) can be respectively
associated by:

∀e ∈ E1 ∩ E2, c(1)(e) = c(2)(e) = 1, ∀e ∈ E1 ∩ Ec
2, c(1)(e) = 1, c(2)(e) = 0,

and ∀e ∈ Ec
1 ∩ E2, c(1)(e) = 0, c(2)(e) = 0 .

Define ν(1) and ν(2) two finite measures on V with:

∀x ∈ V, ν(1)(x) =
∑
y∈V

c(1)(x, y) and ν(2)(x) =
∑
y∈V

c(2)(x, y) .

It is straightforward that P (1) is reversible with respect to ν(1) and P (2) is reversible with respect
to ν(2).
Assume that P (1) and P (2) satisfy a PoincarÃ© condition and consider the two following quantities:

γ(1) := Inf
f∈ℓ2(ν(1)), f non constant

{
EP (1),ν(1)(f)
Varν(1)(f)

}
and

γ(2) := Inf
f∈ℓ2(ν(2)), f non constant

{
EP (2),ν(2)(f)
Varν(2)(f)

}
.

In the sequel, we assume the following:

γ(1) > 0 and γ(2) > 0 , (11)

and we consider the family of conductances (ct)t≥1 defined with for all t ≥ 1 :

ct(e) = 1
t
c(1)(e) + (1 − 1

t
)c(2)(e) .

Let (Kt)t≥1 be the family of Markov transition operators associated with (ct)t≥1 and 1
2 -lazy. We

are interested in the time-inhomogeneous Markov chain driven by (Kt)t≥1.
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First, note that if G1 and G2 have constant degrees d1 and d2 respectively. Then, it is easy to
check that ν̃(1) = ν̃(2) ≡ 1

card(V ) . In this case, for all t ≥ 1:

Kt = 1
2I + 1

2[1
t
P (1) + (1 − 1

t
)P (2)] .

Besides for each t, the Kt’s share the same invariant probability: 1
card(V ) . Therefore, the Markov

chain driven by (Kt)t≥1 is much simpler to study. More precisely, mixing and merging for this
chain coincides and one can apply Theorem 1. In order to apply Theorem 1, one needs to estimate
the Poincaré constant of K∗

t Kt. A way to obtain an estimate on the spectral gaps is to consider
for each t, the measure πt defined with 1

t ν(1) + (1 − 1
t )ν(2) and

γt := Inf
f∈ℓ2(πt), f non-constant

{EKt,πt(f)
Varπt(f)

}
.

A straightforward comparison argument such as in 2.1.2 gives :

γt ≥ γ∗ := 1
2 min(γ(1); γ(2)) .

Then, Theorem 1 gives, for all x in V :

∀t ≥ 1, dT V (µx
t ,

1
card(V )) ≤ 1√

card(V )
(1 − γ∗)t/2 .

Here, we performed a convex interpolation of the two graphs and the interpolation does not depend
on the point x or of the edge e.

From now on, we do not assume that G1 and G2 have constant degrees but we still perform a
convex interpolation.
Note that

• for all e in E2|E1, c1(e) = 0 and t 7→ ct(e) is non-decreasing.

• for all e in E1|E2, c1(e) = 1, t 7→ ct(e) is non-increasing and
lim

t→+∞
ct(e) = 0.

One can write πt as:

∀t ≥ 1, ∀x ∈ V, πt(x) =
∑
z∈V

ct(x, z) = ν(2)(x) + 1
t
(ν(1)(x) − ν(2)(x)) . (12)

For all x in V , we assume that :
ν(2)(x) ≥ ν(1)(x) . (13)

Then, t 7→ πt(x) is non-decreasing and once again a comparison argument gives:

∀t ≥ 1, γt ≥ γ∗ .

An application of Theorem 3 yields the following bound on the merging time:

∀η ∈ (0; 1), Tmer(η) ≤
2ν(2)(V )

ν(1)(V )
γ∗

[log(N) + log(ν(2)(V )
ν(1)(V )) + 2 log(1

η
)] .

This example is not a non-decreasing conductance one.
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2.3 A birth and death process on N with extra connections to 0

2.3.1 Description

In this example, we consider the graph G = (V, E) where:

• the set V is N,

• and the set of edges E is {{x, y}, such that |x − y| ≤ 1} ∪ ∪n≥1{0, n}.

Let P be a Markov transition operator on V which satisfies:

• for all (x, y) in V if |x − y| > 1 then P (x, y) = 0,

• the chain driven by P is positive recurrent and irreducible on V ,

• u, the unique invariant probability of P , satisfies u(0) = max
x∈V

{u(x)},

• γ(P ) > 0.

It is well known that one can consider a set of conductances c0 such that:

∀(x, y) ∈ V 2, P (x, y) = c0(x, y)∑
z∈V c0(x, z) and ∀x ∈ V, u(x) =

∑
z∈V

c0(x, z) .

In the sequel, we are given:

• a sequence of positive integers (xt)t≥1,

• and a sequence of positive reals (wt)t≥1 .

Roughly speaking, at each time, we add an edge from 0 to xt with a weight proportional to wt.
We now build, by induction, the family of Markov transition operators (Pt)t≥0 that formalizes the
previously described process. More precisely, we build (Pt)t≥0 a set of conductances associated to
(Pt)t≥0.

We initialize with P0 = P and c0. Given Pt and ct, we build ct+1 with:

ct+1(xt+1) = ct(xt) + u(xt+1)wt+1 , ct+1(0) = ct(0) + u(xt+1)wt+1

and if y ̸= xt+1, ct+1(y) = ct(y) .

Then, we find:

Pt+1(0, xt+1) = ct(0, xt+1) + c0(xt+1)wt+1
ct+1(0) , Pt+1(0, y) = ct(0, y)

ct+1(0) ,

Pt+1(xt+1, 0) = ct(0, xt+1) + c0(xt+1)wt+1
ct+1(xt+1) and Pt+1(xt+1, y) = ct(xt+1, y)

ct+1(xt+1) .

And, for all y, z elements of V with z ̸= 0 , y ̸= 0, z ̸= xt+1 and y ̸= xt+1:

Pt+1(y, 0) = ct(y, 0)
ct(y) and Pt+1(z, y) = ct(z, y)

ct(z) .
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Figure 3: Extra connection with 0

Furthermore, we consider (πt)t≥0 defined with:

∀t ≥ 0, ∀x ∈ V, πt(x) =
∑
z∈V

ct(x, z) .

Note that Pt is reversible with respect to πt and t 7→ πt is non-decreasing.

2.3.2 Bounded case

In the first instance, we assume that:

M :=
∑
t≥1

wt < +∞ .

Let M ′ be equal to M+1
u(0) , one can remark that by construction:

∀t ≥ 0, u ≤ πt ≤ M ′u .

Define, for each t:

γt = Inf
f∈ℓ2(π̃t), f non-constant

{
EK2

t ,π̃t
(f)

Varπ̃t(f)

}
.

Then, a comparison argument such as in 2.1.2, gives that K2
t satisfies a Poincaré condition with:

∀t ≥ 0, γt ≥ 1
2M ′ γ(P ) .

Moreover, it is straightforward that:

• for all t ≥ 0, πt(V ) ≤ M ′,

• and for all t ≥ 0, for all x in V , π̃t(x) ≥ 1
M ′ u(x).

Let µz
t be the law of the chain started at z and driven by (Kt)t≥1.

An application of Theorem 3 yields for all x, y in V :

dT V (µx
t , µy

t ) ≤ 1
2

√
M ′( 1√

u(x)
+ 1√

u(y)
)(1 − 1

2M ′ γ(P ))t/2 .

Finally, for all η in (0; 1):

Tmer(x, y, η) ≤ 2M ′

γ(P ) [log(M ′) + log( 1
u(x)) + log( 1

u(y)) + 2 log(1
η

)] .
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2.3.3 Unbounded case

In this section, we assume that: ∑
t≥1

wt = +∞ . (14)

Let M ′
t be equal to 1+

∑t

r=1 wr

u(0) . The same calculations as in 2.3.2 gives:

∀r ∈ [[1; t]], γr ≥ 1
2M ′

t

γ(P ) and πr(V ) ≤ M ′
t .

Fix x and y two elements of V and η in (0; 1).
If t is a solution of the following inequality:

M ′
t exp(−tγ(P )

2M ′
t

) ≤ 4[ũ(x) + ũ(y)]η2 . (15)

Then, Theorem 3 gives Tmer(x, y, η) ≤ t.
If

liminf
t→+∞

M ′
t log(M ′

t)
t

= 0 , (16)

then, equation (15) has a solution for any choice of x, y, and η.

2.3.4 An always merging condition

Let us define the first Dirichlet eigenvalue of P :

γ̂ = inf
{

EP,u (f, f)
∥f∥2

ℓ2(u)
: f(0) = 0 , f non-constant and f ∈ ℓ2(u)

}
.

Assume γ̂ > 0. Below, see Inequation (17). We provide an estimate of Tmer that holds for any
choice of (xt)t≥1 and (wt)t≥1. This gives an estimate of the merging time even if Condition (14) is
satisfied. This set of examples includes situations when the Markov transition operators (Kt)t≥1
do not have a limit. However, merging still occurs.

First, use ∥f − f(0)∥2
ℓ2(u) ≥ Varu(f) to find:

Varu(f) = Varu(f − f(0)) ≤ ∥f − f(0)∥2
ℓ2(u)

≤ 1
γ̂

EP,u(f − f(0), f − f(0)) = 1
γ̂

EP,u(f, f)

and
γ(P ) ≥ γ̂ .

For each t, consider the first Dirichlet eigenvalue of K2
t :

γ̂t = inf
{

EK2
t ,πt

(f, f)
∥f∥2

ℓ2(πt)
: f(0) = 0 , f non-constant and f ∈ ℓ2(πt)

}
.
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Note that:
∥f∥2

ℓ2(πt) = ∥f∥2
ℓ2(u) +

∑
x∈At

f2(x)wt(x, 0)

≤ 1
γ̂

EP,u (f, f) +
∑

x∈At

(f(x) − f(0))2wt(x, 0)

≤ 2( 1
γ̂

+ 1)EK2
t ,πt

(f, f) .

Let γ := 1
2( 1

γ̂
+1) . Then, one finds a uniform lower bound in time on the γt’s:

γt ≥ γ .

Finally, Theorem 3 yields that merging occurs and one can bound it. Indeed, for all x, y in V and
for all η in (0; 1):

Tmer(x, y, η) ≤ 2
γ

[log(1
η

) + log
(

1√
u(x)

+ 1√
u(y)

)
] . (17)
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2.4 Nash Inequalities for a box in Zd

In this section, we deal with the generalization of example 2.1: a time-inhomogeneous Markov
chain in (Z/NZ)d. Once again, we consider time-dependent electric networks with non-decreasing
conductances. More precisely, let Gd

N := (V d
N , Ed

N ) where:
• the set V d

N is (Z/NZ)d.

• the edges Ed
N are {{x, y}, such that (x, y) ∈ (V d

N )2 and |x − y| ≤ 1}.

Figure 4: An example in Z2

We assume that a family of conductances (ct)t≥1 on Ed
N is given that satisfies:

• for all e in Ed
N , for all t ≥ 1, ct(e) ≥ 1.

• for all e in Ed
N , t 7→ ct(e) is non decreasing.

For t ≥ 1 a positive integer, we consider Pt the Markov transition operator on V d
N associated with

ct. The expression of Pt is given by:

∀(x, y) ∈ (V d
N )2, Pt(x, y) = ct(x, y)∑

z∈VN
ct(x, z) .

We consider the family of lazy Markov transition operators (Kt)t≥1 given by:

∀t ≥ 1, Kt = 1
2(I + Pt) .

We now define the family of finite measures (πt)t≥1 by:

∀t ≥ 1, ∀x ∈ V d
N , πt(x) =

∑
z∈VN

ct(x, z) .

It is easy to check that, for each t, Pt and Kt are reversible with respect to πt.
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2.4.1 Nash inequality at each time

Now, we fix N and d and we are going to prove that, at each time t, Kt satisfies a Nash inequality
under the following assumption:

1 ≤ ct ≤ M < +∞ .

Let P be the Markov transition operator on V d
N associated to the simple random walk on GN , P is

defined by:
∀(x, y) ∈ (V d

N )2, P (x, y) = 1
2d

1|x−y|=1 .

It is easy to check that P is reversible with respect to the uniform probability measure u ≡ 1
Nd .

In [5], P. Diaconis and L. Saloff-Coste show that (P, u) satisfies the N (κT, d/4, T ) Nash inequality
:

∀f : V d
N → R, ∥f∥2+4/d

ℓ2(u) ≤ κT

(
EP,u(f, f) + 1

T
∥f∥2

ℓ2(u)

)
∥f∥4/d

ℓ1(u) (18)

where κ is independent of (N, d) and T = 1
dN2 .

We divide the conductances (ct)t≥1 by a factor (N + 1)d and we keep the same notation. One
finds that:

∀t ≥ 1, 1 ≤ πt(V d
N ) ≤ (2d + 1)M

Note that we can compare π̃t and u as follow:

∀t ≥ 1,
1

M ′ u ≤ π̃t ≤ M ′u .

where M ′ is (2d + 1)M .
Then, one finds for all f : V d

N → R and for all t ≥ 1:

• ∥f∥4/d
ℓ1(u) ≤ M ′4/d∥f∥4/d

ℓ1(π̃t),

• 1
M ′ ∥f∥2

ℓ2(π̃t) ≤ ∥f∥2
ℓ2(u) ≤ M ′∥f∥2

ℓ2(π̃t),

• EP,u(f, f) ≤ 2M ′EQt,π̃t(f, f).

We finally use a comparison method to show that (K2
t , π̃t) satisfies the N (κ′T, d/4, T ). We get the

following Nash inequality at time t:

∀f : V d
N → R, ∀t ≥ 1, ∥f∥2+4/d

ℓ2(π̃t) ≤ κ′T

(
EK2

t ,π̃t
(f, f) + 1

T
∥f∥2

ℓ2(π̃t)

)
∥f∥4/d

ℓ1(π̃t)

where κ′ = κ2M ′(1+4/d)(1+2/d).
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On the other hand, we can obtain a lower bound on the spectral gap of K2
t . Indeed, let γt be the

Poincaré constant γ(K∗
t Kt). A comparison method gives:

∀t ≥ 1, γt ≥ 1
M ′ γu

where γu = γ(P 2).
It is easy to check that:

γu = a

dN2 .

Then, we conclude with:
∀t ≥ 1, γt ≥ a

M ′dN2 .

2.4.2 Bound of merging time

In order to use Theorem 4, we summarize:

• for all t ≥ 1, 1 ≤ πt(V ) ≤ M ′,

• t 7→ πt is non-decreasing.

Denote by µz
t the law of the chain started at z and driven by (Kt)t≥1.

Therefore, an application of Theorem 4 yields :

∀t ≥ 2T, max
(x,y)∈V 2

{s(µx
t , µy

t )} ≤ bM ′(1 − a

M ′dN2 )t−2T .

Finally, we find that it exists B, C two constants independent of N, d and M such that for all η in
(0; 1

2):
T ∞

mer(η) ≤ BdN2 + CdM ′N2(log(1
η

) + log(M ′)) .

In this example, the Markov transition operator Kt convergences to a Markov transition operator
with conductances.

We may compare the previous result with the time-homogeneous situation. Let K̂ be a Markov
transition operator associated with a set of conductances c satisfying 1 ≤ c ≤ M . Denote by π̂, the
invariant probability of K̂, and µ̂x

t , the law of the chain started at x and driven by K̂t.
A Nash inequality argument gives the following bound on the mixing time of the chain driven by
K̂:

∀η ∈ (0; 1
2), T ∞

mix(η) ≤ κMN2[C ′ + log(1
η

)] .

We conclude that the two estimates on T ∞
mix(η) and T ∞

mer(η) we just obtained are similar. The only
differences are an additional mass term and in the constants.
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2.5 Hypercube with conductances

2.5.1 Description

In this example, we consider the N -dimensional hypercube. More precisely, let GN := (V N , EN )
where

• V N is equal to {0, 1}N .

• x, y elements of V N are neighbors or x ∼ y if∑N
i=1 |xi − yi| = 1, where xi is the i th coordinate.

We assume that a family of conductances (ct)t≥1 on EN is given and satisfies:

• for all e in EN , for all t ≥ 1, 1 ≤ ct(e) ≤ M ,

• for all e in EN , t 7→ ct(e) is non-decreasing.

For each t ≥ 1 , we consider Pt the Markov transition operator on V N associated to ct. We recall
that its expression is given by:

∀(x, y) ∈ (V N )2, Pt(x, y) = ct(x, y)∑
z∈V N ct(x, z) .

We consider (Kt)t≥1 the family of Markov transition operators given by:

∀t ≥ 1, Kt = 1
2(I + Pt) .

We now define the family of finite measures (πt)t≥1 by:

∀t ≥ 1, ∀x ∈ V N , πt(x) =
∑
z∈V

ct(x, z) .

It is easy to check that, for each t ≥ 1, Pt and Kt are reversible with respect to πt. By assumption
on (ct)t≥1, πt is non-decreasing.

2.5.2 Control of the logarithmic Sobolev constant

In this subsection, we give a lower bound on the logarithmic Sobolev constant through the simple
random walk on GN .
Recall that the simple random walk on V N is driven by the Markov transition operator

P (x, y) =
{ 1

N , if x ∼ y,

0, otherwise.

Let u be the finite measure on V N defined by u = 1. It is easy to check that u is stationary for
P and that ũ is constant equal to 1

N . It is straightforward that the set of conductances c0 ≡ 1 is
associated to P .
Let K = 1

2(I + P ) and define α by:

α = Inf
f∈ℓ2(u), f non-constant

{EK,ũ(f)
L(f |ũ)

}
.
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It is well-known that, see [17] :
∃κ > 0, α = κ

N
.

Let :
αt := Inf

f∈ℓ2(u), f non-constant

{
EK2

t ,π̃t
(f, f)

L(f |π̃t)

}
.

Once again, we use a comparison method to bound αt from below.
Define SN

t the set of functions defined on V such that L(f |πt) exists. Let L(f |πt) be equal to
πt(V )L(f |π̃t).
Now, note the following facts, for each t ≥ 1:

• for all f in SN
t , L(f |πt) ≤ ML(f |u),

• for all f in SN
t , EKt,πt(f, f) ≥ EK,u(f, f),

• for all f in SN
t , EK2

t ,π̃t
(f, f) ≥ 1

2EKt,π̃t(f, f).

The standart logarithmic Sobolev inequality for K implies:

∀t ≥ 1, ∀f ∈ SN
t ,

EK2
t ,πt

(f, f)
L(f |πt)

=
EK2

t ,π̃t
(f, f)

L(f |π̃t)
≥ 1

2M
α .

We conclude with the following:
∀t ≥ 1, αt ≥ 1

2M
α .

2.5.3 Bound on the merging time

In order to apply Theorem 5, we divide πt by u(V N ) and still note it πt. Let us summarize:

• for each t ≥ 1, 1 ≤ πt(V ) ≤ M ,

• for each t ≥ 1, min
x∈V N

π̃t(x) ≥ 1
M2N ,

• and t 7→ πt is non-decreasing.

Let s be an integer, we define :
qs = 2(1 + 1

2M
α)s

Note that:
qs ≤ 2

s∏
u=1

(1 + αj) .

Then, by choosing s = 1 + [2MN
κ log(log(M2N ))], we obtain:

log(qs) ≥ log(log(M2N )) .

Denote γt the Poincaré constants γ(K∗
t Kt) and recall that γt ≥ 2αt, then, one finds :

∀t ≥ 1, γt ≥ κ

MN
.
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Denote with µz
t the law of the chain started at z and driven by (Kt)t≥1.

Therefore, an application of Theorem 6 yields :

∀t ≥ r, max
(x,y)∈V 2

{s(µx
t , µy

t )} ≤ 4e2M(1 − κ

MN
)(t−2r) .

Finally, there exists a constant A independent of N such that for all η in (0; 1
2):

T ∞
mer(η) ≤ AMN [log(log(M)) + log(log(N)) + log(1

η
) + log(M)] .

In this example too, the Markov transition operators Kt have a limit and we find a merging time
similar to the mixing time in the time-homogenous case.
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3 Proof

3.1 Preliminaries

In all the sequels, we consider a set V at the most countable and discrete set. We will sometimes
need to assume that V is finite. In this case, we will mention it. Let M<+∞(V ) be the set of finite
measures on V and let P(V ) be the subset of M<+∞(V ) containing the probability measures on
V .
We will be working with several classical distances on P(V ), -the total variation distance is defined
as:

∀(µ, ν) , dT V (µ, ν) = 1
2
∑
x∈V

|µ(x) − ν(x)| ,

When V is finite, it is interesting to consider the separation distance:

s(µ, ν) = max
x∈V

{
1 − µ(x)

ν(x)

}
.

Recall that K is said to be a Markov transition operator on V when K is a map V × V → [0; 1]
satisfying :

• ∀y ∈ V, K(., y) : V → [0; 1] is measurable.

• ∀x ∈ V, K(x, .) : P(V ) → [0; 1] is a probability measure.

As usual, one can see K as a right linear operator on F(V,R) := {f : V → R} with:

∀f ∈ F(V, R), (Kf)(x) =
∑
y∈V

K(x, y)f(y) . (19)

and as an left linear operator which acts on M<+∞(V ) as follows:

∀µ ∈ M<+∞(V ), ∀y ∈ V, (µK)(y) =
∑
x∈V

µ(x)K(x, y) . (20)

For π an element of M<+∞(V ), let π̃ := π
π(V ) denote the element of P(V ) given by π.

Moreover, given p in [1; +∞[, we denote conventionally ℓp(π) ⊂ F(V,R) the set of functions f
such that : ∑

x∈V

π(x)|f(x)|p < +∞

and we consider the following p-norm:

∥f∥ℓp(π) = (
∑
x∈V

π(x)|f(x)|p)
1
p .

In the ℓ2(π) case, we write:

∀(f, g) ∈ ℓ2(π), ⟨f, g⟩π =
∑
x∈V

f(x)g(x)π(x)

and ⟨f, g⟩π̃ =
∑
x∈V

f(x)g(x)π̃(x) .
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Classicaly, we define ℓ∞(π) ⊂ F(V,R) the set of bounded functions on V and:

∥f∥ℓ∞(π) = sup
x∈V

{|f(x)|} .

Using the fact that we consider only proper measure is proper, the previous quantity is independent
the measure. It is also independent of the fact that the measure is a probability or not. However,
we will retain the dependency on it in the proofs to help the reader.
An important notation is the following:

∀f ∈ ℓ1(π), π(f) =
∑
x∈V

π(x)f(x) and π̃(f) =
∑
x∈V

π̃(x)f(x) .

Furthermore, we use the notation Varπ when π is not a probability measure. We define the variance
of a function with respect to a finite measure that is not a probability as follows:

∀f ∈ ℓ2(π), Varπ(f) =
∑
x∈V

(f(x) − π̃(f))2π(x) .

Note that:
∀f ∈ ℓ2(π), Varπ(f) = 1

2π(V )
∑
x∈V

∑
y∈V

(f(x) − f(y))2π(x)π(y)

=
∑
x∈V

f2(x)π(x) − π(V )π̃(f)2 .

Moreover, consider the Markov transition operator ∆ defined with:

∀µ ∈ P(V ), µ∆ = π̃ .

Then, we find another expression of the variance:

∀f ∈ ℓ2(π), Varπ(f) = ⟨(I − ∆)f, f⟩π .

One of the characteristics of the time-inhomogeneous context is that the invariant measures of the
operators evolve with time. So, we have to consider operator between ℓp spaces with sometimes
different measures in the domain and target spaces and other times the same measures.
More precisely, we will juggle between:

Kt : ℓp(πt) → ℓq(πt)

and
Kt : ℓp(πt) → ℓq(πt−1) .

One of the advantages of the finite non-decreasing context is the following remark:

Remark 2. if t 7→ πt is non-decreasing then

∀t ≥ 1, ∀p ∈ [1; +∞], ℓp(πt+1) ⊂ ℓp(πt) . (21)

However, ℓp(πt+1) ⊂ ℓp(πt) does not imply πt dominates πt−1.
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Finally, we are going to distinguish the duals of Kt. The classical dual of Kt : ℓ2(πt) → ℓ2(πt) is
denoted K∗

t : ℓ2(πt) → ℓ2(πt) and defined with:

∀(f, g) ∈ ℓ2(πt)2, ⟨Ktf, g⟩πt
= ⟨f, K∗

t g⟩πt
.

We recall that:
∀(x, y) ∈ V 2, K∗

t (x, y) = πt(y)
πt(x)Kt(y, x) = π̃t(y)

π̃t(x)Kt(y, x) .

Then, remark that K∗
t is also the dual of Kt : ℓ2(π̃t) → ℓ2(π̃t).

Besides, we denote K⇒
t = K⇒

t−1,t : ℓ2(πt−1) → ℓ2(πt) the dual of Kt : ℓ2(πt) → ℓ2(πt−1). It is
given by:

∀f ∈ ℓ2(πt), ∀g ∈ ℓ2(πt−1), ⟨Ktf, g⟩πt−1
= ⟨f, K⇒

t g⟩πt
.

We find that:
∀(x, y) ∈ V 2, K⇒

t (x, y) = πt−1(y)
πt(x) Kt(y, x) .

It is important to remark that in general, we can not substitute π̃t to πt that is to say if πt(V ) ̸=
πt−1(V ) then:

∀(x, y) ∈ V 2, K⇒
t (x, y) ̸= π̃t−1(y)

π̃t(x) Kt(y, x)

but K⇒
t (x, y) = πt(V )

πt−1(V )
π̃t−1(y)
π̃t(x) Kt(y, x)

and K⇒
t (x, y) = πt(V )

πt−1(V )K→
t (x, y) .

where K→
t : ℓ2(π̃t−1) → ℓ2(π̃t) is the dual of Kt : ℓ2(π̃t) → ℓ2(π̃t−1) in these precise spaces.

3.2 Poincaré case

We recall that we work with the next Dirichlet form subordinated to the measure πt and the kernel
Qt = K∗

t Kt with:

∀(f, g) ∈ ℓ2(πt)2, EQt,πt(f, g) = ⟨(I − Qt)f, g⟩πt

= 1
2
∑
x∈V

∑
y∈V

(f(x) − f(y))(g(x) − g(y))Qt(x, y)πt(x) .

We recall a fundamental concept in spectral analysis:
Definition 7. 1 − λt is called the spectral gap and if 1 − λt > 0, Qt is said to satisfy a Poincaré
condition.
In sections 1.1 and 2, we use the notation γ(Qt) = 1 − λt. Then, one can write:

(1 − λt)Varπt(f) ≤ EQt,πt(f, f) . (22)

Now, we recall the variational form of λ(Qt, πt) :

1 − λ(Qt, πt) = Inf
f∈ℓ2(πt), f non-constant

{EQt,πt(f, f)
Varπt(f)

}
. (23)
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Remark 3. It is straightforward that:

1 − λ(Qt, πt) = Inf
f∈ℓ2(π̃t), f non-constant

{EQt,π̃t(f)
Varπ̃t(f)

}
The main result is the following, it is the key to prove Theorem 3 and the proof paves the way to
the logarithmic Sobolev case:

Theorem 7. Let (Kt)t≥1 be a sequence of Markov transitions operators and (πt)t≥1 a sequence of
elements of M<+∞(V ). Assume {(Kt, πt)}t≥1 is a finite non-decreasing environment. Let λt be
the second highest eigenvalue of Qt.
Then,

∀t ≥ 0, ∀f ∈ ℓ2(πt), Varπ̃1(K0,tf) ≤ πt(V )
π1(V )Varπ̃t(f)

t∏
s=1

λs . (24)

And,

∥K0,t − π̃1(K0,t)∥ℓ2(π̃t)→ℓ2(π̃1) ≤

√√√√πt(V )
π1(V )

t∏
s=1

λs . (25)

Remark 4. The proof of Theorem 7 is not difficult at all. It uses a backward induction and the
well-known following fact:

Varπt(f) = Inf
c∈R

{
∥f − c∥2

ℓ2(πt)

}
. (26)

Proof of Theorem 7. First, we impose π0 := π1 and remark (2) implies that:

∀t ≥ 1, ∀s ∈ [[1; t]], ℓ2(πt) ⊂ ℓ2(πs) .

Fix t ≥ 1 and f element of ℓ2(πt). Denote:

∀s ∈ [[0; t]], at(s) = ∥Kt−s,tf − π̃t−s(Kt−s,tf)∥2
ℓ2(πt−s) .

Given s element of [[0; t − 1]], one can remark that:

at(s + 1) ≤ λt−sat(s) . (27)

Indeed,

at(s + 1) = ∥Kt−sKt−s,tf − π̃t−s−1(Kt−sKt−s,tf)∥2
ℓ2(πt−s−1) by variance’s

≤ ∥Kt−sKt−s,tf − π̃t−s(Kt−sKt−s,tf)∥2
ℓ2(πt−s−1) minimality

≤ ∥Kt−sKt−s,tf − π̃t−s(Kt−sKt−s,tf)∥2
ℓ2(πt−s) using πt−s ≥ πt−s−1

≤ λt−sat(s) by Poincaré Inequality at time t − s .

By iterating equation (27), a reverse induction argument yields:

at(t) = Varπ0(K0,tf) ≤ Varπt(f)
t∏

s=1
λs = at(0)

t−1∏
s=0

λt−s . (28)
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It yields inequality (24).
In order to find inequality (25), remark that:

∥f − π̃t(f)∥ℓ2(π̃t) ≤ ∥f∥ℓ2(π̃t) .

To apply Theorem 7 to the study of merging-times, we need the operators defined in Proposition
1:

Proposition 1. In the study of merging times, a family of operators naturally arises, denoted as
Os,t:

∀s ≥ 0, ∀t ≥ s, Os,t := Ks,t. − π̃s(Ks,t.) : ℓ2(π̃t) → ℓ2(π̃s) .

We denote their dual in precise spaces:

∀s ≥ 0, ∀t ≥ s, O→
s,t : ℓ2(π̃s) → ℓ2(π̃t) .

First, (Os,t)s≤t is a semi-group.
Second,

∀s ≥ 0, ∀t ≥ s, O→
s,t = K→

s,t − K→
s,t1π̃s()

where 1 is the function constant equal to 1.

Let µz
t be the law of the chain started at z and driven by (Kt)t≥1 and denote hz

t = µz
t

π̃t
and im-

pose π0 = π1.
Third,

hz
t = K→

0,th
z
0 and K→

0,t1π̃0(hz
0) = K→

0,t1 .

Remark that K→
0,t1π̃0(hz

0) does not depend of z.
Then,

O→
s,t(hz

s) = hz
t − K→

0,t1 .

Proof. We first prove that (Os,t)s≤t is a semi-group.
Indeed,

∀(s, r, t) ⊂ N, s ≤ r ≤ t, Os,rOr,t = Ks,rKr,t. − π̃s(Ks,r.)Kr,t.

− Ks,rπ̃r(Kr,t.) + π̃s(Ks,r.)π̃r(Kr,t.)
Use the fact that Ks,rKr,t = Ks,t to find:

π̃s(Ks,r.)Kr,t = π̃s(Ks,t.) .

Moreover, it is clear that:

−Ks,rπ̃r(Kr,t.) + π̃s(Ks,r.)π̃r(Kr,t.) = −π̃r(Kr,t.) + π̃r(Kr,t.) = 0 .

Finally, we find:
Os,rOr,t = Os,t .

Second, it is straightforward that:
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O→
s,t = K→

s,t − [π̃s(Ks,t.)]→ .

Now, we make this operator [π̃s(Ks,t.)]→ : ℓ2(π̃s) → ℓ2(π̃t) explicit:
∀f ∈ ℓ2(π̃t), ∀g ∈ ℓ2(π̃s), ⟨π̃s(Ks,tf)|g⟩π̃s

= ⟨f |[π̃s(Ks,t)]→g⟩π̃t

= π̃s(Ks,tf)π̃s(g) .

And
∀f ∈ ℓ2(π̃t), ∀g ∈ ℓ2(π̃s), π̃s(Ks,tf)π̃s(g) = ⟨Ks,tf |1⟩π̃s

π̃s(g)

=
〈
f |π̃s(g)K→

s,t1
〉

π̃t

.

Finally,
∀f ∈ ℓ2(π̃t), O→

s,t(f) = K→
s,tf − K→

s,t1π̃s(f) .

Third, it is straightforward that:

∀y ∈ V, hz
t (y) = K0,t(z, y)

π̃t(y) =
K→

0,t(y, z)
π̃0(z) = K→

0,th
z
0(y) .

Note that:
∀z ∈ V, K→

0,t1π̃0(hz
0) = K→

0,t1 .

Finally, we find:
O→

0,t(hz
0) = K→

0,th
z
0 − K→

0,t1 .

In the following, we provide a proof of Theorem 3:

Proof of Theorem 3. Let µz
t be the law of the chain started at z and driven by (Kt)t≥1 and let mt

be K→
0,t1 and denote µz

t
π̃t

with hz
t .

The triangle inequality gives:

∀(x, y) ∈ V 2, dT V (µx
t , µy

t ) ≤ 1
2 ∥hx

t − hy
t ∥ℓ2(π̃t)

≤ 1
2 ∥hx

t − mt∥ℓ2(π̃t) + 1
2 ∥hx

t − mt∥ℓ2(π̃t) .

Then, Proposition 1 gives:

∥hz
t − mt∥2

ℓ2(π̃t) ≤
∥∥∥O→

0,t

∥∥∥2

ℓ2(π̃0)→ℓ2(π̃t)
∥hz

0∥2
ℓ2(π̃0) .

Then, using duality and Theorem 7 one finds:∥∥∥O→
0,t

∥∥∥2

ℓ2(π̃0)→ℓ2(π̃t)
= ∥K0,t − π̃0(K0,t)∥2

ℓ2(π̃t)→ℓ2(π̃0)

≤ πt(V )
π0(V )

t∏
s=1

λs .

Finally, remark that ∥hz
0∥ℓ2(π̃0) = 1√

π̃0(z)
to conclude that:

dT V (µx
t , µy

t ) ≤ 1
2( 1√

π̃0(x)
+ 1√

π̃0(y)
)

√√√√πt(V )
π0(V )

t∏
s=1

λs .
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3.3 Nash Inequalities and Poincaré

Some of the best bounds on L2 mixing times were shown by the use of Nash inequalities. Diaconis
and Saloff-Coste introduced them in [5] to study mixing. In the time-homogenous case, a Nash
inequality is a tool used to show that when the variance of the density is extremely high then the
walk converges even faster than predicted by the Poincaré constant. In this part, we show how one
can use this tool in the time-inhomogenous case.

We there give a key lemma:
Proposition 2. The finite non-decreasing context allows the following control of the Dirichlet form:

∀r ≥ 1,∀g ∈ ℓ2(πr),
EQr,πr (g, g) ≤ ∥g − π̃r(g)∥2

ℓ2(πr) − ∥Krg − π̃r−1(Krg)∥2
ℓ2(πr−1) .

Proof. First, write:

EQr,πr (g, g) = ∥g − π̃r(g)∥2
ℓ2(πr) − ∥Krg − π̃r(Krg)∥2

ℓ2(πr) .

Then, write:
∥Krg − π̃r(Krg)∥2

ℓ2(πr) ≥ ∥Krg − π̃r(Krg)∥2
ℓ2(πr−1)

≥ ∥Krg − π̃r−1(Krg)∥2
ℓ2(πr−1) .

Merge the two equations above to conclude.

Under Nash inequalities, we control the norm of operators Or,t with the following:

Theorem 8. Let T ≥ 1, assume π1(V ) ≥ 1 and that there are constants C, D > 0 such that for
1 ≤ t ≤ T , we have (Qt, π̃t) satisfies the N (C, D, T ) Nash inequality.:

∀f : V → R, ∥f∥2+1/D
ℓ2(π̃t) ≤ C(EQt,π̃t(f, f)

+ 1
T

∥f∥2
ℓ2(π̃t)

)
∥f∥1/D

ℓ1(π̃t).

Then, for 0 ≤ r ≤ t ≤ T ,

∥Kr,t − π̃r(Kr,t.)∥ℓ1(π̃t)→ℓ2(π̃r) ≤
(4C(1 + 1/T )(1 + ⌈4D⌉)

t − r + 1

)D πt(V )√
πr(V )

,

Moreover, if V is finite:

∥Kr,t − π̃r(Kr,t.)∥ℓ2(π̃t)→ℓ∞(π̃r) ≤ 2
(4C(1 + 1/T )(1 + ⌈4D⌉)

t − r + 1

)D √
πt(V ) .

Proof. First of all, remark that for 1 ≤ s ≤ T the Nash inequality with respect to π̃s gives a Nash
inequality with respect to πs with the same constants.
Indeed, πs(V ) ≥ 1 implies πs(V )1+1/2D

πs(V )1+1/D ≤ 1, it gives:

∀f : V → R, ∥f∥2+1/D
ℓ2(πt) ≤ C(EQt,πt(f, f)

+ 1
T

∥f∥2
ℓ2(πt)

)
∥f∥1/D

ℓ1(πt).
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For s in [[1, t]], we define the next quantities:

at(s) = ∥Kt−s,tf − π̃t−s(Kt−s,tf)∥2
ℓ2(πt−s) .

In Proof 2.5.3, it is proven (at(s))t
s=0 is non-increasing.

Then, fix f element of ℓ1(πT ) and apply the Nash inequality to the function Kt−s,tf − π̃t−s(Ks,tf)
to get for any 0 ≤ s − 1 ≤ t ≤ T :

at(s + 1)1+1/(2D) ≤ ∥Kt−sKt−s,tf − π̃t−s(Kt−sKt−s,tf)∥2(1+1/(2D))
ℓ2(πt−s)

≤ C
(
EQt−s,πt−s(Kt−s,tf, Kt−s,tf) + at(s)/T

)
∥Kt−s,tf − π̃t−s(Ks,tf)∥1/D

ℓ1(πt−s)

≤ C (at(s) − at(s + 1) + at(s)/T ) ∥Kt−s,tf − π̃t−s(Ks,tf)∥1/D
ℓ1(πt−s) .

Proposition 2 proves the last inequality with g = Kt−s,tf and r = t − s.

We prove by induction that the quantities ||Kt−s,tf ||ℓ1(πt−s) := nt(s) are non-increasing.
Indeed, use successively the dominance of πt−s+1 on πt−s and the fact that Kt−s : ℓ1(πt−s) →
ℓ1(πt−s) is a contraction to find:

nt(s) = ∥Kt−s+1Kt−s+1,tf∥ℓ1(πt−s) ≤ ∥Kt−s+1Kt−s+1,tf∥ℓ1(πt−s+1) ≤ nt(s − 1)

Then, for s in [[0; t]]:
nt(s) ≤ nt(0) = ∥f∥ℓ1(πt) (29)

Finally, let Cf := C ∥f∥1/D
ℓ1(πt) and merge Equations (29) and (2.5.3) and find:

at(s + 1)1+1/(2D) ≤ Cf (at(s) − at(s + 1) + at(s)/T ) ,

Corollary 3.1 of [5] then yields that

at(r) ≤
(

Cf B

t − r + 1

)2D

, 0 ≤ r ≤ t ≤ T,

where B = B(D, T ) = (1 + 1/T )(1 + ⌈4D⌉).
In particular, if 0 ≤ r ≤ t ≤ T :

∥Kr,tf − π̃s(Ks,tf)∥ℓ2(πr) ≤ ((CB)/(t − r + 1))D ∥f∥ℓ1(πt) .

And
∥Kr,t − π̃r(Kr,t.)∥ℓ1(π̃t)→ℓ2(π̃r) ≤ ((CB)/(t − r + 1))D πt(V )√

πr(V )
.

Now, we assume that V is finite. We recall that Os,t = Ks,t − π̃s(Ks,t.).
We want to bound

∥∥∥O⇒
s,t

∥∥∥
ℓ1(πs)→ℓ∞(πt)

for 0 ≤ s ≤ t ≤ T .
First, by duality for 0 ≤ s ≤ t ≤ T ,∥∥∥O→

s,t

∥∥∥
ℓ2(π̃s)→ℓ∞(π̃t)

≤ ((CB)/(t − s + 1))D πt(V )√
πs(V )

.
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We consider the quantity M(T ) defined by

M(T ) = max
0≤s≤t≤T

{
(t − s + 1)2D

∥∥∥O⇒
s,t

∥∥∥
ℓ1(πs)→ℓ∞(πt)

}
.

Let l =
⌊

t−s
2
⌋

+ s, so that 0 ≤ s ≤ l ≤ t ≤ T . We find:∥∥∥O⇒
s,t

∥∥∥
ℓ1(πs)→ℓ∞(πt)

≤
∥∥∥O⇒

s,l

∥∥∥
ℓ1(πs)→ℓ2(πl)

∥∥∥O⇒
l,t

∥∥∥
ℓ2(πl)→ℓ∞(πt)

≤
∥∥∥O⇒

s,l

∥∥∥
ℓ1(πs)→ℓ2(πl)

((CB)/(t − l + 1))D.

Note that for all 0 ≤ s ≤ l ≤ T :∥∥∥O⇒
s,l

∥∥∥
ℓ1(πs)→ℓ2(πl)

≤
∥∥∥O⇒

s,l

∥∥∥1/2

ℓ1(πs)→ℓ∞(πl)

∥∥∥O⇒
s,l

∥∥∥1/2

ℓ1(πs)→ℓ1(πl)
.

This follows from the fact that for any function g:

∥g∥ℓ2(πl) ≤ ∥g∥1/2
ℓ∞(πl) ∥g∥1/2

ℓ1(πl) .

Moreover, note that: ∥∥∥O⇒
s,l

∥∥∥
ℓ1(πs)→ℓ1(πl)

= ∥Os,l∥ℓ∞(πl)→ℓ∞(πs) ≤ 2 (30)

So, ∥∥∥O⇒
s,t

∥∥∥
ℓ1(πs)→ℓ∞(πt)

≤
√

2
(

CB

t − l + 1

)D ∥∥∥O⇒
s,t

∥∥∥1/2

ℓ1(πs)→ℓ∞(πl)

≤
√

2
(

CB

(t − l + 1)(l − s + 1)

)D

M(T )1/2

≤
√

2
( 4CB

(t − s + 1)2

)D

M(T )1/2.

The last inequality follows from the fact that

t − l + 1 ≥ t − s + 1
2 and l − s + 1 ≥ t − s + 1

2 .

Then M(T ) = +∞ or M(T ) ≤ 2(4CB)2D.
V is finite therefore M(T ) ≤ 2(4CB)2D and it follows that for all 0 ≤ s ≤ t ≤ T

∥∥∥O⇒
s,t

∥∥∥
ℓ1(πs)→ℓ∞(πt)

≤ 2
( 4CB

t − s + 1

)2D

.

By duality, we find

∥Os,t∥ℓ1(πt)→ℓ∞(πs) ≤ 2
( 4CB

t − s + 1

)2D

.

Let θ = 1
2 , p1 = 1, q1 = q2 = p2 = ∞ so 1

pθ
= θ

p1
+ 1−θ

p2
and 1

qθ
= θ

q1
+ 1−θ

q2
, then an application of

the Riesz-Thorin interpolation Theorem gives

∥Os,t∥ℓ2(πt)→ℓ∞(πs) ≤ 2
( 4CB

t − s + 1

)D

.
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Finally, one finds:

∥Os,t∥ℓ2(π̃t)→ℓ∞(π̃s) ≤ 2
( 4CB

t − s + 1

)D √
πt(V ).

In the following, we provide a proof of Theorem 4. This proof follows the same outline as the proof
of Theorem 3. We will reuse some of its arguments. But first, we need the following fact:

Lemma 1. Let η in (0; 1
2). Fix t ≥ 1, we recall that µx

t = δxK0,t if

max
x,z∈V

{∣∣∣∣∣ µx
t (z)

π̃0K0,t(z) − 1
∣∣∣∣∣
}

≤ η ≤ 1/2 ,

then,
max

x,y,z∈V

{∣∣∣∣µx
t (z)

µy
t (z) − 1

∣∣∣∣} ≤ 4η .

Proof. If 1 − η ≤ a/b, c/b ≤ 1 + η with η ∈ (0, 1/2) then,

1 − 4η ≤ 1 − η

1 + η
≤ a

c
≤ 1 + η

1 − η
≤ 1 + 4η .

Proof of Theorem 4. For time t = 0, we impose π0 := π1 and we let µz
t be the law of the chain

started at z and driven by (Kt)t≥1. The triangular inequality gives:

∀(x, y) ∈ V 2, dT V (µx
t , µy

t ) ≤ 1
2 ∥hx

t − mt∥ℓ2(π̃t) + 1
2 ∥hx

t − mt∥ℓ2(π̃t) (31)

where mt is equal to K→
0,t1 and hz

t denotes µz
t

π̃t
.

Then, Theorem 8 gives:

∀z ∈ V, ∀t ≥ s ≥ 0 and s ≤ T,

∥hz
t − mt∥ℓ2(π̃t) ≤

∥∥∥O→
s,t

∥∥∥
ℓ2(π̃s)→ℓ2(π̃t)

∥∥∥O→
0,s

∥∥∥
ℓ1(π̃0)→ℓ2(π̃s)

∥hz
0∥ℓ1(π̃0)

≤
√

πt(V )πs(V )
π0(V )

( 4CB

s + 1

)D t∏
u=s+1

√
λu

where B = B(D, T ) = (1 + 1/T )(1 + ⌈4D⌉).
Finally,

dT V (µx
t , µy

t ) ≤
√

πt(V )πs(V )
π0(V )

( 4CB

s + 1

)D t∏
u=s+1

√
λu .

In a second step, we assume V is finite. Note that

max
x,y∈V

{∣∣∣∣∣ µx
t (y)

π̃0K0,t(y) − 1
∣∣∣∣∣
}

= max
x,y∈V

{∣∣∣∣∣δx
t K0,t(y)

π̃0K0,t(y) − 1
∣∣∣∣∣
}

= ∥O0,t∥ℓ1(π̃t)→ℓ∞(π̃0) .
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Then, write t = 2r + u with T ≥ r, an application of Theorem 7 and Theorem 8 give:

∥O0,t∥ℓ1(π̃t)→ℓ∞(π̃0) ≤
∥∥∥O→

0,r

∥∥∥
ℓ1(π̃0)→ℓ2(π̃r)

×
∥∥∥O→

r,r+u

∥∥∥
ℓ2(π̃r)→ℓ2(π̃r+u)

×
∥∥∥O→

r+u,2r+u

∥∥∥
ℓ2(π̃r+u)→ℓ∞(π̃2r+u)

≤ 4πt(V )
( 4CB

r + 1

)2D r+u∏
s=r+1

√
λs .

Merge the inequalities above to conclude that:

max
x,y∈V

{∣∣∣∣∣ µx
t (y)

π̃0K0,t(y) − 1
∣∣∣∣∣
}

≤ 4πt(V )
( 4CB

r + 1

)2D r+u∏
s=r+1

√
λs .

Let η in (0; 1
2). Finally, use Lemma 1 to find if

4πt(V )
( 4CB

r + 1

)2D r+u∏
s=r+1

√
λs ≤ η .

then,
max

x,y,z∈V

{∣∣∣∣µx
t (z)

µy
t (z) − 1

∣∣∣∣} ≤ 4η ,

and one finds a bound on T ∞
mer(η).
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3.4 Logarithmic Sobolev Case

In line with the results obtained with functional inequalities for mixing estimates, hypercontractivity
is one of the most powerful. These results adapt in a non-decreasing environment to estimate
merging for time-inhomogeneous Markov chains.
3.4.1 Hypercontractivity

First, we recall that we work with the following entropy of f with respect to π̃ element of P(V ):

L(f |π̃) =
∑
x∈V

f2(x) log(f2(x)
π̃(f2))π̃(x) . (32)

Besides, we denote St the subset of ℓ2(πt) which contains the functions such that L(f |π̃t) is defined.
The analog of Remark 2 in the logarithmic Sobolev case is the following:

Remark 5. if t 7→ πt is non-decreasing then

∀t ≥ 1, St ⊂ St−1 . (33)

Let us recall classical facts:

Lemma 2. For any Markov transition operator Q the logarithmic Sobolev constant α(Q) and the
Poincaré constant γ(Q) satisfy

2α(Q) ≤ γ(Q) .

Proposition 3. Let K be an irreducible aperiodic Markov transition operator on V and π̃ its
invariant probability. Set α := α(K∗K) the logarithmic Sobolev constant of K∗K where K∗ is the
standard dual of K in ℓ2(π̃).
For all q ≥ 2, set q∗ = (1 + α)q. Then,

∀p ≤ q∗, ∀f ∈ ℓq(π̃), ∥Kf∥ℓp(π̃) ≤ ∥f∥ℓq(π̃) . (34)

Inequality (34) is called a hypercontractivity inequality. For more details, consult [11]. Hyper-
contractivity adapts to a non-decreasing environment. It takes on a new form. The equivalent of
Proposition 3 is the following:

Theorem 9. Let (Kt)t≥1 be a sequence of aperiodic and irreducible Markov transitions operators
and (πt)t≥1 a sequence of elements of M<+∞(V ). Assume {(Kt, πt)}t≥1 is a finite non-decreasing
environment.
Let αt be the logarithmic Sobolev constants α(Qt, π̃t) and assume π1(V ) ≥ 1.
For all q ≥ 2 and t ≥ 1, set qt = q

∏t
s=1(1 + αs).

Then,

∀p ≤ qt, ∀t ≥ 1, ∀f ∈ ℓq(πt), ∥K0,tf∥ℓp(π̃1) ≤ ∥f∥ℓq(π̃t)
πt(V )1/q

π1(V )1/qt
. (35)

Proof of Theorem 9. Set π0 := π1 and fix t ≥ 1. Define for s in [[0; t]]:

nt(s) = ∥Kt−s,tf∥ℓrs (πt−s)
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where rs = q
∏t

u=t−s+1(1 + αu).
Then, an application of Proposition 3 and the dominance of πt−s on πt−s−1 give:

nt(s + 1) = ∥Kt−sKt−s,tf∥ℓrs+1 (πt−s−1)

≤ ∥Kt−sKt−s,tf∥
ℓ(1+αt−s)rs (πt−s)

≤ ∥Kt−s,tf∥ℓrs (πt−s)

= nt(s) .

It is then straightforward that:

nt(t) = ∥K0,tf∥ℓqt (π0) ≤ ∥f∥ℓq(πt) = nt(0)

Renormalize to conclude:
∥K0,tf∥ℓqt (π̃0) ≤ ∥f∥ℓq(π̃t)

πt(V )1/q

π0(V )1/qt
.

Finally, the announced result is a consequence of the following fact:

∀p ≤ qt, ∀g : V → R, ∥g∥ℓp(π̃0) ≤ ∥g∥ℓqt (π̃0) .

In the following, we provide a proof of Theorem 5 and 6. This proof follows the same outline as
the proof of Theorem 3 and we will reuse some of its arguments.

Proof of Theorem 5 . For time t = 0, we impose π0 := π1 and we let µz
t be the law of the chain

started at z and driven by (Kt)t≥1.
For q ≥ 2, we denote q′ as the Hölder conjugate of q. Let ms,t be equal to K→

s,t1 and let hz
t denote

µz
t

π̃t
. An application of proposition 1 gives :

∀t ≥ s ≥ 0, ∀z ∈ V, ∥hz
t − ms,t∥ℓ2(π̃t) =

∥∥∥O→
s,th

z
s

∥∥∥
ℓ2(π̃t)

≤
∥∥∥O→

s,t

∥∥∥
ℓ2(π̃s)→ℓ2(π̃t)

∥∥∥K→
0,s

∥∥∥
ℓq′ (π̃0)→ℓ2(π̃s)

∥hz
0∥ℓq′ (π̃0) .

Remark that m0,t is equal to mt.
Moreover, for z element of V , we denote tz the following quantity:

tz = min{t ≥ 1,
t∑

u=1
log(1 + αu) ≥ log(log(π̃0(z)−1))} . (36)

Using the fact that ∥hz
0∥ℓq′ (π̃0) = π̃0(z)−1/q, one finds that if s ≥ tz then ∥hz

0∥
ℓq′

s (π̃0) ≤ e.
Finally, for x, y elements of V , let s be equal to max{tx, ty}. One finds using the previous inequality
and Theorems 7 and 9:

∀t ≥ s, dT V (µx
t , µy

t ) ≤ 1
2 ∥hx

t − ms,t∥ℓ2(π̃t) + 1
2 ∥hy

t − ms,t∥ℓ2(π̃t)

≤e

√
πt(V )

π0(V )1/qs

t∏
u=s+1

√
λu .

40



In the second step, we prove Theorem 6 but first, we need the following result:

Lemma 3. One can control the following norm of operators:

∀u ≥ 1, ∀a ∈ [1; ∞], ∀b ∈ [1; ∞],
∥K⇒

u ∥ℓa(πu−1)→ℓb(πu) ≤ ∥K∗
u∥ℓa(πu)→ℓb(πu) .

Proof. Denote a′ and b′ the Hoölder conjugate exponents of a and b and use the dominance of πu

on πu−1:
∥K⇒

u ∥ℓa(πu−1)→ℓb(πu) = ∥Ku∥ℓb′ (πu)→ℓa′ (πu−1)

≤ ∥Ku∥ℓb′ (πu)→ℓa′ (πu) = ∥K∗
u∥ℓa(πu)→ℓb(πu) .

Proof of Theorem 6 . Assume that V is finite and:

∀t ≥ 1, π̃♯
t ≥ ρ and ∀t ≥ 1, αt ≥ α .

Choose t in the form 2r + u (and s = r + u).
Write, for t ≥ 1:

max
x,y∈V

{∣∣∣∣∣ µx
t (y)

µπ̃1
t (y)

− 1
∣∣∣∣∣
}

= ∥K0,t − π̃1K0,t∥ℓ1(π̃t)→ℓ∞(π̃1) .

And,
∥K0,t − π̃1K0,t∥ℓ1(π̃t)→ℓ∞(π̃1) =

∥∥∥O→
0,t

∥∥∥
ℓ1(π̃1)→ℓ∞(π̃t)

≤
∥∥∥O→

s,t

∥∥∥
ℓ2(π̃s)→ℓ∞(π̃t)

×
∥∥∥O→

r,s

∥∥∥
ℓ2(π̃r)→ℓ2(π̃s)

×
∥∥∥K→

0,r

∥∥∥
ℓ1(π̃1)→ℓ2(π̃r)

.

Recall that Theorem 7 gives

∥∥∥O→
r,s

∥∥∥
ℓ2(π̃r)→ℓ2(π̃s)

≤

√√√√πs(V )
πr(V )

s∏
u=r+1

λu .

It remains to bound
∥∥∥O→

s,t

∥∥∥
ℓ2(π̃s)→ℓ∞(π̃t)

and
∥∥∥K→

0,r

∥∥∥
ℓ1(π̃1)→ℓ2(π̃r)

.
First, using Theorem 9, one finds:

∀q ≥ 2,
∥∥∥K→

0,r

∥∥∥
ℓ1(π̃1)→ℓ2(π̃r)

≤ ∥K0,r∥ℓ2(π̃r)→ℓq(π̃1) ∥I∥ℓq(π̃1)→ℓ∞(π̃1)

≤
√

πr(V )
π1(V )

1
q

1

π̃
♯ 1

q

1

.

The last inequality holds by the following fact:

∀f ∈ ℓ∞(π̃1), ∥f∥ℓ∞(π̃1) ≤ 1

π̃
♯ 1

q

1

∥f∥ℓq(π̃1) .
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On the other hand, use the minimality of the variance and Theorem 9 to find:

∀q̂ ≥ 2,
∥∥∥O→

s,t

∥∥∥
ℓ2(π̃s)→ℓ∞(π̃t)

= ∥Os,t∥ℓ1(π̃t)→ℓ2(π̃s) = sup
∥f∥ℓ1(π̃t)=1

{∥Os,tf∥ℓ2(π̃s)}

≤ sup
∥f∥ℓ1(π̃t)=1

{∥Ks,tf∥ℓ2(π̃s)} = ∥Ks,t∥ℓ1(π̃t)→ℓ2(π̃s)

≤
∥∥∥K→

s,t

∥∥∥
ℓ2(π̃s)→ℓq̂(π̃t)

∥I∥ℓq̂(π̃t)→ℓ∞(π̃t)

≤ 1

π̃
♯ 1

q̂

t

∥∥∥K→
s,t

∥∥∥
ℓ2(π̃s)→ℓq̂(π̃t)

.

To bound
∥∥∥K→

s,t

∥∥∥
ℓ2(π̃s)→ℓq̂(π̃t)

, apply Lemma 3 with as+1 = 2 and au ≤ au+1 for u in [[s + 1; t + 1]],
one finds: ∥∥∥K⇒

s,t

∥∥∥
ℓ2(πs)→ℓq̂(πt)

≤
t∏

u=s+1
∥K⇒

u ∥ℓau (πu)→ℓau+1 (πu−1)

≤
t∏

u=s+1
∥K∗

u∥ℓau (πu)→ℓau+1 (πu) .

Remark that by hypothesis, we find that K∗
u is hyper contractive:

∀u ≥ 1, ∀q ≥ 2, ∀p ≤ q(1 + αu), ∥K∗
u∥ℓq(πu)→ℓp(πu) ≤ 1 .

So, we choose au by induction with as+2 = as+1(1 + αs+1) and so on.
One can choose q̂′ = 2∏t

u=s+1 1 + αu. However, using that αt is bounded below by α, we choose
q̂ = 2(1 + α)t−s and we get: ∥∥∥K→

s,t

∥∥∥
ℓ2(π̃s)→ℓq̂(π̃t)

≤
√

πs(V )
πs(V )

1
q̂

.

Finally, recall that qr = 2∏r
j=1(1 + αj) and choose r such that:

qr ≥ log(1
ρ

) .

Then, using the hypothesis on the lower bound of π̃♯
t and π1(V ) ≥ 1, we find:

∀t ≥ 1,
1

π̃
♯ 1

qr
t

≤ e .

Merge the inequalities above to control ∥K0,t − π̃1K0,t∥ℓ1(π̃t)→ℓ∞(π̃1) and find:

s(µx
t , µπ̃1

t ) ≤ e2 1
π1(V )

1
qr πr+u(V )

1
qr

√√√√πt(V )πr+u(V )
r+u∏

l=r+1
λr .

By taking the maximum over x and y and using π1(V ) ≥ 1, we obtain the following result:

max
x∈V

{s(µx
t , µπ̃1

t )} ≤ e2

√√√√πt(V )πr+u(V )
r+u∏

l=r+1
λl .
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Let η in (0; 1
2). Using Lemma 1, one finds if

e2

√√√√πt(V )πr+u(V )
r+u∏

l=r+1
λl ≤ η ,

then,
max
x,y∈V

{s(µx
t , µy

t )} ≤ 4η .

And, one finds a bound on T ∞
mer(η).
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