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#### Abstract

We provide a comprehensive analysis of fidelity decay and error accumulation in faulty quantum circuit models. We devise an analytical bound to the average fidelity between the desired and faulty output states, accounting for errors that may arise during the implementation of two-qubit gates and multi-qubit permutations. We demonstrate that fidelity decays exponentially with both the number of qubits and circuit depth, and determine the decay rates as a function of the parameterized probabilities of the two types of errors. These decay constants are intricately linked to the connectivity and dimensionality of the processor's architecture. Furthermore, we establish a robust linear relationship between fidelity and the heavy output frequency used in Quantum Volume tests to benchmark quantum processors, under the considered errors protocol. These findings pave the way for predicting fidelity trends in the presence of specific errors and offer insights into the best strategies for increasing Quantum Volume.


Introduction.- Developing a full-fledged quantum computer faces a substantial technological challenge: precisely controlling large numbers of quantum degrees of freedom (qubits) while ensuring their adequate isolation to uphold collective quantum coherence and large-scale entanglement. Although present-day quantum computers are still noisy and prone to errors, the progress of the last decade has been substantial. However, regardless of the improvements to come, quantum processors will inevitably operate amidst a finite degree of errors and noise.

Irrespectively of the way to tackle these difficulties, for example, to enhance error-correcting codes or to directly utilize the capabilities of the so-called noisy intermediatescale quantum era (NISQ) [1], there is a pressing demand for larger and more reliable quantum computers (QCs). Despite the lack of consensus on whether quantum supremacy [2, 3] has been achieved with current technologies [4, scaling is essential alongside with benchmarking tools to assess computer performance and characterize error accumulation, which is vital for ensuring the trustworthiness of QCs.

Although quantum tomography is the ultimate characterization tool [5], the number of experiments needed to store a state of $L$ qubits grows exponentially with the number of qubits, making it unfeasible to assess large computers.

The practical inapplicability of quantum tomography requires the development of alternative benchmarking tools that should remain agnostic to specific technological implementation of qubits, such as superconducting circuits [6], trapped ions [7], Rydberg atoms [8, quantum dots (9], photonics [10], etc., while also being capa-
ble of assessing the scaling capabilities of the processor. Both requirements are met with randomized benchmarking protocols [11-16], which originally characterized the decay rate of quantum fidelity [17], $\mathcal{F}=\langle\Psi| \tilde{\rho}|\Psi\rangle$, quantifying the discrepancy between the outcome state of an ideal quantum computer $|\underset{\sim}{\Psi}\rangle$ and the actual implemented density matrix $\tilde{\rho}$, where $\tilde{A}$ denotes hereafter the faulty (real) version of the physical quantity $A$.

Another standard benchmarking protocol is the Quantum Volume (QV) [18, 19], which, roughly speaking, counts the maximum number of qubits that can be properly entangled in a circuit. More precisely, given a QC made of $L$ qubits and $T$ layers. The QV corresponds to the dimension of the Hilbert space associated with the largest square circuit $\left(2^{\min (L, T)}\right)$ that can exceed a specified threshold $\epsilon$, according to a passing criterion. Originally, it was related to gate fidelities [20], [18], however, the currently adopted standard, proposed in [19], relays on the heavy output generation problem 21.

To ensure agnosis with respect to the details of the qubit nature and to capture the influence of many variables such as $L, T$, architecture, imperfections in the gates, connectivity, and derived crosstalk errors, the QV test was designed to be implemented in a random circuit depicted in Fig. 1 (a) where each layer $\tau=1, \ldots, T$ implements the unitary operation $U_{\tau}=V_{\tau} \Pi_{\tau}$ specified in Fig. 1 (b). For this layer configuration, we refer to as original. $\Pi_{\tau}$ is an operator applying a random permutation $P \in S_{L}$ that interconnects the qubits accordingly, followed by a unitary operation $V_{\tau}$ made of random twoqubit gates sampled from the circular unitary ensemble (CUE).

There is a growing literature on numerical simulations
and real experiments with NISQ computers that calculate the QV [22 32$]$. However, to our knowledge, there has not been a rigorous analytical study of the dependence of the aforementioned criteria on different noise sources or of its scalability.


FIG. 1: Schematic of the randomized circuit considered (a). In the original circuit (b), each layer of unitaries is composed of a random permutation and faulty 2 -qubit gates. The solvable (c) is obtained from the previous by acting with a unitary gate $R$ before and after the permutation. In (d) we depict an example of permutation decomposition by SWAP gates in two different architectures: full connectivity, where interactions between all qubits are allowed, and 1D connectivity, where only the nearest neighbors can interact.

The purpose of this work is to establish bounds for error accumulation in the original quantum volume circuit of width $L$ and depth $T$, depicted in Fig. 1 (a,b), as quantified by both fidelity $\mathcal{F}$ and heavy output frequency $h_{U}$ scores. We analyze the effects of implementing faulty 2qubit gates poisoned by generic unstructured noise drawn from the Gaussian Unitary Ensemble (GUE). Furthermore, we explore faulty permutations by assuming $\tilde{\Pi}$ is implemented by a combination of malfunctioning swap gates $\tilde{S}$ that interchange nearest-neighbour qubits within a specific architecture.

Our main result is an analytical expression for fidelity decay as a function of the number of qubits and layers and noise, that takes into account parametrization for faulty 2-qubit gates and swaps as well as effective processor connectivity. We offer evidence that the rather intuitive conjecture in Ref. [19] regarding the increase in QV with connectivity holds for these generic circuits. These results allow one to identify the noise source whose reduction most effectively enhances the quantum volume.

Average Quantum Fidelity. - The main object we compute is the average fidelity between the faulty and ideal states $\overline{\mathcal{F}}=|\overline{\langle\Psi \mid \tilde{\Psi}\rangle}|^{2}$. We obtain it analytically by evaluating the overlap of an averaged superoperator acting in a four-copy Hilbert space $\mathcal{H}\left(2^{4 L}\right)$. We also doublecheck our results numerically. To present our finding we first introduce the ket vectorization, and the compact notation that emphasizes the dependence between the four
copies $\left.\left.\|+{ }^{\mathbf{1 4 ; 2 3}}\right\rangle:=\sum_{\boldsymbol{n m}} \| \boldsymbol{m} \boldsymbol{n n} \boldsymbol{n}\right\rangle$, where $\boldsymbol{m}=m_{1}, \ldots m_{L}$, $m=0,1$. Equipped with this, as we detail in the Appendix A.

$$
\begin{equation*}
\overline{\mathcal{F}}=\frac{1}{2^{L}}\left\langle+{ }^{\mathbf{1 4 ; 2 3}}\left\|(\mathcal{U})^{T}\right\|+{ }^{1234}\right\rangle \tag{1}
\end{equation*}
$$

with

$$
\boldsymbol{\mathcal { U }}=\overline{\left[\tilde{U} \otimes \tilde{U}^{*} \otimes U \otimes U^{*}\right]}
$$

and where we have assumed that each layer $\tau$ is sampled independently, and the average is taken over all computational basis states $\left.\left.\|+{ }^{\mathbf{1 2 3 4}}\right\rangle:=\sum_{\boldsymbol{n}} \| \boldsymbol{n n n n}\right\rangle$, which also correspond to the entanglement fidelity of a channel 33. We use bold calligraphic typeface symbols hereafter to represent averaged superoperators acting on the four-copy Hilbert space.

Error Modeling. - As mentioned, each layer of the original circuit has the form $U_{\tau}=V_{\tau} \Pi_{\tau}$ consisting of the alternation of random permutations $\Pi \in S_{L}$, followed by a unitary operation $V_{\tau}=\bigotimes_{r=1}^{L / 2} u_{2 r-1,2 r}$ with $u_{r, r^{\prime}} \in \operatorname{CUE}(4)$. Therefore, we distinguish between errors that arise in the permutation operator $\Pi$ caused by faulty swaps and errors in the computation itself $V_{\tau}$.

To simulate the errors within the permutation operator $\tilde{\Pi}$, we first decompose it as a combination of swap operators $S$ interchanging nearest qubits within some architecture - see Fig. 1] (d). The error scheme assumes that each swap $S$ is not performed exactly but with some too-short or too-long impulse $S \rightarrow S^{\beta}$, where the power $\beta$ is drawn from the Gaussian distribution with mean equal 1 and variance $\sigma^{2}$ independently for all swaps. Such modelling of error is natural, for example, if one uses $\sqrt{S}$ as a universal 2 -qubit gate because in such a case the swap gate $S$ is elementary and hence fast, so the natural source of error is the imperfection in $\sqrt{S}$ itself.

In the Appendix C, we illustrate how the faulty permutation $\tilde{\Pi}$ can be conveniently reinterpreted, after averaging the swap powers $\beta$, as a composition of the same swaps $S$, with each swap having the probability $p=\left[1-\exp \left(-\pi^{2} \sigma^{2} / 2\right)\right] / 2$ of being omitted independently.

Concerning the errors in the random gates, each two-qubit gate is modified by a generic noise $\tilde{V}=$ $\otimes_{r=1}^{L / 2} \tilde{u}_{2 r-1,2 r}$ with $\tilde{u}_{2 r-1,2 r}=e^{i \alpha h_{2 r-1,2 r}} u_{2 r-1,2 r}$, where $h_{2 r, 2 r-1} \in \operatorname{GUE}(4)$ and $\alpha \geq 0$.

Hence, we are interested in computing the average fidelity Eq. (1) in terms of the two noise parameters $\overline{\mathcal{F}(\alpha, p)}$. Notice that this is a challenging task, since due to the random permutations, each layer cannot be treated independently.

Solvable Model. - We now present a solvable model that exhibits a qualitative fidelity decay with $L$ and $T$ akin to the original circuit. The solvable circuit, presented in Fig. 1 (c) is derived from the original, presented in Fig. 1(b) by introducing faultless random unitaries $R_{\tau}$ and $R_{\tau+1} \in \operatorname{CUE}\left(2^{L}\right)$ before and after each
permutation $\Pi_{\tau}$. The ability to average each $R$-layer independently enables us to explicitly compute $\mathcal{F}$ using Eq. (1). Despite notable differences between the circuits, particularly in terms of their expressibility or entanglement capability [34], we present extensive numerical evidence that both circuits exhibit the same responses to the considered noise models. A simplified rationale for this agreement is as follows: although implementing $\operatorname{CUE}\left(2^{L}\right)$ matrices with two-qubit layers is exponentially costly [35], their cumulative action decorrelates a typical state for the solvable model in a similar manner as random two-qubit gates. This remarkable agreement is evident in Figs. 2 (a) and (b), where the fidelity is plotted as a function of number of layers $T$ or noise level $\alpha$, respectively, assuming no permutation errors. In all subsequent figures, points represent numerical simulations of the original model, while solid curves correspond to Eq. (4) (below) obtained for the solvable model.

We now outline the calculation leading to an analytical closed form of the fidelity for the solvable model. Detailed derivations are provided in the Appendix A. Each layer average, denoted as $\mathcal{U}$, can be decomposed into the contribution of permutation $\mathcal{P}$, embedded by CUE averages $\boldsymbol{\mathcal { R }}$, and the contribution of faulty operations $\mathcal{V}$. Their combined action can be expressed in terms of an effective spin- $1 / 2$ orthonormal basis, denoted as $\| \uparrow\rangle, \| \Downarrow\rangle$, which remains invariant under $\mathcal{R}$ [36, 37]:

$$
\begin{equation*}
\mathcal{R} \mathcal{P} \mathcal{R}=\| \Uparrow\rangle\left\langle\Uparrow\left\|+\frac{\delta-1}{4^{L}-1}\right\| \Downarrow\right\rangle\langle\Downarrow \| \tag{2}
\end{equation*}
$$

with $\delta=\overline{\left(\operatorname{tr} \tilde{\Pi}(p) \Pi^{T}\right)^{2}}$. After a straightforward calculation, we obtain $\delta(p)=\overline{4^{m(P, p)}}$, where $m(P, p)$ is the number of cycles in the permutation $Q(p) P^{-1}$, with $Q(p)$ corresponding to faulty implementation of permutation $P$. The contribution of faulty operations $\mathcal{V}$ are obtained by conveniently assembling each 2 -qubit gate superoperator

$$
\begin{align*}
\boldsymbol{u}_{2 r-1,2 r} & \left.=\| \Uparrow_{2 r-1,2 r}\right\rangle\left\langle\Uparrow_{2 r-1,2 r} \|\right. \\
& \left.+\frac{4 f(\alpha)+1}{5} \| \Downarrow_{2 r-1,2 r}\right\rangle\left\langle\Downarrow_{2 r-1,2 r} \|\right. \tag{3}
\end{align*}
$$

where in this case the orthonormal basis spans the subspace of a four-copy $\mathcal{H}\left(2^{4}\right)$ of two qubits. The effect of noise is manifested through the function $f(\alpha)$ that is closely related to the spectral form factor of GUE(4) [38] (see App. B). In the most relevant limit $\alpha \ll 1$, $f(\alpha) \approx e^{-5 \alpha^{2}}$.

Combining the contribution of both sources of noise, we obtain the main result of this work consisting of an upper bound for the average fidelity - for derivation details see App B.

$$
\begin{equation*}
\overline{\mathcal{F}}=\left(1-\frac{1}{2^{L}}\right)\left(\frac{(\delta-1)(\Delta-1)}{\left(4^{L}-1\right)^{2}}\right)^{T}+\frac{1}{2^{L}} \tag{4}
\end{equation*}
$$

The noise parameter $\delta=\delta(p)$ is given above Eq. (2), while $\Delta=\Delta(\alpha) \approx 2^{L}(3 f(\alpha)+1)^{L / 2}$. The last term corresponds to the fidelity between two random $L$-qubit pure states 39.

Faulty operations. - Let us consider that all permutations $\Pi_{\tau}$ are noiseless and that the only source of error comes from the two-qubit gates. This corresponds to fix $\delta(0)=4^{L}$ in Eq. (4). For small $\alpha$ and large $L$ we can write $\overline{\mathcal{F}} \sim \exp \left(-15 \alpha^{2} L T / 8\right)$. The validity of this approximation can be seen in Fig. 2(b). Furthermore, we show in Fig. 2 (a) that both circuits, original and solvable, behave correspondingly even for shallow circuits.


FIG. 2: Fidelity evolution for the system sizes $L=4$ and 8 with for the solvable ( S ) and original ( O ) circuit together with the analytical prediction (A), both for $p=0$. (a) - Decay as a function of the number of layers $T$. The solid lines correspond to the analytical result for the ( S ) model with $\alpha=0.07$ whereas the dashed to $\alpha=0.1$. (b) - Exponent in fidelity as a function of the parameter $\alpha$ for square circuits. Asymptotically, $\overline{\mathcal{F}} \sim e^{-15 \alpha^{2} L T / 8}$.

Faulty permutations. - To understand the permutation error factor $\delta(p)$ we have to first grasp the decomposition of a random permutation operator $\Pi$ for a given architecture. The subject of decomposing permutations into swaps within certain graph architectures - token swapping - is already quite extensively studied -see for example 40-43]. However, to the best of our knowledge, they were not considered from the perspective of faulty behavior of the entire quantum circuit.

We acknowledge that in real-live implementation of quantum volume circuits those permutations are modified and optimized [27] However, we noticed that for the discussed scenarios the optimal modifications of permutations in the circuit one by one change the results only by a parameter-independent constant. Thus for clarity, we restrict our attention only to the implementation of permutations.

Full connectivity. Let us first consider the idealistic situation in which each pair of qubits is connected and can be swapped in one move. For such a case the optimal way of decomposing permutation can be established giving the minimal number of swaps organized in a minimal number of layers. Each permutation $P$ can be decomposed into a set of cycles $\left\{C_{i}\right\}$ of $k_{i}$ elements and each cycle $C_{i}$ can be decomposed into $k_{i}-1$ swaps combined in just two layers [40, as shown in the Appendix C. Thus, to
implement permutations of $L$ qubits on average one performers only $L-H_{L} \approx L-\log L-\gamma$, where $H_{L} \approx \log L+\gamma$ are Harmonic numbers describing the average number of cycles in permutation [40] and $\gamma$ is Euler's constant.

The structure of the above-discussed implementation of $\Pi$ in only two layers gives one more crucial property. In the derived probabilistic model (see App. C) with each swap omitted with probability $p$, one omission in $\tilde{\Pi}(p)$ corresponds directly to the disappearance of one cycle in $Q(p) P^{-1}$. In other words, each omitted swap in $\tilde{\Pi}(p)$ introduces a new error instead of possibly mutating or suppressing previous ones.

Thanks to the properties described above the error factor $\delta(p)$ can be directly calculated

$$
\begin{equation*}
\delta_{\text {full }} \approx 4^{L} e^{-\frac{3}{4} p(L-\log L-\gamma)}, \tag{5}
\end{equation*}
$$

neglecting small corrections in higher powers of $p$. This corresponds, in the absence of other errors, to fidelity decay in the pattern:

$$
\begin{equation*}
\overline{\mathcal{F}}_{f u l l} \approx e^{-\frac{3}{4} p T L\left(1-\frac{\log L+\gamma}{L}\right)} \approx e^{-\frac{3}{4} p T L} \tag{6}
\end{equation*}
$$

in the limit of the large number of qubits $L$ and layers $T$.
1D Architecture. Full connectivity serves only as a theoretical limiting case, which is why we focus on different models, first 1 dimensional line. The generalization of this model into 2 or higher dimensional lattices will be considered later and discussed in detail in the Appendix D.

For 1D, and other lattice-like architectures new difficulty emerges. Since in typical permutation $\Pi$ the qubits usually have to be "moved" by the number of nodes proportional to the length scale of architecture, the number of layers and additional swaps in which $\Pi$ is decomposed have to grow with the size of the circuit as well, resulting in the stacking of multiple swaps one onto the other. Thus the omission of some swap in $\tilde{\Pi}(p)$ can modify previous errors instead of introducing a new one. For clarity, we refer to the regime of "spare errors" when the frequency of such cases is negligible. Then we may state:

$$
\begin{equation*}
\delta \gtrsim 4^{L} e^{-\frac{3}{4} p \overline{w(L)}} \tag{7}
\end{equation*}
$$

Where $\overline{w(L)}$ is an average number of swaps in permutations of $L$ qubits. With the increase of error probability $p$ this approximation deviates from the exact value of the error factor and starts serving as a lower bound - see App. D.

Based on the above discussion our focus is on "optimal" implementations of $\Pi$ in the sense of minimal necessary number of swaps. Simultaneously, we also want to minimize the number of layers in $\Pi$ implementation, since they translate to longer implementation time, hence larger chances of memory errors.

For 1D architecture the decomposition of permutation $P$ which gives the minimal number of swaps is obtained by the odd-even sort (known also as brick-sort or paritysort algorithm) 44. The maximal number of swaps is
$L(L-1) / 2$ and the distribution of a minimal number of swaps is given by the Mahonian distribution [45] which very quickly converges to Gaussian distribution. Moreover, the maximal number of layers in $\Pi$ implementation is equal $L$ which is also an asymptotic limit for the minimal necessary number of layers.

Summarizing, in the regime of sparse errors for 1D architecture the error factor is given by:

$$
\begin{equation*}
\delta_{1 D} \gtrsim 4^{L} e^{-\frac{3}{4} p \frac{L(L-1)}{4}} \tag{8}
\end{equation*}
$$

Which corresponds, in the absence of other errors, to fidelity decay in the pattern:

$$
\begin{equation*}
\overline{\mathcal{F}}_{1 D} \gtrsim e^{-\frac{3}{16} p T L^{2}\left(1-\frac{1}{L}\right)} \approx e^{-\frac{3}{16} p T L^{2}} \tag{9}
\end{equation*}
$$

in the limit of the large number of cubits $L$ and layers $T$.


FIG. 3: Fidelity decay as a function of swap ommission probability $p$ for quantum volume circuits with perfect two-qubit gates $\alpha=0$ with $L$ qubits and from 1 to $L$ layers (from thinner to stronger shade). (a) - fully connected architecture, (b) - linear architecture. To compare different numbers of qubits $L$ and layers $T$ the index in fidelity decay is divided by general trends. Dots with shaded lines correspond to numerical results with fitted behavior, continuous lines to theoretical predictions for a given number of qubits (6), (9) and grey line the asymptotic behavior for many qubits.

Other Architectures. The above discussion of 1D architecture can be generalized for 2D and higher dimensional cubic lattices. Although the exact optimal implementations are not known, the complexity in the number of swaps and layers required can be directly derived. In the Appendix $D$, we present lower bounds for the average necessary number of swaps and layers to implement a permutation. For example, in 2D square lattice of $L$ qubits, the typical permutation "moves" any qubit by a distance proportional to the length of a square $\sqrt{\bar{L}}$. So if we allow only nearest neighbor swaps, the average minimal number of swaps cannot be smaller than $\overline{w(L)} \propto L^{3 / 2}$.

Furthermore, we also constructed a complex algorithm to decompose permutations on square or higher
dimensional architectures with the desired complexity, presented in App. D, which implementation is available at the github repository. The study of this algorithm lets us establish a lower bound for the error factor $\delta_{2 D} \gtrsim 4^{L} e^{-9 p L^{3 / 2} / 8}$ for square circuit and $\delta_{d D} \gtrsim$ $4^{L} e^{-\frac{3}{4}(d-1 / 2) p L^{1+\frac{1}{d}}}$ for $d$-dimensional circuit. In the absence of other errors, this leads to the bounds for the fidelity decay,

$$
\begin{equation*}
\overline{\mathcal{F}}_{2 D}>e^{-\frac{9}{8} p T L^{3 / 2}}, \quad \overline{\mathcal{F}}_{d D}>e^{-\frac{3}{4}(d-1 / 2) p T L^{1+1 / d}} \tag{10}
\end{equation*}
$$

in the limit of the large number of qubits $L$ and layers $T$.


FIG. 4: (a) Linear relation collapse between the heavy output frequency and fidelity for the original circuit (dots) and solvable circuit (full lines) for various $T \geq L$, 1D and fully connected architectures, and different values of $\alpha$ and $p$. The dotted lines indicate a postulated linear relation. The threshold value $h_{\tilde{U}}^{*}=2 / 3$ corresponds to a fidelity of $\mathcal{F}^{*} \approx 0.479$ (black dashed lines). (b) Threshold contour curves for $Q V=L=T$ for 1D (dashed line) and fully connected (full line) architectures obtained by solving $\overline{\mathcal{F}}(\alpha, p)=\mathcal{F}^{*}$ with Eq. (4). The colored points represent the corresponding numerical average $\overline{h_{\tilde{U}}}$ of the original circuit Fig. 1 (b).

Heavy output frequency vs Fidelity. - In this section, we present the arguments for the generalization of the discussed result from fidelity into a more operational framework. To do so, we refer to Quantum Volume, which is a widely used benchmarking tool for assessing quantum processors [18, 19 .

The standard measure in the Quantum Volume test, heavy-output frequency $h_{\tilde{U}}$, compares the outputs of faulty and ideal states represented in the computational basis. Heavy output frequency $h_{\tilde{U}}$ is calculated as the average sum of probabilities measured in the experiment, $\tilde{p}(m)=|\langle m| \tilde{\rho}| m\rangle \mid$, that exceed the median of the ideal distribution $p(m)=|\langle m \mid \Psi\rangle|^{2}$. QCs achieving an average $\overline{h_{\tilde{U}}}$ greater than a certain threshold, $\epsilon=2 / 3$, with statistical accuracy deemed reliable [21].

The numerical experiments performed (Appendix E) strongly indicate that for the original circuit and the noise models discussed $\overline{\mathcal{F}}$ and $\overline{h_{\tilde{U}}}$ have a linear relation, similar as stated in 27. These coincidences suggest that the obtained dependence may be a more general
phenomenon, accurate e.g. for isotropic noise. In Fig. 4 (a) we illustrate how this relationship together with its asymptotic. A detailed discussion of our findings is presented in Appendix E.

Plugging the limiting value of fidelity corresponding to $h_{\tilde{U}}^{*}=2 / 3$ into the analytical expression Eq. (4) allows us to obtain the threshold line in the space of parameters $\alpha$ and $p$ below which a circuit of $L$ qubits passes the quantum volume test with QV equal to $2^{L}$. Fig. 4(b) shows this threshold line for circuits $L=10,12$ and for the two architectures, together with discrepancies obtained from the numerical study of the heavy output frequency on the original circuit. For a quantum processor characterized by ( $\alpha, p$ ) tuple, our results can be used not only to compute its QV but also to infer what is the best strategy to increase it, e.g. by decreasing $\alpha$ or $p$.

Concluding remarks. - We have quantified error accumulation in random quantum circuits with faulty two-qubit gates and permutations, with error rates parametrized by $\alpha$ and $p$ respectively, and assuming a processor architecture where qubit connectivity is characterized by an effective dimension $d$. The average fidelity (4) for a large number of qubits and layers converges to

$$
\begin{equation*}
\overline{\mathcal{F}} \approx \exp \left(-\frac{15}{8} \alpha^{2} L T\right) \exp \left(-\frac{3}{4}\left(d-\frac{1}{2}\right) p L^{1+\frac{1}{d}} T\right) \tag{11}
\end{equation*}
$$

This expression is of practical interest for identifying the primary error source that must be mitigated to enhance computational figures of merit such as Quantum Volume. We establish this result by providing numerical evidence for the linear dependence between average fidelity and heavy output frequency in random benchmarking circuits. The obtained formula formalizes the viewpoint presented for example in [19], that denser connectivity in quantum computer architecture leads to better performance.

Our results pave the way to a general framework for understanding how fidelity decay and error accumulation are affected by errors in two-qubit gates and permutations, across varying levels of connectivity and dimensional configurations of quantum architectures. This framework also serves as a starting point for considering other kinds of errors, such as nonunitary, memory, crosstalk and implementation-specific errors.
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## Appendix A: Average fidelity computation

In this section, we derive the expression Eq. 11 of the main document. The faultless circuit yields a state $|\Psi\rangle$

$$
\begin{equation*}
|\Psi\rangle=U_{T} U_{T-1}, \ldots, U_{1}\left|\psi_{0}\right\rangle \tag{A1}
\end{equation*}
$$

whereas the more realistic circuit produces

$$
\begin{equation*}
|\tilde{\Psi}\rangle=\tilde{U}_{T} \tilde{U}_{T-1}, \ldots, \tilde{U}_{1}\left|\psi_{0}\right\rangle \tag{A2}
\end{equation*}
$$

where $\tilde{U}_{\tau}$ corresponds to the faulty realization of the clean layer unitary $U_{\tau}$. In particular, we always can write:

$$
\begin{equation*}
\tilde{U}_{\tau}=V_{\tau} U_{\tau} \tag{A3}
\end{equation*}
$$

where $V_{\tau}$ is the unitary error. As discussed in the previous section, we are interested in computing the average of the fidelity

$$
\begin{equation*}
\mathcal{F}=|\langle\Psi \mid \tilde{\Psi}\rangle|^{2} \tag{A4}
\end{equation*}
$$

To do so, it is useful to use the vectorized notation.

$$
\begin{align*}
& \left|\psi^{T}\right\rangle=\left\langle\left.\psi\right|^{T}\right.  \tag{A5}\\
& \| \psi \phi\rangle=|\psi\rangle \otimes\left|\phi^{T}\right\rangle \tag{A6}
\end{align*}
$$

Equipped with it we can write the fidelity in a 4-copy Hilbert $\mathcal{H}\left(2^{4 L}\right)$ space:

$$
\begin{align*}
\mathcal{F} & =|\langle\Psi \mid \tilde{\Psi}\rangle|^{2} \\
& =\left\langle\psi_{0}\right| U_{1}^{\dagger} \ldots U_{T}^{\dagger} \tilde{U}_{T} \ldots \tilde{U}_{1}\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right| \tilde{U}_{1}^{\dagger} \ldots \tilde{U}_{T}^{\dagger} U_{T} \ldots U_{1}\left|\psi_{0}\right\rangle \\
& =\sum_{\boldsymbol{n m}}\left\langle\psi_{0}\right| U_{1}^{\dagger} \ldots U_{T}^{\dagger}|\boldsymbol{m}\rangle\langle\boldsymbol{m}| \tilde{U}_{T} \ldots . \tilde{U}_{1}\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right| \tilde{U}_{1}^{\dagger} \ldots \tilde{U}_{T}^{\dagger}|\boldsymbol{n}\rangle\langle\boldsymbol{n}| U_{T} \ldots U_{1}\left|\psi_{0}\right\rangle \\
& =\sum_{\boldsymbol{n m}}\left\langle\boldsymbol{m} \boldsymbol{n} \|\left(\tilde{U}_{T} \ldots \tilde{U}_{1} \otimes \tilde{U}_{T}^{*} \ldots \tilde{U}_{1}^{*}\right) \mid \psi_{0}\right\rangle \otimes\left|\psi_{0}^{T}\right\rangle\left\langle\boldsymbol{n} \boldsymbol{m}\left\|U_{T} \ldots U_{1} \otimes U_{T}^{*} \ldots U_{1}^{*}\right\| \psi_{0} \psi_{0} \psi_{0} \psi_{0}\right\rangle \\
& =\sum_{\boldsymbol{n m}}\left\langle\boldsymbol{m} \boldsymbol{n} \boldsymbol{n} \boldsymbol{m}\left\|\prod_{\tau}\left[\tilde{U}_{\tau} \otimes \tilde{U}_{\tau}^{*} \otimes U_{\tau} \otimes U_{\tau}^{*}\right]\right\| \psi_{0} \psi_{0} \psi_{0} \psi_{0}\right\rangle \tag{A7}
\end{align*}
$$

where

$$
\sum_{\boldsymbol{n}}|\boldsymbol{n}\rangle=\left(\sum_{m=0,1}|m\rangle\right)^{\otimes L}
$$

The average fidelity is then

$$
\begin{equation*}
\overline{\mathcal{F}}=\sum_{\boldsymbol{n} \boldsymbol{m}}\left\langle\boldsymbol{m n n m}\left\|\left(\overline{\left[\tilde{U} \otimes \tilde{U}^{*} \otimes U \otimes U^{*}\right]}\right)^{T}\right\| \psi_{0} \psi_{0} \psi_{0} \psi_{0}\right\rangle=\sum_{\boldsymbol{n} \boldsymbol{m}}\left\langle\boldsymbol{m n n m}\left\|(\boldsymbol{U})^{T}\right\| \psi_{0} \psi_{0} \psi_{0} \psi_{0}\right\rangle \tag{A8}
\end{equation*}
$$

where we have assumed that each layer is sampled independently, so we can remove the subindex $\tau$.
It is convenient to introduce these two different notations

$$
\begin{equation*}
\left.\left.\left.\left.\left.\sum_{n m} \| \boldsymbol{m n n} m\right\rangle=\|+{ }^{14 ; 23}\right\rangle=\right\rceil, \quad \text { and } \quad \sum_{n m} \| \boldsymbol{m m n n}\right\rangle=\|+{ }^{12 ; 34}\right\rangle= \tag{A9}
\end{equation*}
$$

and to average the above quantity also with respect to all the all the computational basis states $\left|\psi_{0}\right\rangle=|\boldsymbol{m}\rangle$

$$
\begin{equation*}
\left.\left.\sum_{n} \| n n n n\right\rangle=\|+^{1234}\right\rangle=\{ \tag{A10}
\end{equation*}
$$

Hence, the final expression of the average fidelity is

$$
\begin{equation*}
\overline{\mathcal{F}}=\frac{1}{2^{L}}\left\langle+{ }^{\mathbf{1 4 ; 2 3}}\left\|(\mathcal{U})^{T}\right\|+{ }^{\mathbf{1 2 3 4}}\right\rangle \tag{A11}
\end{equation*}
$$

## Appendix B: Average fidelity solvable model circuit

In this section, we will obtain the expression Eq. (4) of the main document corresponding to the average fidelity of the solvable model introduced in the main text, where each layer of the solvable model consists of a faulty permutation $\tilde{\Pi}$ embedded between two faultless large unitaries $R_{1}, R_{2} \in \operatorname{CUE}\left(2^{L}\right)$ belonging to the circular unitary ensemble, i.e., sampled uniformly according to the Haar measure, and a gate made of nonoverlapping random faulty 2-qubit unitaries $\tilde{V}=\bigotimes_{r=1}^{L / 2} \tilde{u}_{2 r-1,2 r}$. Therefore, we have the average of the superoperator $\mathcal{U}$ in Eq. A11) can be further decompose:

$$
\begin{equation*}
\mathcal{U}=\mathcal{V} \mathcal{R} \mathcal{P} \mathcal{R} \tag{B1}
\end{equation*}
$$

where

$$
\begin{array}{r}
\mathcal{V}=\overline{\tilde{V} \otimes \tilde{V}^{*} \otimes V \otimes V^{*}} \\
\mathcal{P}=\overline{\tilde{\Pi} \otimes \tilde{\Pi} \otimes \Pi \otimes \Pi} \\
\mathcal{R}=\overline{R \otimes R^{*} \otimes R \otimes R^{*}} \tag{B4}
\end{array}
$$

On what follows, we will describe in detail each of the above quantities. First, the averages in the circular unitary ensemble have been widely studied and computed by means of Weingarten calculus [36, 47]. In particular, following the tensor network perspective introduced in 48], we have that given $R \in \mathrm{CUE}(d)$,
where we have used the diagrammatic notation introduced above in Eq. A9.
Observe that the states $\left.\|+{ }^{\mathbf{1 4 ; 2 3}}\right\rangle$ and $\left.\|+{ }^{\mathbf{1 2 ; 3 4}}\right\rangle$ are not orthogonal:

$$
\begin{align*}
& \left\langle+{ }^{12 ; 34} \|+{ }^{12 ; 34}\right\rangle=\square=d^{2}=\square=\left\langle+{ }^{14 ; 23} \|+{ }^{14 ; 23}\right\rangle  \tag{B6}\\
& \left\langle+{ }^{12 ; 34} \|+{ }^{14 ; 23}\right\rangle=\square=d=\square=\left\langle+{ }^{14 ; 23} \|+{ }^{12 ; 34}\right\rangle .
\end{align*}
$$

Hence, we find an orthogonal basis via the Gram-Schmidt procedure:

$$
\begin{equation*}
\left.\left.\left.\left.\| \Uparrow\rangle=\frac{1}{d} \|+{ }^{\mathbf{1 2 ; 3 4}}\right\rangle \quad \| \Downarrow\right\rangle=\frac{1}{\sqrt{d^{2}-1}}\left(\|+{ }^{\mathbf{1 4 ; 2 3}}\right\rangle-\frac{1}{d} \|+{ }^{\mathbf{1 2 ; 3 4}}\right\rangle\right) . \tag{B7}
\end{equation*}
$$

On this basis, the expression Eq. B5 takes the simpler form

$$
\begin{equation*}
\mathcal{R}=\| \Uparrow\rangle\langle\Uparrow\|+\| \Downarrow\rangle\langle\Downarrow \| . \tag{B8}
\end{equation*}
$$

It is clear from the above expression that $\mathcal{R}$ is a projector since $\mathcal{R}^{k}=\mathcal{R}, k \in \mathbb{N}$. This property will be convenient in what follows.

## 1. Computing $\mathcal{V}$

On this subsection we aim to compute the corresponding average contribution of the faulty 2-qubit gates

$$
\begin{align*}
\mathcal{V} & =\bigotimes_{r=1}^{L / 2} \tilde{u}_{2 r-1,2 r} \otimes \bigotimes_{r=1}^{L / 2} \tilde{u}_{2 r-1,2 r}^{*} \otimes \bigotimes_{r=1}^{L / 2} u_{2 r-1,2 r} \otimes \bigotimes_{r=1}^{L / 2} u_{2 r-1,2 r}^{*}=\bigotimes_{r=1}^{L / 2} \overline{\tilde{u}_{2 r-1,2 r} \otimes \tilde{u}_{2 r-1,2 r}^{*} \otimes u_{2 r-1,2 r} \otimes u_{2 r-1,2 r}^{*}} \\
& =\bigotimes_{r=1}^{L / 2} \boldsymbol{u}_{2 r-1,2 r} . \tag{B9}
\end{align*}
$$

As discussed in the main text, each faulty gate is modeled as a random unitary $u_{r, r^{\prime}} \in \operatorname{CUE}(4)$ poissoned with an unstructured and generic noise given by a random unitary whose generator belongs to the Gaussian Unitary Ensemble $\tilde{u}_{2 r-1,2 r}=e^{i \alpha h_{2 r-1,2 r}} u_{2 r-1,2 r} h_{2 r, 2 r-1} \in \mathrm{GUE}(4)$ where $\alpha \geq 0$. Therefore, the local average of the 4-copied unitaries can be further decomposed.

$$
\begin{align*}
\boldsymbol{u}_{2 r, 2 r-1} & =\overline{\tilde{u}_{2 r-1,2 r} \otimes \tilde{u}_{2 r-1,2 r}^{*} \otimes u_{2 r-1,2 r} \otimes u_{2 r-1,2 r}^{*}} \\
& =\left(\overline{e^{i \alpha h_{2 r-1,2 r}} \otimes e^{-i \alpha h_{2 r-1,2 r}} \otimes \mathbb{1} \otimes \mathbb{1}}\right)\left(\overline{u_{2 r-1,2 r} \otimes u_{2 r-1,2 r}^{*} \otimes u_{2 r-1,2 r} \otimes u_{2 r-1,2 r}^{*}}\right) \tag{B10}
\end{align*}
$$

We identify the rightmost average as the one outlined in the previous section $\boldsymbol{\mathcal { R }}$ particularized for $d=4$. Therefore, it remains to compute the average $\overline{e^{i \alpha h_{2 r-1,2 r}} \otimes e^{-i \alpha h_{2 r-1,2 r}}}$ with respect to the GUE measure. To keep the discussion more general, let us compute this quantity for a general $H \in \operatorname{GUE}(d)$.

$$
\begin{equation*}
\overline{e^{i \alpha H} \otimes e^{-i \alpha H^{*}}}=\int d H e^{-\operatorname{tr} \frac{H^{2}}{2}}\left(e^{-i \alpha H} \otimes e^{i \alpha H^{*}}\right), \quad d H=\prod_{i=1}^{d} d H_{i i} \prod_{i>j} \frac{1}{\sqrt{2}} \mathfrak{R} H_{i} j \Im H_{i} j . \tag{B11}
\end{equation*}
$$

In terms of the unitary that diagonalizes $e^{i \alpha H}=U D_{\lambda} U^{\dagger}$, with

$$
\begin{equation*}
D_{\lambda}=\operatorname{diag}\left(e^{i \alpha \lambda_{1}} \cdots e^{i \alpha \lambda_{d}}\right) \tag{B12}
\end{equation*}
$$

we can decompose Eq. (B11) in terms of the average with the Haar measure discussed above of the unitaries, and the average with respect to the GUE measure of the eigenvalues:

$$
\begin{equation*}
\overline{e^{i \alpha H} \otimes e^{-i \alpha H^{*}}}=\overline{\left(U \otimes U^{*}\right) \overline{\left(D_{\lambda} \otimes D_{\lambda}^{*}\right)}\left(U^{\dagger} \otimes U^{T}\right)}=\overline{\left(U \otimes U^{*}\right) \mathfrak{D}\left(U^{\dagger} \otimes U^{T}\right)} \tag{B13}
\end{equation*}
$$

In terms of the diagrammatic notation, we can write:


After interchanging rows three and four, we identify the first box as the average computed above $\mathcal{R}$ Eq. (B5). Hence, it can be shown that


The above expression can be further simplified taking into account

$$
\begin{align*}
& \left(\mathfrak{D}=\left(=d \text { since } \quad D_{\lambda} D_{\lambda}^{T}=\mathbb{1}\right.\right. \\
& \mathscr{D}=\left(D_{\lambda}\right)=\overline{\operatorname{tr}^{2} D_{\lambda}}=\overline{\left.\sum_{m, n=1}^{d} e^{i \alpha\left(\lambda_{m}-\lambda_{n}\right.}\right) .} \tag{B16}
\end{align*}
$$

We recognize in the second row the definition of the spectral form factor (SFF) [49, 50]: the Fourier transform of two point function, which is the simplest correlation function that displays universality. In this context, the strength of the noise $\alpha$ plays the role of time. For the GUE, there is a translational invariance between eigenvalues, and we can eliminate the specific dependence on $n, m$ :
$f_{d}(\alpha):=f_{d}\left(\lambda_{n}, \lambda_{m}, \alpha\right)=\int \prod_{i=1}^{d} d \lambda_{i} P_{\mathrm{GUE}}\left(\lambda_{1}, \ldots, \lambda_{d}\right) e^{i \alpha\left(\lambda_{m}-\lambda_{n}\right)}=\int C \int \prod_{i=1}^{d}\left(d \lambda_{i} e^{-\frac{\lambda_{i}^{2}}{2}}\right) \prod_{\lambda_{i}>\lambda_{j}}\left(\lambda_{i}-\lambda_{j}\right)^{2} e^{i \alpha\left(\lambda_{m}-\lambda_{n}\right)}, n \neq m$,
where $P_{\text {GUE }}$ is GUE probability density function. We postpone the computation of this expression for the next section. Now, it is enough to write the SFF as

$$
\overline{\operatorname{tr}^{2} D_{\lambda}}=d\left(1+(d-1) f_{d}(\alpha)\right)
$$

Thus, the average Eq. (B11) is

$$
\begin{equation*}
\left.\overline{e^{i \alpha H} \otimes e^{-i \alpha H^{*}}}=\frac{1-f_{d}(\alpha)}{d+1}\right)\left(+\frac{d f_{d}(\alpha)+1}{d+1}-\right. \tag{B18}
\end{equation*}
$$

Finally, to find $\boldsymbol{u}_{2 r-1,2 r}$ Eq. B10), we multiply Eq. B18) ( previosly adding two identities/ horizontal lines to the diagrams) and Eq. (B5):

$$
\begin{aligned}
& \overline{\left(e^{i \alpha H} \otimes e^{-i \alpha H^{*}} \otimes \mathbb{1} \otimes \mathbb{1}\right)\left(R \otimes R^{*} \otimes R \otimes R^{*}\right)}=\frac{1}{d^{2}-1}\left\{\left(1+\frac{f_{d}(\alpha)-1}{d(d+1)}\right)\right)\left(+\frac{d f_{d}(\alpha)+1}{d+1}()\left(\left[-\frac{1}{d}\right)\left(\left(-\frac{1}{d}\right)\right]\binom{C}{C}\right\}\right. \\
& =\frac{1}{d^{2}-1}\left\{\left(1+\frac{f_{d}(\alpha)-1}{d(d+1)}\right) \|+{ }^{\mathbf{1 2 ; 3 4}}\right\rangle\left\langle+{ }^{\mathbf{1 2 ; 3 4}} \|+\frac{d f_{d}(\alpha)+1}{d+1}\left(\|+{ }^{\mathbf{1 4 ; 2 3}}\right\rangle\left\langle+{ }^{\mathbf{1 4 ; 2 3}}\left\|-\frac{1}{d}\right\|+{ }^{\mathbf{1 2 ; 3 4}}\right\rangle\left\langle+{ }^{\mathbf{1 4 ; 2 3}}\left\|-\frac{1}{d}\right\|+{ }^{\mathbf{1 4 ; 2 3}}\right\rangle\left\langle+{ }^{\mathbf{1 2 ; 3 4}} \|\right)\right\} \text {, }
\end{aligned}
$$

where we have used the state notation Eq. A9) and ommited the labeling of the gates, since the above result is valid for all dimensions. In terms of the spin basis $1 / 2$ introduced above, Eq. (B7) we find

$$
\begin{equation*}
\left.\overline{\left(e^{i \alpha H} \otimes e^{-i \alpha H^{*}} \otimes \mathbb{1} \otimes \mathbb{1}\right)\left(R \otimes R^{*} \otimes R \otimes R^{*}\right)}=\| \Uparrow\right\rangle\left\langle\Uparrow\left\|+\frac{d f_{d}(\alpha)+1}{d+1}\right\| \Downarrow\right\rangle\langle\Downarrow \| . \tag{B19}
\end{equation*}
$$

Observe that the average is also diagonal in this basis, but the $\Downarrow$ sector depends on $f_{4}(\alpha)$, and consequently the projector property that the $\mathcal{R}$ possesses Eq. (B8) is not valid anymore.

To conclude, we shall reintroduce the labelling of the unitaries and restrict the case for $d=4$, yielding:

$$
\begin{equation*}
\left.\mathcal{V}=\bigotimes_{r=1}^{L / 2} \| \Uparrow_{2 r-1,2 r}\right\rangle\left\langle\Uparrow_{2 r-1,2 r}\left\|+\frac{4 f_{4}(\alpha)+1}{5}\right\| \Downarrow_{2 r-1,2 r}\right\rangle\left\langle\Downarrow_{2 r-1,2 r} \|\right. \tag{B20}
\end{equation*}
$$

In the remainder of this subsection, we compute explicitly $f_{d}(\alpha)$.

## a. Computing $f_{d}(\alpha)$

In this subsection, we finally address the computation of the function $f_{d}(\alpha)$, intimately connected with the spectral form factor. Whereas the large $L$ limit is well known; see, for instance, 38, 51, the exact computation is less standard. See 52 quantity for arbitrary $d$ and $\alpha$, although in practice, we are interested in $d=4$ and $\alpha \ll 1$. This is, in a timeevolution Hamiltonian perspective, we are interested in the non-universal regime, where the nature of the matrix ensemble takes a great relevance. For a complete introduction to the random matrix, see, for example, [51, 53]. Here we start by taking into account the definition of the n-point function:

$$
\begin{equation*}
\rho^{(n)}\left(\lambda_{1}, \ldots, \lambda_{n}\right)=\int d \lambda_{n+1} \ldots d \lambda_{d} P_{\mathrm{GUE}}\left(\lambda_{1}, \ldots, \lambda_{d}\right) \tag{B21}
\end{equation*}
$$

we see that

$$
\begin{equation*}
f_{d}(\alpha)=\int \rho^{(2)}\left(\lambda_{m}, \lambda_{n}\right) e^{i \alpha\left(\lambda_{m}-\lambda_{n}\right)}, n \neq m \tag{B22}
\end{equation*}
$$

The term $\Pi_{\lambda_{i}>\lambda_{j}}\left(\lambda_{i}-\lambda_{j}\right)^{2}$ that appears with the Jacobian is called Vandermonde determinant $\Delta_{d}(\boldsymbol{\lambda})$ :

$$
\Delta_{d}^{2}(\boldsymbol{\lambda})=(\lambda) \prod_{\lambda_{i}>\lambda_{j}}\left(\lambda_{i}-\lambda_{j}\right)^{2}=\operatorname{det}\left[\left\{\lambda_{j}^{i-1}\right\}_{i, j=1}^{d}\right]^{2}=\left|\begin{array}{cccc}
1 & 1 & \cdots & 1  \tag{B23}\\
\lambda_{1} & \lambda_{2} & \cdots & \lambda_{d} \\
\vdots & \vdots & \vdots & \vdots \\
\lambda_{1}^{d-1} & \lambda_{2}^{d-1} & \cdots & \lambda_{d}^{d-1}
\end{array}\right|^{2}
$$

Now we can harness the properties of the determinant. That is,

$$
\begin{equation*}
\Delta_{d}(\boldsymbol{\lambda})=\operatorname{det}\left[\left\{\lambda_{j}^{i-1}\right\}_{i, j=1}^{d}\right]=\operatorname{det}\left[\left\{P_{i-1}\left(\lambda_{j}\right)\right\}_{i, j=1}^{d}\right] \tag{B24}
\end{equation*}
$$

where $P_{k}(x) k=0, \ldots, d-1$ are a family of monic orthogonal polynomials. In our case, the Hermite family is suitable. The reason is that they are orthogonal to the weight $e^{-\frac{x^{2}}{2}}$ that appears in our probability density function $P_{\text {GUE }}$ :

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x e^{-\frac{x^{2}}{2}} H_{m}(x) H_{n}(x)=\sqrt{2 \pi} n!\delta_{m n} \tag{B25}
\end{equation*}
$$

In order to play with orthonormal objects, we shall define the Hermite wavefunctions:

$$
\begin{equation*}
\Psi_{m}(x)=\frac{1}{(2 \pi)^{1 / 4}} \frac{1}{\sqrt{m!}} e^{-\frac{x^{2}}{4}} H_{m}(x) \tag{B26}
\end{equation*}
$$

Therefore, we write:

$$
\begin{align*}
f_{d}(\alpha) & =C \int \prod_{i=1}^{d} d \lambda_{i} \operatorname{det}\left[\left\{e^{-\frac{\lambda_{j}^{2}}{4}} H_{i-1}\left(\lambda_{j}\right)\right\}_{i, j=1}^{d}\right] \operatorname{det}\left[\left\{e^{-\frac{\lambda_{j}^{2}}{4}} H_{i-1}\left(\lambda_{j}\right)\right\}_{i, j=1}^{d}\right] e^{i \alpha\left(\lambda_{m}-\lambda_{n}\right)}  \tag{B27}\\
& =(2 \pi)^{d / 2} \prod_{k=1}^{d-1} k!C \int \prod_{i=1}^{d} d \lambda_{i} \operatorname{det}\left[\left\{\Psi_{i-1}\left(\lambda_{j}\right)\right\}_{i, j=1}^{d}\right] \operatorname{det}\left[\left\{\Psi_{i-1}\left(\lambda_{j}\right)\right\}_{i, j=1}^{d}\right] e^{i \alpha\left(\lambda_{m}-\lambda_{n}\right)}, n \neq m \tag{B28}
\end{align*}
$$

Taking into account that $\operatorname{det}[A] \operatorname{det}[B]=\operatorname{det}[A B]$ and $\operatorname{det}[A]=\operatorname{det}\left[A^{T}\right]$ :

$$
\begin{align*}
f_{d}(\alpha) & =(2 \pi)^{d / 2} \prod_{k=1}^{d-1} k!C \int \prod_{i=1}^{d} d \lambda_{i} \operatorname{det}\left[\left\{\sum_{k=0}^{d-1} \Psi_{k}\left(\lambda_{i}\right) \Psi_{k}\left(\lambda_{j}\right)\right\}_{i, j=1}^{d}\right] e^{i \alpha\left(\lambda_{m}-\lambda_{n}\right)}  \tag{B29}\\
& =C_{d} \int \prod_{i=1}^{d} d \lambda_{i} \operatorname{det}\left[\left\{K_{d}\left(\lambda_{i}, \lambda_{j}\right)\right\}_{i, j=1}^{d}\right] e^{i \alpha\left(\lambda_{m}-\lambda_{n}\right)}, n \neq m \tag{B30}
\end{align*}
$$

where we have collected the constants, and

$$
\begin{equation*}
K_{d}(x, y)=\sum_{k=0}^{d-1} \Psi_{k}(x) \Psi_{k}(y) \tag{B31}
\end{equation*}
$$

is the reproducing Hermite kernel. The reason is that it satisfies the property:

$$
\begin{equation*}
K_{d}(x, y)=\int_{-\infty}^{\infty} d u K_{d}(x, u) K_{d}(u, y) \tag{B32}
\end{equation*}
$$

This property allows the $d \times d$ determinant to be sequentially simplified by reducing its dimension. It can be shown that

$$
\begin{equation*}
C_{d} \int d \lambda_{n} \operatorname{det}\left[\left\{K_{d}\left(\lambda_{i}, \lambda_{j}\right)\right\}_{i, j=1}^{n}\right]=C_{d}\left(K_{d}(x, x)-n+1\right) \operatorname{det}\left[\left\{K_{d}\left(\lambda_{i}, \lambda_{j}\right)\right\}_{i, j=1}^{n-1}\right], \quad K_{d}(x, x)=d \tag{B33}
\end{equation*}
$$

Hence, iterating the above expression $d$ times, we obtain the normalization constant of the probability density function $C_{d}=1 / d$ !, and we rewrite the 2-point function Eq. B21)

$$
\rho^{(2)}\left(\lambda_{m}, \lambda_{n}\right)=\frac{(d-n)!}{d!}\left|\begin{array}{ll}
K_{d}\left(\lambda_{m}, \lambda_{m}\right) & K_{d}\left(\lambda_{m}, \lambda_{n}\right)  \tag{B34}\\
K_{d}\left(\lambda_{n}, \lambda_{m}\right) & K_{d}\left(\lambda_{n}, \lambda_{n}\right)
\end{array}\right|
$$

Using the above expression in Eq. (B22) yields

$$
\begin{align*}
f_{d}(\alpha) & =\frac{(d-2)!}{d!} \iint d \lambda_{m} d \lambda_{n}\left|\begin{array}{cc}
K_{d}\left(\lambda_{m}, \lambda_{m}\right) & K_{d}\left(\lambda_{m}, \lambda_{n}\right) \\
K_{d}\left(\lambda_{n}, \lambda_{m}\right) & K_{d}\left(\lambda_{n}, \lambda_{n}\right)
\end{array}\right| e^{i \alpha\left(\lambda_{m}-\lambda_{n}\right)} \\
& =\frac{1}{d(d-1)}\left(\left(\int d x K_{d}(x, x) e^{-i \alpha x}\right)^{2}-\left(\int d x d y K_{d}(x, y) e^{-i \alpha(x-y)}\right)^{2}\right) . \tag{B35}
\end{align*}
$$

We have to compute the following integral:

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x e^{-\frac{x^{2}}{2}} H_{k}(x) H_{k^{\prime}}(x) e^{ \pm i \alpha x} \tag{B36}
\end{equation*}
$$

We make use of the following three results:

1. Given a function $f(x)$ that vanishes at infinity, the integral

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x e^{-\frac{x^{2}}{2}} H_{k} f(x)=\int_{-\infty}^{\infty} d x e^{-\frac{x^{2}}{2}} f^{(k)}(x), \quad f^{(k)}(x)=\frac{d^{k}}{d x^{k}} f(x) \tag{B37}
\end{equation*}
$$

as can be seen by integrating $k$ times by parts.
2. The generalized Leibniz rule:

$$
\begin{equation*}
(f \times g)^{(k)}=\sum_{l=0}^{k} \frac{k!}{l!(k-l)!} f^{(k-l)} g^{(l)} . \tag{B38}
\end{equation*}
$$

3. The following recursion relation that the Hermite polynomials hold:

$$
\begin{equation*}
H_{n}^{(m)}(x)=\frac{n!}{(n-m)!} H_{n-m}(x) \tag{B39}
\end{equation*}
$$

To solve the integral Eq. B36, we first use the identity Eq. B37) with $f(x)=H_{k^{\prime}}(x) e^{ \pm i \alpha x}$, following by the Leibniz Eq. B38 rule, and finally Eq. B39):

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x e^{-\frac{x^{2}}{2}} H_{k}(x) H_{k^{\prime}}(x) e^{ \pm i \alpha x}=\sum_{l=0}^{k} \frac{k!k^{\prime}!( \pm i \alpha)^{k^{\prime}-k+2 l}}{l!(k-l)!\left(k^{\prime}-k+l\right)!} \sqrt{2 \pi} e^{-\frac{\alpha^{2}}{2}} \tag{B40}
\end{equation*}
$$

We use the above result to obtain $f_{d}(\alpha)$. It is interesting to distinguish between the contribution of the connected and disconnected parts of the (Fourier transform of) the two-point function. The disconnected part is obtained by particularizing $k=k^{\prime}$ :

$$
\begin{equation*}
\left(\int_{-\infty}^{\infty} d x K_{d}(x, x) e^{ \pm i \alpha x}\right)^{2}=\frac{1}{\sqrt{2 \pi}} \sum_{k=0}^{d-1} \frac{1}{k!} \int_{-\infty}^{\infty} d x e^{-x^{2} / 2} H_{k}^{2}(x) e^{-i \alpha x}=e^{-\alpha^{2}}\left(\sum_{k=0}^{d-1} k!\sum_{l=0}^{k} \frac{( \pm i \alpha)^{2 l}}{(l!)^{2}(k-l)!}\right)^{2} \tag{B41}
\end{equation*}
$$

The connected part is:

$$
\begin{array}{r}
\int_{-\infty}^{\infty} d x d y K_{d}(x, y) K_{d}(y, x) e^{ \pm i \alpha(x-y)}=\frac{1}{2 \pi} \sum_{k=0}^{d-1} \sum_{k^{\prime}=0}^{d-1} \frac{1}{k!k^{\prime}!}\left(\int_{-\infty}^{\infty} d x e^{-x^{2} / 2} e^{i \alpha x} H_{k}(x) H_{k^{\prime}}(x)\right) \\
\times\left(\int_{-\infty}^{\infty} d x e^{-y^{2} / 2} e^{-i \alpha x} H_{k}(y) H_{k^{\prime}}(y)\right) \\
=e^{-\alpha^{2}}\left(\sum_{k=0}^{d-1} \sum_{k^{\prime}=0}^{d-1} k!k^{\prime}!(-1)^{k^{\prime}-k+1} \alpha^{k^{\prime}-k} \sum_{l=l^{\prime}=0}^{k} \frac{\alpha^{2\left(l+l^{\prime}\right)}}{l!l^{\prime}!(k-l)!\left(k-l^{\prime}\right)!\left(k^{\prime}-k+l\right)!\left(k^{\prime}-k+l^{\prime}\right)!}\right) . \tag{B42}
\end{array}
$$

So we arrive to the final result:

$$
\begin{equation*}
f_{d}(\alpha)=\frac{e^{-\alpha^{2}}}{d(d-1)}\left\{\left(\sum_{k=0}^{d-1} k!\sum_{l=0}^{k} \frac{( \pm i \alpha)^{2 l}}{(l!)^{2}(k-l)!}\right)^{2}-\left(\sum_{k=k^{\prime}=0}^{d-1} k!k^{\prime}!(-1)^{k^{\prime}-k+1} \alpha^{k^{\prime}-k}\left|\sum_{l=0}^{k} \frac{(i \alpha)^{2 l}}{l!(k-l)!\left(k^{\prime}-k+l\right)!}\right|^{2}\right)\right\} \tag{B43}
\end{equation*}
$$

In particular, we find that

$$
\begin{equation*}
f_{4}(\alpha)=\frac{1}{36} e^{-\alpha^{2}}\left(-\alpha^{10}+\frac{25 \alpha^{8}}{2}-64 \alpha^{6}+138 \alpha^{4}-144 \alpha^{2}+36\right) \tag{B44}
\end{equation*}
$$

Remarkably, it can be seen that $f_{d}(\alpha)=1-(d+1) \alpha^{2}+o\left(\alpha^{3}\right)$, so we shall propose a more manageable expression:

$$
\begin{equation*}
f_{d}(\alpha) \sim e^{-(d+1) \alpha^{2}} \tag{B45}
\end{equation*}
$$

The validity of this approximation can be examined in Fig. 5


FIG. 5: $f_{d}(\alpha)$ for $d=4$ and $d=64$. The thick lines correspond to the analytic result Eq. (B43), and the dashed lines to Eq. B45).

## 2. Computing $\mathcal{R} \mathcal{P} \mathcal{R}$

Now we shall focus on the average of the faulty permutation contribution $\mathcal{P}$. The large unitaries that encapsulate the permutation contribution allow us to assume that the effect of each permutation is decorrelated, making a great simplification. As a first step, we harness the left/right invariance of the Haar measure:

$$
\begin{align*}
\mathcal{R} \mathcal{P} \mathcal{R} & =\left(\overline{R \otimes R^{*} \otimes R \otimes R^{*}}\right)(\overline{\tilde{\Pi} \otimes \tilde{\Pi} \otimes \Pi \otimes \Pi})\left(\overline{R \otimes R^{*} \otimes R \otimes R^{*}}\right) \\
& =\left(\overline{R \otimes R^{*} \otimes R \otimes R^{*}}\right)\left(\overline{\tilde{\Pi} \Pi^{T} \otimes \tilde{\Pi} \Pi^{T} \otimes \mathbb{1} \otimes \mathbb{1}}\right)\left(\overline{R \otimes R^{*} \otimes R \otimes R^{*}}\right) . \tag{B46}
\end{align*}
$$

where $\Xi=\tilde{\Pi} \Pi^{T}$. Using Eq. (B16) we find that


Therefore, we find that

$$
\begin{equation*}
\left.\mathcal{R} \mathcal{P} \mathcal{R}=\frac{1}{\left(d^{2}-1\right)^{2}}\left\{\left(d^{2}-2+\frac{\delta}{d^{2}}\right)\right) C_{+(\delta-1)}\right)(]\left(\left[-\frac{1}{d}\right)\left(\left[-\frac{1}{d}\right)\right]\binom{()\}}{C}\right. \tag{B49}
\end{equation*}
$$

Finally, we write it in terms of the orthogonal basis Eq. B7):

$$
\begin{equation*}
\mathcal{R} \mathcal{P} \mathcal{R}=\| \Uparrow\rangle\left\langle\Uparrow\left\|+\frac{\delta-1}{d^{2}-1}\right\| \Downarrow\right\rangle\langle\Downarrow \| . \tag{B50}
\end{equation*}
$$

Recall that $\delta=\overline{\operatorname{tr}^{2} \tilde{\Pi} \Pi^{T}}$. In the next section, we give details regarding the computation of this average and the nature itself of the faulty permutation $\tilde{\Pi}$.

## 3. Putting all together

We have all the ingredients to compute the average fidelity Eq. A11, but they need to be written on a common basis: while $\boldsymbol{\mathcal { R } \mathcal { P } \mathcal { R }}$ is written in terms of the total spins $\Uparrow, \downarrow, \mathcal{V}$ is written in terms of local spins $\Uparrow_{2 r-1,2 r}, \Downarrow_{2 r-1,2 r}$ with $r=1, \cdots, L / 2$ as can be seen in Eq. (B20). To do so, we introduce the notation $\| m, i\rangle$ where $m$ counts the number of spins $\Downarrow_{2 r-1,2 r}$ and $i$ labels the degeneracy. We shall write all the quantities, namely $\left.\left.\| \uparrow\right\rangle, \| \Downarrow\right\rangle, \mathcal{U}$ in terms of this basis.

The easiest starting point is $\| \Uparrow\rangle$, since

$$
\begin{equation*}
\left.\left.\| \Uparrow\rangle=\otimes_{r=1}^{L / 2} \| \Uparrow_{2 r-1,2 r}\right\rangle=\| 0,0\right\rangle . \tag{B51}
\end{equation*}
$$

The state $\| \Downarrow\rangle$ is a complicated combination consequence of being a superposition state (see Eq. (B7)) Equivalently (see Eq. B7) )

$$
\begin{align*}
\left.\left.\| \Downarrow\rangle=\frac{1}{\sqrt{4^{L}-1}}\left(\bigotimes_{r=1}^{L / 2} \|+{ }_{2 r-1,2 r}^{\mathbf{1 4 ; 2 3}}\right\rangle-\frac{1}{2^{L}} \bigotimes_{r=1}^{L / 2} \|+{ }_{2 r-1,2 r}^{\mathbf{1 2 ;} 4}\right\rangle\right) & \left.\left.\left.=\frac{1}{\sqrt{4^{L}-1}}\left(\bigotimes_{r=1}^{L / 2}\left(\| \Uparrow_{2 r-1,2 r}\right\rangle+15^{1 / 2} \| \Downarrow_{2 r-1,2 r}\right\rangle\right)-\| 0,0\right\rangle\right) \\
& \left.=\frac{1}{\sqrt{4^{L}-1}} \sum_{m=1}^{L / 2} 15^{m / 2} \sum_{i=1}^{\left({ }_{2}^{L / 2}\right)} \| m, i\right\rangle \tag{B52}
\end{align*}
$$

where in the second equality we have inverted Eq. B7 and particularized for $d=4$. It is important to note that the summation index starts from 1 and not from 0 in the final result.

Now we express $\mathcal{V}$ Eq. B20 and $\mathcal{R} \mathcal{P} \mathcal{R}$ Eq. B50 in the new basis $\{\| m, i\rangle\}$ :

$$
\begin{align*}
\boldsymbol{V} & \left.=\bigotimes_{r=1}^{L / 2} \| \Uparrow_{2 r-1,2 r}\right\rangle\left\langle\Uparrow_{2 r-1,2 r}\left\|+\frac{4 f_{4}(\alpha)+1}{5}\right\| \Downarrow_{2 r-1,2 r}\right\rangle\left\langle\Downarrow_{2 r-1,2 r}\left\|=\sum_{m=0}^{L / 2}\left(\frac{4 f_{4}(\alpha)+1}{5}\right)^{m} \sum_{i=1}^{m}\right\| m, i\right\rangle\langle m, i \| \\
\boldsymbol{\mathcal { R }} \boldsymbol{\mathcal { P }} \boldsymbol{\mathcal { R }} & =\| \Uparrow\rangle\left\langle\Uparrow\left\|+\frac{\delta-1}{d^{2}-1}\right\| \Downarrow\right\rangle\langle\Downarrow\|=\| 0,0\rangle\left\langle 0,0\left\|+\left(\frac{\delta-1}{4^{L}-1}\right)\left(\frac{1}{4^{L}-1}\right) \sum_{m, n=1}^{L / 2} 15^{\frac{m+n}{2}} \sum_{i, j=1}^{\binom{L / 2}{m}\left(\sum_{n}^{L / 2}\right)}\right\| m, i\right\rangle\langle n, j \| . \tag{B53}
\end{align*}
$$

Observe that the summation index in $\mathcal{V}$ runs from 0 in this case. Hence, we are finally able to write the average of one layer:

$$
\begin{align*}
\mathcal{U}=\mathcal{V} \mathcal{R} \mathcal{P} \mathcal{R} & =\left(\sum_{m=0}^{L / 2}\left(\frac{4 f_{4}(\alpha)+1}{5}\right)^{m} \sum_{i=1}^{(L / 2} \begin{array}{l}
m
\end{array} \| m, i\right\rangle\langle m, i \|)(\| 0,0\rangle\left\langle 0,0\left\|+\left(\frac{\delta-1}{4^{L}-1}\right)\left(\frac{1}{4^{L}-1}\right) \sum_{n, p=1}^{L / 2} 15^{\frac{n+p}{2}} \sum_{j, k=1}^{\binom{L / 2}{n}\binom{L / 2}{p}}\right\| n, j\right\rangle\langle p, k \|) \\
& =\| 0,0\rangle\left\langle 0,0\left\|+\left(\frac{\delta-1}{4^{L}-1}\right)\left(\frac{1}{4^{L}-1}\right) \sum_{m, n=1}^{L / 2} 15^{\frac{m+n}{2}}\left(\frac{4 f_{4}(\alpha)+1}{5}\right)^{m\binom{L / 2}{m}\left(\sum_{i, j=1}^{L / 2}\right)}\right\| m, i\right\rangle\langle n, j \|, \tag{B54}
\end{align*}
$$

where we have used that $\langle m, i \| n, j\rangle=\delta_{m, n} \delta_{i, j}$. Indeed, we are able to exponentitate the above quantity thanks to the fact that the crossed terms vanish:

$$
\begin{align*}
(\mathcal{U})^{T} & =\| 0,0\rangle\left\langle 0,0 \|+\left[\left(\frac{\delta-1}{4^{L}-1}\right)\left(\frac{1}{4^{L}-1}\right) \sum_{m=1}^{L / 2} 15^{m}\left(\frac{4 f_{4}(\alpha)+1}{5}\right)^{m}\binom{L / 2}{m}\right]^{T-1}\right. \\
& \times\left[\left(\frac{\delta-1}{4^{L}-1}\right)\left(\frac{1}{4^{L}-1}\right) \sum_{m, n=1}^{L / 2} 15^{\frac{m+n}{2}}\left(\frac{4 f_{4}(\alpha)+1}{5}\right)^{m\binom{L / 2}{m}\binom{L / 2}{n}} \| m, i\right\rangle\langle n, j \|] \tag{B55}
\end{align*}
$$

To finally find the average fidelity, we just need compute the overlaps $\left\langle+{ }^{\mathbf{1 4 ; 2 3}}\left\|\mathcal{U}^{T}\right\|+{ }^{\mathbf{1 2 3 4}}\right\rangle$. First,

$$
\left\langle+{ }^{\mathbf{1 4 ; 2 3}} \| 0,0\right\rangle=\frac{1}{2^{L}}\left\langle+{ }^{\mathbf{1 4 ; 2 3}} \|+{ }^{\mathbf{1 2} ; \mathbf{3 4}}\right\rangle=1
$$

where we have used Eq. B51 and Eq. B6). It is straightforward to check that

$$
\begin{align*}
\left\langle+{ }^{\mathbf{1 4 ; 2 3}} \|\left(\sum_{m=1}^{L / 2} 15^{\frac{m}{2}}\left(\frac{4 f_{4}(\alpha)+1}{5}\right)^{m} \sum_{i=1}^{\binom{L / 2}{m}} \| m, i\right\rangle\right) & =\sum_{m, n=1}^{L / 2} 15^{\frac{m+n}{2}}\left(\frac{4 f_{4}(\alpha)+1}{5}\right)^{m\left(\sum_{m}^{L / 2}\right)\left(\sum_{i, j=1}^{L / 2}\right)}\langle n, j \| m, i\rangle \\
& =\sum_{m=1}^{L / 2} 15^{m}\left(\frac{4 f_{4}(\alpha)+1}{5}\right)^{m}\binom{L / 2}{m} \tag{B56}
\end{align*}
$$

Also, from Eq. (B6) and Eq. (B7) it is clear that

$$
\begin{equation*}
\left\langle 0,0 \|+{ }^{\mathbf{1 2 3 4}}\right\rangle=\frac{1}{2^{L}}\left\langle+{ }^{\mathbf{1 2 ; 3 4}} \|+{ }^{\mathbf{1 2 3 4}}\right\rangle=1 \tag{B57}
\end{equation*}
$$

and that $\left\langle\Downarrow_{2 r-1,2 r} \|+{ }_{2 r-1,2 r}^{\mathbf{1 2 3 4}}\right\rangle=3 / \sqrt{15}$. Then we can fin the last overlap:

$$
\begin{equation*}
\left(\sum_{m=1}^{L / 2} 15^{\frac{m}{2}}\left(\frac{4 f_{4}(\alpha)+1}{5}\right)^{m} \sum_{j=1}^{(L / 2)} n_{n}^{n}\langle n, j \|) \|+{ }^{\mathbf{1 2 3 4}}\right\rangle=\sum_{m=1}^{L / 2}\left(\frac{4 f_{4}(\alpha)+1}{5}\right)^{m} 3^{m}\binom{L / 2}{m} \tag{B58}
\end{equation*}
$$

Hence, we finally obtain:

$$
\begin{align*}
\overline{\mathcal{F}} & =\frac{1}{2^{L}}\left(1+\left[\left(\frac{\delta-1}{4^{L}-1}\right) \frac{\left(15 \frac{4 f_{4}(\alpha)+1}{5}+1\right)^{L / 2}-1}{4^{L}-1}\right]^{T}\left(2^{L}-1\right)\right)  \tag{B59}\\
& =\frac{1}{2^{L}}+\left[\left(\frac{\delta-1}{4^{L}-1}\right)\left(\frac{\left(12 f_{4}(\alpha)+4\right)^{L / 2}-1}{4^{L}-1}\right)\right]^{T}\left(1-\frac{1}{2^{L}}\right) \tag{B60}
\end{align*}
$$

Defining $\Delta(\alpha)=2^{L}\left(3 f_{4}(\alpha)+1\right)^{L / 2}$, we get to the final result Eq. (4) of the main text.

## Appendix C: Permutations implementation

In this section, we discuss the structure of permutations and their implementation. Our results let us then establish the analytical formula for the error factor $\delta$ of permutation for the fully connected architecture as a starting point to for discussing outer architectures.

## 1. Imperfect SWAP gates

We address the imperfections in SWAP gate operations, characterizing each swap $S$ in a permutation $\Pi$ as imprecise due to variations in impulse duration. Such an model of error is natural, if one uses $\sqrt{S}$ as the universal 2-qubit gate (instead of, for example, CNOT), in which case the $S$ gate is a simple composition of two fundamental gates $S=\sqrt{S} \sqrt{S}$ and each of them could be performed imperfectly.

Specifically, a swap operation $S$ is modified to $S \rightarrow S^{\beta}=P_{S}-\mathrm{e}^{i \pi \beta} P_{A}$, where $\beta$ follows a Gaussian distribution with a mean of 1 and variance $\sigma$, independently for each swap. $P_{S}$ and $P_{A}$ are projectors on symmetric and antisymmetric subspaces respectively. For any density matrix $\rho$ the average over imperfect swapping reads

$$
\begin{aligned}
& \int_{-\infty}^{\infty} d \beta S^{\beta} \rho\left(S^{\beta}\right)^{\dagger} \frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{(\beta-1)^{2}}{2 \sigma^{2}}}=\int_{-\infty}^{\infty} d \beta\left[\left(P_{S} \rho P_{S}\right)+\left(P_{A} \rho P_{S}\right) e^{i \pi \beta}+\left(P_{S} \rho P_{A}\right) e^{-i \pi \beta}+\left(P_{A} \rho P_{A}\right)\right] \frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{(\beta-1)^{2}}{2 \sigma^{2}}}= \\
& =\left(P_{S} \rho P_{S}\right)-\left(P_{A} \rho P_{S}\right) e^{-\frac{1}{2} \pi^{2} \sigma^{2}}-\left(P_{S} \rho P_{A}\right) e^{-\frac{1}{2} \pi^{2} \sigma^{2}}+\left(P_{A} \rho P_{A}\right)=p \rho+(1-p) S \rho S
\end{aligned}
$$

Which turns out to simplify into a probabilistic mixture with swapping probability $1-p$ and no swapping probability $p$, where

$$
\begin{equation*}
p=\frac{1}{2}\left(1-e^{-\frac{1}{2} \pi^{2} \sigma^{2}}\right) \tag{C1}
\end{equation*}
$$

Thus from now on, we will use such an integrated scenario keeping in mind the original source of errors. Since the model of imperfect swapping directly corresponds to the probabilistic occurrence of swaps with $p \in[0,1 / 2]$ and larger values of $p$ are futile from the perspective of quantum computer performance, we restrict ourselves to $p$ to such a range.

This model allows us to perform various estimations of the error factor $\delta(p)=\delta$ as in $(\mathrm{B} 49)$. In the simplest one of those, when we consider the implementation of a generic permutation of $L$ qubit system by expanding in the following series (averaging over all permutations of $L$ elements)

$$
\begin{equation*}
\delta(p)=\frac{1}{L!} \sum_{P \in \Sigma_{L}}\left\langle\operatorname{Tr}\left[\tilde{\Pi}(p) \Pi^{\top}\right]^{2}\right\rangle_{p}=\frac{1}{L!} \sum_{P \in \Sigma_{L}}(1-p)^{w(P)} \operatorname{Tr}\left[\Pi \Pi^{\top}\right]^{2}+\cdots>4^{L}(1-p)^{w(P)} \tag{C2}
\end{equation*}
$$

where $P$ is a permutation of $L$ qubits, $\Pi$ is the corresponding operator and $\tilde{\Pi}(p)$ is a faulty realization of $\Pi$. In the second step, we extracted the cases with all swaps executed properly. Note that the only parameters are the probability $p$ of not performing a swap and the number of swaps $w$ necessary to implement a permutation.

The analytical expressions for the number of swaps $w$ necessary to implement each permutation are not known for most architectures. In such cases, we may further bound Eq. (C2) further in the following way. Let $m_{w}$ be a number of permutations which demand $w$ swaps to implement, then: +

$$
\begin{equation*}
\delta(p) \geq \frac{4^{L}}{L!} \sum_{P \in \Sigma_{L}}(1-p)^{w}=\frac{4^{L}}{L!} \sum_{w} m_{w}(1-p)^{w} \geq \frac{4^{L}}{L!} \sum_{w} m_{w}(a w+b) \tag{C3}
\end{equation*}
$$

Where $f(w)=a w+b$ is a tangent line to a function $(1-p)^{w}$ in a point with $w$ equal its average over all permutations $w=\bar{w}$. More precisely, $a=\ln (1-p)(1-p)^{\bar{w}_{L}}, b=\left(1-\ln (1-p) \bar{w}_{L}\right)(1-p)^{\bar{w}_{L}}$. Because $f(w)=a w+b$ is tangent to a convex function, the last inequality in C 3 is obvious. The remaining calculations are quite simple:

$$
\begin{equation*}
\delta(p) \geq \frac{4^{L}}{L!} \sum_{w} m_{w}(a w+b)=\frac{4^{L}}{L!}\left(a \sum_{w} m_{w} w+b \sum_{w} m_{w}\right)=\frac{4^{L}}{L!}\left(a L!\bar{w}_{m}+b L!\right)=a \bar{w}+b=4^{L}(1-p)^{\bar{w}_{L}}=4^{L} e^{-q \bar{w}_{L}} \tag{C4}
\end{equation*}
$$

with $q=-\ln (1-p) \approx p \approx \frac{\pi^{2} \sigma^{2}}{4}$ for small $p$. Therefore to know a lower-bound one just has to know the average number of swaps.

## 2. Fully connected architecture

In this section we provide a detailed computation of Eq. (6) of the main text. We consider a fully connected quantum architecture that allows arbitrary qubit interactions. In this model, any permutation can be decomposed into at most $L$ swap operations. The decomposition process involves organizing the permutation into cycles, where swaps within different cycles can be executed simultaneously. Each cycle can be transformed into 2-cycles using one layer of swaps, with the transformation process described as follows: starting with any two adjacent elements, subsequent swaps are performed between the next nearest elements until the cycle is completed. Since a 2 -cycle can be reduced to the identity with a single swap, every permutation can be implemented with exactly two layers. See the figure 6, decomposition of cycle $C$, and for more more detailed discussion see 40].

Moreover, because each cycle of $m$ elements involves only $m-1$ swaps, the number of necessary swaps equals $L$ minus the number of cycles. Fortunately, the average number of cycles is given by Harmonic numbers $H_{L}=\sum_{k=1}^{L} \frac{1}{k} \approx \ln L+\gamma$, where $\gamma \approx 0.577$ is the Euler number. Therefore the average number of necessary swaps grows as

$$
\begin{equation*}
\bar{w}_{L}=L-H_{L} \approx L-(\ln L+\gamma) \tag{C5}
\end{equation*}
$$

with the dimension $L$.
More precisely, the distribution of the permutations of $L$ elements with $m$ cycles is given by the Stirling numbers $\left[\begin{array}{c}L \\ m\end{array}\right]$. The number of swaps is given by $k=L-m$ since for each cycle one swap can be omitted, as argued before.

To derive the formula for the error factor $\delta(p)$ (Eq. (5) of the main text), we aim to translate the number of omitted swaps in $Q(p)$ into the number of cycles in $Q(p) P^{-1}$ for each permutation $P$ and its faulty realization $Q(p)$. The next step is to average the formula for the error factor over all realizations of $Q$ and finally over all permutations $P$.

Let us start by considering any $k$ element cycle $C$ (constructed by $k-1$ swaps) from permutation $P$, name its unperfect realization $D(p)$ and the number of omitted swaps as $l(p)$. We also want to emphasize that in order to maintain the connection between the number of cycles in qubit permutation $\tilde{P}$ and its trace, we treat each node unmoved by $\tilde{P}$ as a 1 -cycle. According to the optimal implementation of the cycle presented in figure 6 each node in the cycle $C$ except two is connected with two "neighbouring" nodes via swaps. Thus, one can enumerate nodes in cycle $C$, starting from 0 , starting from the node which is moved only by the second layer. Then tag the node connected to it by second-layer swap as 1 , next tag the node connected to node 1 by first-layer swap as 2 , next tag the node connected to node 2 in the second layer as 3 and so on, see fig 6 .

Notice that in the composition $C^{-1}$ with its faulty realization $D$ the errors in the first layer results in corresponding swaps, each connecting nodes with numbers $2 m+1$ and $2 m+2$ for some integer $m$, "sandwiched" by the second layer. Moreover, the errors in the second layer can be rewritten as additional swaps, connecting nodes with numbers $2 m+2$ and $2 m+3$ for some integer $m$, cancelling appropriate swaps in the perfect second layer (see fig 6 first equality). In the next step, we combine two perfect second layers with the errors from the first layers sandwiched between them. This results in the shift of each extra first-layer swap from the pair nodes $2 m+1,2 m+2$ into the pair of nodes $2 m$,
$2 m+3$ (see fig 6 second equality, blue lines). Finally, we multiply those transformed extra first-layer swaps by the swaps corresponding the the second-layer errors. Notice that each of the modified first-layer error lowers the number of cycles in the product $C^{\top} D$ by one since each of them combines two 1-cycles into one 2 -cycle. Moreover, each second-layer error connects two cycles into one larger cycle, because, by the previous discussion, it cannot cancel the first-layer swap.


FIG. 6: Graphic representation of decomposed 13-cycle $C$ combined with its decomposed faulty realization $D$. Each line corresponds to a swap and each arrow to the shift in the final product. In the first step, the errors from the first (blue) layer are combined to the extra swaps and the errors in the second (red) layer in $D$ are decomposed by additional outer swaps. Next, the "perfect outer layer" moves the inner swaps, as described in the text and the outer errors complete them to cycles.

Thus, we established a linear dependence between the number of omitted swaps $l(p)$ and the number of cycles in $D(p): m(C, p)$.

$$
m(C, p)=k-l(p)=k-\sum_{l}\binom{k-1}{l} p^{l}(1-p)^{l}=k-(k-1) p=k(1-p)+p
$$

To consider the entire permutation $P$ one must add the $m(C, p)$ for all cycles $C$ in $P$.

$$
\begin{equation*}
m(P, p)=\sum_{\text {cycles }} k(1-p)+p=L(1-p)+c p \tag{C6}
\end{equation*}
$$

where $c$ is a number of cycles in $P$. Therefore, the average error factor factorizes in the following way:

$$
\delta_{f u l l}(p)=\left\langle\left\langle\operatorname{Tr}\left[\Pi^{\top} \tilde{\Pi}(p)\right]^{2}\right\rangle_{p}\right\rangle_{P}=\left\langle\left\langle 4^{m(P, p)}\right\rangle_{p}\right\rangle_{P}=\left\langle\left\langle\prod_{C_{i}} 4^{m\left(C_{i}, p\right)}\right\rangle_{p}\right\rangle_{P}
$$

Where the inner average is taken over all false realizations of $Q(p)$ of $P$ and the outer average is taken over all permutations $P$ on $L$ elements, and in the last step we used the decomposition of permutation $P$ into its cycles $C_{i}$. Let us start with the calculation of the middle average. Consider one chosen cycle $C$ of $k$ elements, assuming that the positions of omitted swaps are uncorrelated:

$$
\begin{equation*}
\left\langle 4^{m(C, p)}\right\rangle_{p}=\sum_{l=0}^{k-1}\binom{k-1}{l} p^{l}(1-p)^{k-1-l} 4^{k-l}=4(4-3 p)^{k-1} \tag{C7}
\end{equation*}
$$

Because swaps in different cycles are uncorrelated we may combine the above calculation into an average of a trace of the entire permutation:

$$
\begin{equation*}
\delta_{f u l l}(p)=\left\langle\left\langle\operatorname{Tr}\left[\Pi^{\top} \tilde{\Pi}(p)\right]^{2}\right\rangle_{p}\right\rangle_{P}=\left\langle\prod_{C_{i}} 4(4-3 p)^{k_{i}-1}\right\rangle_{P}=\left\langle 4^{c}(4-3 p)^{L-c}\right\rangle_{P}=\cdots \tag{C8}
\end{equation*}
$$

where $c$ is the number of cycles in the permutation. Because the distribution of number of cycles is given by Stirling numbers, we follow the calculations:

$$
\delta_{f u l l}(p)=\sum_{c=1}^{L} \frac{1}{L!}\left[\begin{array}{l}
L \\
c
\end{array}\right] 4^{c}(4-3 p)^{L-c}=4^{f(p) L} \sum_{c=1}^{L} \frac{1}{L!}\left[\begin{array}{l}
L \\
c
\end{array}\right] 4^{g(p) c}
$$

with

$$
f(p)=\log _{4}(4-3 p) \approx 1-\frac{3 p}{4 \log (4)}-\frac{9 p^{2}}{32 \log (4)}+O\left(p^{3}\right) \quad \text { and } \quad g(p)=1-f(p)=\frac{3 p}{4 \log (4)}+\frac{9 p^{2}}{32 \log (4)}+O\left(p^{3}\right)
$$

So, one clearly sees that for small $p$ both $f(p)$ and $g(p)$ can be assumed to be linear with very small corrections for reasonably small $p$. For example, for the extremal value of $p=0.5$, the corrections from all nonlinear terms sum to only $0.068 \cdots$, whereas the $f(p)$ takes a value $f(0.5) \approx 0.661$.

Since from the study general bounds (C4), we know that (at least for small $p$ ) the fidelity should decay exponentially as $\delta_{\text {full }}(p) \approx 4^{L} e^{-\alpha(L) L p}$, using this assumption we might derive the value of $\alpha(L)$ using equation (C8). Notice that by the above mentioned anzatz we can express parameter $\alpha(L)$ as:

$$
\begin{aligned}
\alpha(L) & \approx-\left.\frac{\partial \log (\delta(p))}{\partial p}\right|_{p=0} \frac{1}{L}=-\frac{\left.\frac{\partial \delta(p)}{\partial p}\right|_{p=0}}{\delta(0)} \frac{1}{L}= \\
& =-\frac{1}{4^{L} L}\left(\left.4^{f(0) L} \log (4) L f^{\prime}(p)\right|_{p=0} \sum_{c=1}^{L} \frac{1}{L!}\left[\begin{array}{l}
L \\
c
\end{array}\right]^{g(0) c}+\left.4^{f(0)} \sum_{c=1}^{L} \frac{1}{L!}\left[\begin{array}{l}
L \\
c
\end{array}\right] 4^{g(0) c} \log (4) g^{\prime}(p)\right|_{p=0} c\right)= \\
& =-\frac{\log (4)}{4^{L} L}\left(4^{L} L f^{\prime}(0) \sum_{c=1}^{L} \frac{1}{L!}\left[\begin{array}{l}
L \\
c
\end{array}\right]+4^{L} \sum_{c=1}^{n} \frac{1}{L!}\left[\begin{array}{l}
L \\
c
\end{array}\right] g^{\prime}(0) c\right)=-\log (4)\left(f^{\prime}(0)+g^{\prime}(0) \frac{1}{n} \sum_{c=1}^{L} \frac{1}{L!}\left[\begin{array}{l}
L \\
c
\end{array}\right]\right)= \\
& =-\log (4)\left(f^{\prime}(0)+g^{\prime}(0) \frac{H_{L}}{L}\right) \approx-\log (4)\left(f^{\prime}(0)+g^{\prime}(0) \frac{\log L+\gamma}{L}\right)= \\
& =\frac{3}{4}\left(1-\frac{\log L+\gamma}{L}\right)
\end{aligned}
$$

Thus for large $n$ (and reasonably small p), up to the corrections of order $O(\log (L) / L)$, the decay constant is equal $\alpha=3 / 4$, so the average error factor $\delta(p)$ behaves as

$$
\begin{equation*}
\delta_{\text {full }}(p) \approx 4^{L} e^{-\frac{3}{4} p L\left(1-\frac{\log L+\gamma}{L}\right)} \approx 4^{L} e^{-\frac{3}{4} p L} \tag{C9}
\end{equation*}
$$

The quadratic and higher corrections in $p$ for this formula originate from the higher orders of $f(p)$ and $g(p)$ expansion and a mixed term which decays as $O(\log (L) / L)$, thus as we have shown can be neglected to a good approximation.

## Appendix D: Other architectures

From now on we focus our attention on simple models of physical architectures: 1D architecture of all qubits connected in line, 2D architecture with qubits placed in a square lattice and 3 D and higher dimensional architectures with qubits placed in a cubic lattice.

For each of those scenarios, we discuss the optimal, or almost optimal way to decompose permutations given the connectivity. Next given the error model discussed above, we calculate the formula for error factor $\delta$ from the formula of fidelity B 60 , which for small errors is close to exact, and for larger errors gives a lower bound.

In the quantum volume test, one has the freedom to modify and optimize the circuit as long as its overall action on quantum states is the same. Thus at the end of each subsection, we present also an estimated bound for error factor $\delta(p)$ given that the permutations are not explicitly implemented but each of them is separately "optimized" during implementation.

## 1. Linear architecture

In this section, we discuss linear architecture with only nearest-neighbour interactions. Thus, the permutation must be implemented as a composition of swap operators $S_{i, i+1}$ between $i$ and $i+1$ qubits. One way of decomposition of a given permutation into such swaps is the brick sort algorithm (also known as left-right sort or parallel bubble sort) 44]. This approach guarantees the minimal number of swaps involved and gives an upper bound for a number of layers (equal to a number of qubits). Hence, if necessary, we will focus on this decomposition and apply it to the generic permutation.

The distribution of the number of swaps $w_{s}$ necessary to implement a typical permutation $\sigma$ of $n$ elements is known as Mahonian distribution [45], and very quickly approximates the Gaussian distribution, with average $\bar{w}_{n}$ and variance $\operatorname{Var}\left(w_{s}\right)$ equal:

$$
\begin{equation*}
\bar{w}_{L}=\frac{L(L-1)}{4}, \quad \operatorname{Var}\left(w_{L}\right)=\frac{2 L^{3}+3 L^{2}-5 L}{72} \tag{D1}
\end{equation*}
$$

see [45]. The number of layers in each permutation could be bounded by the longest path in this permutation. This can be further lower bounded if we consider only right-moving paths. Then number of permutations of $n$ elements, with such path of length $k$ number is given by $T(n, k)=\max _{i}\left(\sigma_{i}-i\right)=T(n, k)=k!\left((k+1)^{n-k}-k^{n-k}\right)$. The average length of the longest right-moving path, using Ramanujan $P$-function, is given by [54]

$$
\begin{equation*}
P(L)=\sum_{k=0}^{L-1} \frac{k T(L, k)}{k!} \approx(L-1)-\sqrt{\frac{(L-1) \pi}{2}}+O(1) . \tag{D2}
\end{equation*}
$$

Thus the number of layers one needs to use for the decomposition of standard permutation tends to the maximal number of layers - $L$.

From a computational point of view, the simplest efficient way to obtain a decomposition of a given permutation $\sigma$ using a minimal number of swaps and a small number of layers is to utilize a brick sort algorithm known also as odd-even sort or parallel bubble sort [44. One just needs to sort the permutation save the sequence of swaps and then apply it layer by layer in the inverse order on qudits. Since a brick sort may not be optimal, it gives an upper bound on a number. Moreover, since it is a parallelization of bubble sort, it can also be upper bounded by $n$ layers.

Later we will use one more distribution $T(L, k)$ https://oeis.org/A324225 of the number of signed paths of length $k$ in all permutations of $n$ elements:

$$
T(L, k)=(L-|k|)(L-1)!,
$$

By convention, we will describe right-moving paths with positive $k$ and left-moving paths with negative $k$. Using this distribution, one can, for example, calculate the average (unsigned) length of the path averaged over all permutations of $L$ elements

$$
\begin{equation*}
\bar{n}_{L}=\frac{1}{L!L} \sum_{k}|k| T(L, k)=\frac{L^{2}-1}{3 L} . \tag{D3}
\end{equation*}
$$

For general architecture, the direct connection between the number of omitted swaps in $Q(p)$ and the cycles of $Q(p) P^{-1}$ is unfortunately no longer valid. This is so because, contrary to the implementation of fully connected architecture, the omitted swaps can be stacked on top of each other, so that new errors do not create new cycles in $Q(p) P^{-1}$ but modify the existing one.

Nevertheless, below we try to calculate the average Fidelity decay in scenarios where the errors are so sparse, later called sparse error regime, that the abovementioned phenomena occur with negligible frequency. One sees, that when there is on average more than one error in each layer: $p \geq \bar{l} / \bar{w} \approx 1 / L$, the discussion below is almost certainly not valid. However, when there are on average one or fewer errors in the implementation of standard permutation: $p \leq 1 / \bar{w} \approx 1 / L^{2}$, there is a large chance that we did not exploit our assumptions too drastically.

We also emphasize that since further from sparse error regimes new omitted swaps have a smaller chance of reducing the error factor $\delta(p)$, thus the approximation we are deriving is in fact a lower bound for the error factor $\delta(p)$.

Thus, for sparse error regime (suitable small $p$ ), we assume that number of cycles in $\tilde{P}, m(P, p)$, is given by

$$
m(P, p) \approx L-l(p)
$$

where $L$ is the number of qubits, and $l(p)$ the number of omitted swaps. Hence, one clearly sees that for $l \approx L$, so average one error in a layer, $p \approx 1 / L$, this approximation cannot be true. The average overall realizations for one permutation gives

$$
\begin{equation*}
\left\langle 4^{m(P, p)}\right\rangle_{p} \approx \sum_{l=0}^{w}\binom{w}{l} p^{l}(1-p)^{w-l} 4^{L-l}=4^{L}\left(1-\frac{3 p}{4}\right)^{w}=4^{L} 4^{f(p) w} \tag{D4}
\end{equation*}
$$

Where

$$
f(p)=\log _{4}(1-3 p / 4) \approx-\frac{3 p}{4 \log (4)}-\frac{9 p^{2}}{32 \log (4)}+O\left(p^{3}\right)
$$

so exactly as before taking our assumptions of small $p$ into account we may safely assume that $f(p)$ is linear.
Since from the study of general bounds (C4), we know that (at least for small $p$ ) the error factor should behave as $\delta(p)_{1 D} \approx 4^{L} e^{-\alpha(L) L^{2} p}$. using this assumption we might derive the value of $\alpha(L)$ from the equation (D4). This results in

$$
\begin{aligned}
\alpha(L) & \approx-\left.\frac{\partial \log (\delta(p))}{\partial p}\right|_{p=0} \frac{1}{L^{2}}=-\frac{\left.\frac{\partial \delta(p)}{\partial p}\right|_{p=0}}{\delta(0)} \frac{1}{L^{2}}=-\frac{1}{4^{L} L^{2}}\left(\left.4^{L} \sum_{w=0}^{L(L-1) / 2} 4^{f(0) w} \rho(w) \log (4) f^{\prime}(p)\right|_{p=0} w\right)= \\
& =-\frac{\log (4) f^{\prime}(0)}{L^{2}}\left(\sum_{w=0}^{L(L-1) / 2} \rho(w) w\right)=-\frac{\log (4) f^{\prime}(0)}{L^{2}} \frac{L(L-1)}{4}=\frac{3}{16}\left(1-\frac{1}{L}\right)
\end{aligned}
$$

Where $\rho(w)$ are weights coming from the Mahonian distribution, and so is the expectation value of $\bar{w}$. Thus, for large $L$ and appropriately small $p \ll \frac{1}{L}$, up to the corrections of order $O(1 / L)$, the decay constant is equal $\alpha=3 / 16$, so the average fidelity behaves as

$$
\begin{equation*}
\delta(p)_{1 D} \gtrsim 4^{L} e^{-\frac{3}{16} p L^{2}\left(1-\frac{1}{L}\right)} \approx 4^{L} e^{-\frac{3}{16} p L^{2}} \tag{D5}
\end{equation*}
$$

The above derivation can be generalized in a straight-forward way into

$$
\begin{equation*}
\delta(p)_{1 D} \gtrsim 4^{L} e^{-\frac{3}{4} p \bar{w}_{L}} \tag{D6}
\end{equation*}
$$

where $\bar{w}_{L}$ is the average number of swaps in permutations of $L$ elements for a given architecture.

## a. Upper bound of error factor $\delta$ for optimized permutation in $1 D$

As mentioned at the beginning of the section, in real-life quantum volume tests the permutations do not need to be exactly implemented. Only the performance of the entire circuit needs to agree. This does not mean, however, that we cannot leverage the information about the average behaviour of permutations and about 1D architecture.

In particular, if permutation brings together a pair of distant qubits on which a 2 -qubit gate is applied, then no matter how good one's transpiler is, those qubits need to be moved to each other. Therefore to calculate general minimal number of swaps to implement "optimized" permutation we first need to calculate the average distance $\overline{d i s t}$ between two qubits that are moved to each other.

Consider a permutation represented by a permutation matrix $P$. Then a pair of elements that are moved to each other corresponds to a pair of rows in $P$ and the distance between those elements is the distance between columns in which there are 1 in those two rows. Because we consider the average over all permutations, without loss of generality we can the first two rows. Moreover, for each distance - each occupied pair of columns - the number of permutations is exactly the same. Hence the formula for the distance is given by:

$$
\overline{d i s t}=\frac{\sum_{i \neq j=1}^{L}|i-j|}{\sum_{i \neq j=1}^{L} 1}=\frac{\sum_{i j}^{L}|i-j|}{L(L-1)}=\frac{\frac{1}{3} L\left(L^{2}-1\right)}{L(L-1)}=\frac{1}{3}(L+1)
$$

Finally, for each pair of cubits, the sum of distances travelled by two of those must be a least the original distance between them. Thus we can give a strict and always true bound for the average number of swaps for 1D architecture

$$
\begin{equation*}
\bar{w}_{L} \geq\lfloor L / 2\rfloor(\overline{\text { dist }}-1) \approx \frac{L(L-2)}{6} \tag{D7}
\end{equation*}
$$

which, using D5 gives the following upper bound for error factor for small $p$ :

$$
\begin{equation*}
\delta(p)<4^{L} e^{-\frac{1}{8} p L(L-2)} \approx 4^{L} e^{-\frac{1}{8} p L^{2}} \tag{D8}
\end{equation*}
$$

## 2. Square cube and hypercube architectures

The most natural generalization of linear architecture is square architecture, where the $L$ qubits are arranged in a square of size $\sqrt{L} \times \sqrt{L}$, and the swaps are allowed between nearest neighbours in both axes. In this subsection, we will discuss such a case and along the way, we generalize presented results for higher dimensional cubes.

For such an arrangement, one can easily derive a lower bound of an average number of necessary swaps $\bar{w}_{L}$ and layers $\bar{t}_{L}$ to implement permutations of $L$ elements on a square.

Firstly let's consider the average number of layers $\bar{t}_{L}$. The average length of the longest right-moving path in one dimension was (asymptotically) given by $(L-1)+\sqrt{(L-1) \pi / 2}+O(1)$, and in two dimensions elements can move also in "top-bottom" direction, effectively skipping $\sqrt{L}$ elements at once. Thus the average longest right-bottom-path, and therefore the average number of layers to implement a permutation, is bounded from below by

$$
\begin{equation*}
\bar{t}_{L} \geq \frac{L-1}{\sqrt{L}}+\sqrt{\frac{(L-1) \pi}{2 L}}+O\left(L^{-1 / 2}\right)=O(\sqrt{L}) \tag{D9}
\end{equation*}
$$

In the case of higher-dimensional cubes of dimension $d$ the above expression generalizes to

$$
\begin{equation*}
\bar{t}_{L} \geq \frac{L-1}{L^{1-\frac{1}{d}}}+\frac{\sqrt{(L-1) \pi}}{\sqrt{2} L^{1-\frac{1}{d}}}+O\left(L^{-\frac{d-1}{d}}\right)=O\left(L^{\frac{1}{d}}\right) \tag{D10}
\end{equation*}
$$

by the analogous arguments.
To study a lower bound on the average number of swaps $\bar{w}_{L}$ necessary to implement permutations of $L$ elements let us notice that each swap can decrease the sum length of all paths in a permutation $\left(\sum_{i=1}^{L} n_{i, P}^{2 D}\right)$ by at most 2 . Thus the number of swaps in permutation $\pi: w_{\pi}$ cannot be smaller than half of the sum of the length of all paths. Averaging this relation over all permutations of $n$ elements we obtain:

$$
\begin{equation*}
\bar{w}_{L} \geq \frac{1}{L!} \sum_{P \in \Sigma_{L}} \frac{1}{2} \sum_{i=1}^{L} n_{i, P}^{2 D} \tag{D11}
\end{equation*}
$$

In the next step, we once again bound the length of the path in $2 D$ architecture, by its length on a line which, using (D3), gives us:

$$
\begin{equation*}
\bar{w}_{L} \geq \frac{1}{L!} \sum_{P \in \Sigma_{L}} \frac{1}{2} \sum_{i=1}^{L} \frac{1}{\sqrt{L}} n_{i, P}=\frac{1}{2} \sqrt{L} \bar{n}_{L}=\frac{L^{2}-1}{6 \sqrt{L}}=O\left(L^{\frac{3}{2}}\right) \tag{D12}
\end{equation*}
$$

The generalization into higher-dimensional cubes of dimension $d$ gives us

$$
\begin{equation*}
\bar{w}_{L} \geq \frac{1}{2} L^{\frac{d-1}{d}} \bar{n}_{L}=\frac{L^{2}-1}{6 L^{1-\frac{1}{d}}}=O\left(L^{1+\frac{1}{d}}\right) \tag{D13}
\end{equation*}
$$

## a. Hypercube sorting

Below we describe an algorithm which gives an efficient upper bound for the average necessary number of layers and swaps simultaneously to implement a permutation using hypercube architectures. The implementation of the algorithm in the Python language is provided in the github repository. The main idea of this algorithm is aligned with [40 theorem 4.3, but our derivation is self-sustained and fully structural thanks to the properties of discussed architectures. Moreover, due to explicit construction, we can argue simultaneously about both the necessary number of swaps and layers to implement a permutation.

As we already argued the problem of implementing a permutation is equivalent to the problem of sorting the inverse of that permutation, thus we focus on the second one for convenience.

Let us start with a square. If all elements from each column were in the correct columns, one would just perform brick sort in each column, see 7 , thus the maximal number of layers would be equal $\sqrt{L}$, the maximal number of swaps $\sqrt{L} \times \frac{\sqrt{L}(\sqrt{L}-1)}{2} \approx L^{3 / 2} / 2$. If some elements are in the wrong column, but in each row, there are elements from all columns, one must first sort the rows, again by brick sort. Thus placing all elements in the correct columns, and simplifying the problem to the previous one, see 7 .

In general, however, elements which should be placed in one column are randomly scattered through the entire square, see 7 . We claim that the general case can be reduced to the one described in the above paragraph. One may mark each element in a square by natural numbers from 1 to $\sqrt{L}$ in such a way, that in each column there are all marks (without repetitions) and elements which should be in one column are marked with all marks (without repetitions). The proof that such enumeration is always possible, and an explicit algorithm for such enumeration, is placed at the end of the section for clarity. Then after sorting by marks in each column, using brick sort, the elements with marker $i$ end up in row number $i$, so by the properties of enumeration we reduced the problem to the above-described.

Overall to sort a 2D square of $L$ elements we thus did 3 times parallel brick sort - one in columns one in rows and again one in columns - giving maximally $3 \sqrt{L}$ layers and no more than $3 L^{3 / 2} / 2$ swaps.

(a)

(b)

(c)

FIG. 7: In the picture (a), elements on a square lattice with correct columns, the original column for each element is denoted by its colour. In the middle picture (b), columns are incorrect, however, there is only one colour in each row, so one could sort it by brick sort. In the picture (c), a most complex case with appropriate marking is presented.

Now we can iteratively generalize this method to hypercubes of $L$ elements. Similarly as above we mark the elements in $d$ dimensional hypercube by natural numbers form 1 to $L^{\frac{1}{d}}$, such that in each 1 dimensional column there are all markers and the elements which should be in one column are marked by all the marks. Then we perform sorting over marks in each 1 dimensional column. After this sorting, by the properties of marking, in each $L^{\frac{1}{d}}$ of $d-1$ dimensional stratums there are elements with the same marks, thus in each stratum there are elements which should be placed in all columns. The next step is to perform recursive sorting in those $d-1$ dimensional stratums, after which all elements are in the correct columns, so we finish sorting by applying brick sort in each column separately.

It is a simple proof by induction that such a way of sorting gives the following bound on the maximal, hence also the average number of layers and swaps:

$$
\begin{equation*}
\bar{t}_{L} \leq L^{\frac{1}{d}}(2 d-1) \text { and } \bar{w}_{L}<L^{\frac{d+1}{d}}\left(d-\frac{1}{2}\right) \tag{D14}
\end{equation*}
$$

The only missing part in the above-described algorithm is the proof that appropriate enumerations can always be done. For the general case of hypercubes, we prove the following statement

Theorem 1 Let $p$ be a permutation of $m \times j$ elements organized in the rectangle of size $m \times j$. Then there always exists a way to mark all elements of $p$ by the numbers from 1 to $j$ such that in each column are all markers form 1 to $j$ and the set of elements originated from each column has all the markers form 1 to $j$.
a. Proof: If $m=1$ all marking numbers are 1 so the theorem is trivially satisfied, so in the following, we assume $m>1$. Each permutation $p$ can be decomposed into a finite number of transpositions, thus we prove the theorem by induction over consecutive transpositions.

As a first inductive step let us notice that if $p$ is an identity, there is a straightforward way of marking: the marker of each element is just its position in the column. Next, we assume that there was some correct marking for the permutation $p$ and that the permutation $p^{\prime}$ differs from $p$ by one extra transposition of elements.

If those elements had the same marks in $p$, or they originated from the same column, marking for $p$ is also a valid marking for $p^{\prime}$. Moreover, if those elements belong to the same column, but originated from different rows, the valid marking for $p^{\prime}$ differs from the marking for $p$ by the same transposition.

Now, we come to the last, most complicated, case, where the transposition changing $p$ into $p^{\prime}$ mixes the elements which originated from different columns, are in different columns, and have different markings.

To construct the new marking for $p^{\prime}$ we first copy all the marks, except those with values the same as for swapped elements. Then we start to rewrite the marks from one of two columns with exchanged elements. First, we exchange
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FIG. 8: Plot of the average number of layers (left) and swaps (right) to implement a permutation by the recursive version of the brick sort discussed above for the square of $n$ elements and cube of $n$ elements. The upper bound follows directly from the discussion within the algorithm ( $\overline{\mathrm{D} 14)}$ and the lower bound from the discussion of the average length of paths (D10) (D13). Each point was obtained as an average over 1000 trials.
those marks which are the same as those of swapped elements in one of the columns. This move resolved the conflict with marks for the first swapped element without affecting the property that in each column there are all marks. However, this exchange of marks created a new error for elements which originated from the same column as the one with just exchanged marks.

So next we look for the element with the same mark from this set, identify its column in this column swap the two marks of interest. This swap resolved the above-mentioned error but potentially created a new one, thus we further proceeded in the discussed manner. Because the number of columns is limited, this procedure finishes under a finite number of steps with all the conflicts resolved. If some marks for $p$ weren't transcribed into marks for $p^{\prime}$ in this process, the final step is to copy them without any changes. Therefore we constructed the proper marking for the permutation $p^{\prime}$.

The above theorem guarantees the existence of correct marking not only for permutations on a square architecture (for $m=j=\sqrt{L}$ ) but also on a hypercube ( $m=L^{\frac{1}{d}}, j=L^{\frac{1-d}{d}}$ ) since all dimensions except the first (column) one can be flattened without affecting the properties of marking.
Hence, according to to (D6) we obtain the following bounds for error rate $\delta(p)$ :

$$
\begin{equation*}
\delta(p)_{2 \mathrm{D}} \approx 4^{L} e^{-\frac{9}{8} p L^{\frac{3}{2}}} \text { and } \delta(p)_{d \mathrm{D}} \approx 4^{L} e^{-\frac{3}{4} p L^{\frac{d+1}{d}}\left(d-\frac{1}{2}\right)} \tag{D15}
\end{equation*}
$$

## b. Upper bound of error factor $\delta$ for optimized permutation in $2 D$ and higher dimensions

For square architecture, similarly, as for 1D architecture, we may lower bound the minimal necessary number of swaps by calculating the distance between a pair of qubits that are brought together. All the arguments regarding the average over permutations from 1D case hold still, but now we consider displacement in two dimensions so the average distance between the pair of qubits is given by:

$$
\begin{equation*}
\overline{\operatorname{dist}}_{2 D}=\frac{\sum_{\left(i_{1}, i_{2}\right) \neq\left(j_{1}, j_{2}\right)=1}^{\sqrt{L}}\left|i_{1}-j_{1}\right|+\left|i_{2}-j_{2}\right|}{\sum_{\left(i_{1}, i_{2}\right) \neq\left(j_{1}, j_{2}\right)=1}^{\sqrt{L}}}=\frac{\frac{2}{3} L^{3 / 2}(L-1)}{L(L-1)}=\frac{2}{3} L^{1 / 2} . \tag{D16}
\end{equation*}
$$

This calculation can be easily generalized to $d$ dimensional case:

$$
\begin{equation*}
\overline{d i s t}_{d D}=\frac{\frac{d}{3} L^{2-\frac{1}{d}}\left(L^{\frac{2}{d}}-1\right)}{L(L-1)} \approx \frac{d}{3} L^{1 / d} \tag{D17}
\end{equation*}
$$

Hence same as (D7) we can derive a lower bound on the necessary number of swaps to implement an "optimized" permutation. Which gives the following upper bounds for the error factor:

$$
\begin{equation*}
\delta(p)_{2 \mathrm{D}} \lesssim 4^{L} e^{-\frac{1}{4} p L^{\frac{3}{2}}} \text { and } \delta(p)_{d \mathrm{D}} \lesssim 4^{L} e^{-\frac{d}{8} p L^{\frac{d+1}{d}}} \tag{D18}
\end{equation*}
$$

## Appendix E: Connection between the Heavy-output frequency and the Fidelity

In this section, we first present the definition and design of a heavy-output frequency test. Then we provide additional evidence for the connection already suggested between heavy output frequency and fidelity [27].

For a given random quantum circuit $U$ and an input state $\left|\psi_{0}\right\rangle$, the output state is denoted as $|\Psi\rangle=U\left|\psi_{0}\right\rangle$. The basis states measured with a probability greater than the median $p_{\text {med }}$ of all probabilities are named heavy outputs, constituting the heavy output subspace represented by $H_{U}$.

$$
\begin{equation*}
H_{U}=\left\{|\boldsymbol{m}\rangle \text { s.t. } \quad p_{\boldsymbol{m}}>p_{\mathrm{med}}\right\} \tag{E1}
\end{equation*}
$$

where $p_{\boldsymbol{m}}=|\langle\Psi \mid \boldsymbol{m}\rangle|^{2}$ denotes the probability of measuring a basis state $|\boldsymbol{m}\rangle$. The heavy-output probability $h_{U}$ is defined as

$$
\begin{equation*}
h_{U}=\sum_{|\boldsymbol{m}\rangle \in H_{U}} p_{\boldsymbol{m}} \tag{E2}
\end{equation*}
$$

This concept is useful for benchmarking quantum computers. Under specific assumptions, it has been demonstrated that no classical algorithm can identify heavy outputs with a probability greater than $2 / 3$ [21]. Consequently, a quantum device's ability to exceed this probability threshold of $2 / 3$ may signify a quantum advantage in sampling, making it a passing criterion in the Quantum Volume test [19]. In the QV test, the heavy output subspace is identified by the classical simulation of the quantum circuit $U$. A real quantum device executes a corresponding faulty circuit $\tilde{U}$ that generates an outcome state $|\tilde{\Psi}\rangle=\tilde{U}\left|\psi_{0}\right\rangle$. The probabilities of the basis states of the heavy output subspace, determined by classical simulation of a quantum circuit, are measured leading to the faulty heavy output frequency $h_{\tilde{U}}$, which reads

$$
\begin{equation*}
h_{\tilde{U}}=\sum_{\boldsymbol{m} \in H_{U}} \tilde{p}_{\boldsymbol{m}} \tag{E3}
\end{equation*}
$$

For an ideal, error-free circuit, the asymptotic average heavy output frequency approaches $h_{U} \rightarrow(1+\log (2)) / 2 \approx 0.85$, compared to 0.5 for a completely depolarized device 21.


FIG. 9: Plot of the average faulty heavy output frequency as a function of the average fidelity for the two architectures considered. The data points were obtained for several layers varying the parameters $\alpha$ and $p$, and only consider data with $12 \leq T \leq 20$. Each point was obtained averaging over 5000 iterations for $L=4,2000$ for $L=10$, and 1000 for $L=12$. For $\alpha, p \neq 0$ and both for Full and 1D connectivities, the values of the parameters ( $\alpha, p$ ) were $(0.003,0.006),(0.008,0.0048),(0.04,0.008),(0.08,0.008)$ for all system sizes. Moreover, in simulations for 1D architecture the parameters $(0.001,0.002),(0.002,0.0012),(0.003,0.0006),(0.0045,0.00045)$ for $L=10,12$ were also used. In the case of $\alpha=0$ and both architectures, the simulations were realized using the parameter $p=n \times 10^{-j}$ with $n=\{1,2, \ldots, 9\}$ and $j=\{1,2,3\}$ and $p \leq 0.2$.

The likelihood of measuring a specific outcome can be straightforwardly determined by executing a quantum circuit multiple times. However, deriving an analytical expression for the average heavy output frequency in the presence of noise remains challenging. The expression for the average heavy output frequency can be obtained in the spirit of Eq. (A4) is
where $\left|\psi_{0}\right\rangle$ is the chosen input state, the $\mathcal{P}_{H}$ denotes the projection on the appropriate heavy output subspace and in general is dependent both on the gates inside the circuit and the chosen input state. Due to this fact, the averages cannot be factorized even for the uncorrelated errors. Moreover, the unitarity in the circuit is lost as well making the analytical calculations unattainable in general scenarios.

However, it has been achieved for certain simple noise types, such as depolarizing noise, where the dependency was found to be linear in relation to the average fidelity [27]. Conversely, calculating the average fidelity Eq. (A4) between a state produced by a perfect circuit and one affected by noise is analytically more tractable but experimentally challenging. This discrepancy raises the question of how closely these quantities are related.

It turns out that for the discussed types of errors and architectures of the quantum volume circuit, the connection between the fidelity and heavy output frequency can also be stated as a simple function. The relation is given by the linear rescaling such that the lower and upper bounds for both quantities coincide:

$$
\begin{equation*}
F=1-\frac{2^{L}-1}{2^{L}} \frac{h_{U}-h_{\tilde{U}}}{h_{U}-\frac{1}{2}}, \tag{E5}
\end{equation*}
$$

where $h_{U}$ is the average value of heavy output frequency obtained for the ideal scenario with no errors. The numerical evidence supporting this claim is presented in Figure 9.

We note that the same relation was obtained in the case of global depolarizing channel [27], which suggests that this simple behavior is general at least for isotropic noise. The fact that standard approximations of heavy output frequency, which stream from the behaviour of fidelity, repeatedly provided the expected results [19] [27] additionally support this claim.
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