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In this research, we conduct a global QCD analysis of fragmentation functions (FFs) for neutral
pions (π0), neutral kaons (K0

S), and eta mesons (η), utilizing world data of single inclusive hadron
production in e+e− annihilation involving the most recent BESIII data with low collision energy,
to test the operational region of QCD collinear factorization for single inclusive hadron production.
We found that the QCD-based analysis at next-to-next-to leading order in perturbative QCD with
parameterized higher-twist effects can explain both existing high-energy world data and the BESIII
new measurements, while the latter cannot be explained with existing FFs extracted with high-
energy data. To investigate the higher-twist contributions to this discrepancy, a direct functional
approach is employed, providing testing framework for characterizing the experimental results over
a wide range of energy scales, from low to high, thus extending the classical theoretical models to
the BESIII domain.

I. INTRODUCTION

To describe the process of hadronization, fragmenta-
tion functions(FFs) [1] are introduced into the frame-
work of Quantum Chromodynamics (QCD). Fragmenta-
tion functions characterize the non-perturbative process
of a parton, from hard scattering events, evolving into an
observed hadron in final state [2, 3], where FFs represent
the probability density of a parton fragmenting into a
specific hadron. Similar to parton distribution functions
(PDFs) [4–6], these functions have been proven to be uni-
versal and cannot be computed perturbatively, and can
only be extracted from world data through global QCD
analysis. These analyses encompass hadron production
in electron–positron Single-Inclusive Annihilation (SIA),
lepton–nucleon Semi-Inclusive Deep-Inelastic Scattering
(SIDIS), and proton–proton (pp) collisions, with the stip-
ulation that the factorization scale must significantly ex-
ceed the QCD scale parameter (ΛQCD). Owing to this
rationale and the scarcity of data at low energy scales,
QCD global analyses of FFs usually incorporate experi-
ments at high energy scales. Therefore, the acquisition of
new data for π0, K0

S , and η at relatively low scales from
BESIII [7, 8] mandates a critical evaluation of the QCD
factorization framework across these energy regions.

Numerous collaborations regularly update and refine
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their sets of FFs for both light and heavy hadrons, com-
plete with quantified uncertainties. For neutral pions
(π0), the FFs of their charged counterparts are frequently
used as proxies for estimations. Over the recent years,
FFs for charged pions at next-to-leading order (NLO)
accuracy have been established by several groups, such
as DEHSS [9], HKKS [10], JAM [11] and [12]. Theo-
retical investigations into the effects of next-to-next-to-
leading order (NNLO) QCD corrections have been con-
ducted by ARS [13], AKRS [14], NNFF [15], BSDSV
[16] and MAPFF [17]. However, while AKRS incor-
porated small-z resummation, NNFF [15] accounted for
hadron mass corrections, with each group employing dis-
tinct initial evolution scales and kinematic constraints
on the data. BSDSV [16] and MAPFF [17] NNLO anal-
yses include lepton-nucleon semi-inclusive deep inelastic
scattering data. In the case of neutral kaons (K0

S), the
literature features contributions from several notable col-
laborations, including BKK96 [18], BS [19], AKK05 [20],
AKK08 [21], and SAK20 [22], each offering their unique
sets of FFs. BKK96 [18] and AKK05 [20] carried out
a comprehensive QCD analysis to derive NLO accuracy
FFs for K0

S , utilizing data from electron-positron col-
lisions. AKK08 [21] revisited FFs for K0

S considering
the effect from hadron mass corrections, including in-
clusive hadron production measurements from proton-
proton collisions at PHENIX, STAR, BRAHMS, and
CDF. SAK20 [22] FFs determinations are performed at
NNLO accuracy, which is the most recent QCD analysis
for the fragmentation functions of K0

S . When it comes
to the FFs for the η meson, the AESSS [23] FFs at NLO
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accuracy stand as the primary and sole resource.

Despite significant advancements, our current compre-
hension of the FFs for π0, K0

S , and η suffers from describ-
ing low scale data points. The predictions from existing
FFs for π0, K0

S , and η significantly deviate from experi-
mental results within the low-energy range of the BESIII
experiment [7, 8], one significant potential reason for this
discrepancy may be that the FF analyses predominantly
utilize SIA data with

√
s values above 9 GeV, a region

where higher twist effects, suppressed by Q2, are often
neglected.

In this study, we make a comprehensive global QCD
analysis of single inclusive production for π0, K0

S , and η,
with existing SIA world data and the latest low Q scale
BESIII data [7, 8], to test the leading twist QCD collinear
factorization working region. In addition, a parameter-
ized functional approach is adopted to explore the higher
twist contribution. This approach offers a testing frame-
work for describing experimental outcomes across a broad
spectrum of energy levels, from low to high, extending the
classical theoretical descriptions to BESIII region.

The remainder of the paper is organized as follows. We
first introduce the QCD factorization framework for SIA
in Sec. II, we then present the fitting framework in our
analysis in Sec. III followed by the final result in Sec. IV.
Finally, a summary is given in Sec.V.

II. PHYSICAL OBSERVABLE

In order to test the operational region of leading twist
QCD collinear factorization for hadron production, and
study the influence of higher twist effect at low colli-
sional energies, we have chosen to analyze the SIA pro-
cess, which is preferred because its interpretation does
not require the simultaneous knowledge of PDFs, mak-
ing it the theoretically cleanest process for FF studies.
The cross section for the single-inclusive hadron produc-
tion in electron-positron annihilation (e++e− → h+X),
normalized to the total cross section σtot (e

++e− → X),
can be schematically written as

1

σtot

dσh

dz
=

1

σtot

∑
k=T,L

dσh
k

dz
, (1)

where z = 2Ph ·q/Q2 is the scaling variable (z = 2Eh/
√
s

in electron-positron center of mass frame), Ph and q are
the four-momenta of the observed hadron and the time-
like γ/Z boson, respectively, and Q2 = q2 = s with

√
s

being the center of mass energy. T, L denote the trans-
verse and longitudinal polarization of the exchanged γ/Z
boson.

According to QCD factorization theorem for SIA pro-
cess when Q ≫ ΛQCD, the transverse (T) and longi-
tudinal (L) part in Eq.(1) can be written as a convo-
lution of perturbative coefficient functions Ck

i and non-

perturbative fragmentation functions (FFs) Dh
i ,

1

σtot

dσh
k

dz
=

1

σtot

∑
i

Ck
i

(
z,Q2, µ2

)
⊗Dh

i (z, µ
2). (2)

In our calculation, both factorization and renormaliza-
tion scales are set equal to the center of mass energy of
the collision, µR = µF =

√
s = Q. The symbol ⊗ denotes

the standard convolution integral defined as

[f ⊗ g](z) =

∫ 1

0

dx

∫ 1

0

dyf(x)g(y)δ(z − xy). (3)

In pQCD, the coefficient functions can be calculated as
a perturbative series in as = αs/4π with αs the QCD
running coupling,

Ck
i = C

k,(0)
i + asC

k,(1)
i + a2sC

k,(2)
i + . . . . (4)

In order to minimize the uncertainties from higher order
QCD corrections, we use the highest precision results for
all the perturbative coefficients up to date, i.e., NNLO at
O(a2s), where the expressions for σtot and the coefficient
functions can be found in Refs. [24–28].

In our analysis, fragmentation functions for π0, K0
S ,

and η are derived from SIA, integrating both the compre-
hensive global datasets and the latest BESIII data [7, 8].
The global dataset encompasses a wide range of center-
of-mass energies, from 9.46 GeV at ARGUS, to 91.2 GeV
at facilities such as ALEPH and OPAL. In addition to in-
clusive measurements, our study integrates flavor-tagged
data from the TPC, DELPHI, and SLD experiments, fa-
cilitating the differentiation between contributions from
different quark and gluon types. Additionally, the exist-
ing predictions for π0 are derived from π± fragmentation
functions. To maintain consistency with past research
and enhance the dataset, our analysis includes world data
for both neutral and charged pions in SIA.

The latest BESIII data [7, 8] expands the energy scale
down to 2.0 GeV, a regime that challenges leading twist
QCD factorization for single inclusive hadron production,
thereby enabling an exploration of higher twist effects to
augment the understanding of QCD factorization.

The datasets employed in this study are summarized
in Sec. IV. For each dataset, we specify the experiment’s
name, related references, and the number of data points
included in the fit. In the small z region, soft gluon effects
cause the DGLAP evolution equations to become unsta-
ble, leading to discrepancies between the theoretical mod-
els and experimental data. Consequently, all theoretical
models limit their analysis to data points where z ≥ zmin,
with zmin representing the lower z-bound. In our analy-
sis, we constrain the data to z ≥ zmin = 0.05 and apply
an upper cut at z < 0.95 to mitigate the significant en-
hancement due to threshold logarithms ∝ log(1− z).
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III. OUTLINE OF THE ANALYSIS

A. Fitting framework

The fitting framework we employ is grounded in the
methodology outlined in Ref. [29], where the fitting pro-
cess is performed in Mellin space. Additionally, the evo-
lution of FFs across varying energy scales, denoted by Q,
is regulated by the Dokshitzer-Gribov-Lipatov-Altarelli-
Parisi (DGLAP) equations [30–33]:

∂

∂lnµ2
Dh

i (z, µ) =
∑
j

[Pji ⊗Dh
j ](z, µ), (5)

where Pji are the time-like splitting functions, and z is
the fraction of the four-momentum of the parton taken
by the identified hadron.

Our primary objective is to investigate the FFs of π0,
K0

S , and η, including the exploration of higher twist ef-
fects. We parameterize the FFs at an initial scale µ0 = 1
GeV, which is below the lowest energy region encoun-
tered in BESIII collisions. We take the parameterization
form of FFs at initial scale µ0 following the approach in
the series of DSS global QCD analyses [13, 34–36]:

Dh
i (z, µ0) =

Niz
αi(1− z)βi [1 + γi(1− z)δi ]

B[2 + αi, βi + 1] + γiB[2 + αi, βi + δi + 1]
.

(6)
B[a, b] denotes the Euler Beta function, with a and b
chosen such that Ni is normalized to the second mo-

ment
∫ 1

0
zDh

i (z, µ0)dz of the FFs. Given the limitation of
using SIA data, which precludes differentiation between
quark and antiquark fragmentation functions, our anal-
ysis adopts the quark combination q+ = q + q̄ for the
parametrization. In Equation (6), the index i represents
the quark combinations u+, d+, s+, c+, b+, and the gluon
g.

TABLE I: Parameters describing the NNLO FFs
(i+ = i+ ī) for π0. Inputs for light and gluon FFs are
set at the initial scale µ0 = 1.0 GeV. Inputs for the
charm and bottom FFs refer to µ = mc and µ = mb,

respectively.

Parameter N α β γ δ

u+ = d+ Nu+ αu+ βu+ γu+ δu+

s+ Ns+ αs+ βs+ γs+ δs+
g Ng αg βg γg δg
c+ Nc+ αc+ βc+ γc+ δc+
b+ Nb+ αb+ βb+ γb+ δb+

We now outline the assumptions underlying our
parametrizations. Based on the isospin symmetry of dif-
ferent mesons, various strategies are employed for the
parametrization of fragmentation functions for π0, K0

S ,
and η. In the case of the neutral pion (π0), we posit iden-
tical fragmentation functions for up and down quarks,

TABLE II: Same as Tab.I, but for K0
S .

Parameter N α β γ δ

u+ Nu+ αu+ βu+ - -
d+ Nd+ αd+ βd+ - -
s+ Ns+ αs+ βs+ - -
g Ng αg βg - -
c+ Nc+ αc+ βc+ - -
b+ Nb+ αb+ βb+ - -

TABLE III: Same as Tab.I, but for η.

Parameter N α β γ δ

u+ = d+ = s+ Nu+ αu+ βu+ γu+ δu+

g Ng αg βg - -
c+ Nc+ αc+ βc+ - -
b+ Nb+ αb+ βb+ - -

denoted as Dπ0

u+ = Dπ0

d+ . For the K0
S meson, we ad-

here to the fragmentation function scheme outlined in
AKK05 [20], and followed in AKK08 [21] and SAK20 [22],
where u+, d+, s+ are parametrized independently. Con-
sidering the number of experimental data points from
e+e− annihilation to determine the K0

S FFs is rather
limited, we fix γi, δi to zero. Regarding the η meson,
we adopt the AESSS [23] scheme, which posits that all
light quark flavors have equivalent fragmentation func-
tions, namely Dη

u+ = Dη
d+ = Dη

s+ . For the same reasons

as those governing K0
S , we impose constraints on the pa-

rameters γc+,b+,g and δc+,b+,g for η. In the scale evolu-
tion of the FFs, charm and bottom quarks are included
in the scale evolution above µ = mc and µ = mb, where
mc = 1.43 GeV and mb = 4.3 GeV represent the masses
of the charm and bottom quarks, respectively. After all
these considerations, the free parameters for π0, K0

S , and
η are summarized in Tables I, II, and III.

Parameters characterizing the FFs of quarks and glu-
ons into neutral mesons, as introduced in Eq. (6), are de-
termined through standard χ2 minimization using world
data [37–71] and BESIII data [7, 8]. The minimized χ2

value is defined by the equation

χ2 =

N∑
j=1

(Tj − Ej)
2

∆E2
j

, (7)

where Ej denotes the experimentally measured value,
∆Ej is the associated uncertainty, and Tj is the theo-
retical predictions for the parameters in Eq. (6), at a
specified order in αs. For the experimental uncertainties
∆Ej we consider the statistical and systematic errors in
quadrature for the time being.
Considering the relatively low energy scale at BESIII,

one might also need to consider the hadron mass correc-
tions [72–74]. In the presence of hadron mass effect, the
scaling variable needs to be modified from z = 2Eh/

√
s

to a specific choice of scaling variable ξ defined as a light-



4

0

5

10

1/
d

to
ta

ld
/d

z

This Work NNLO+HT
MAPFF NNLO Prediction
NNFF NNLO Prediction
AKRS NNLO Prediction
BESIII Q=2.23 GeV

BESIII Q=3.05 GeV

0

5

10

1/
d

to
ta

ld
/d

z

BES III Q=2.40 GeV BESIII Q=3.40 GeV

0.2 0.4 0.6 0.8
z

0

5

10

1/
d

to
ta

ld
/d

z

BESIII Q=2.80 GeV

0.2 0.4 0.6 0.8
z

BESIII Q=3.67 GeV

FIG. 1: Analysis of π0 BESIII [7] datasets alongside our best-fit results, compared with the NNLO predictions from
NNFF [15], MAPFF [17], and AKRS [14].

cone scaling. It is given by,

ξ =
z

2

1 +

√
1−

4m2
h

Q2z2

 . (8)

Consequently, the differential cross section in the pres-
ence of hadron mass effect for SIA process need to be
modified as

dσh

dz
=

1

1− m2
h

Q2ξ2

dσh

dξ
. (9)

One notices that hadron mass corrections increase as
either z or

√
s decreases, or whenmh is increased. There-

fore, in the low-scale kinematic region, these correc-
tions for K0

S and η can become significant. For exam-
ple, hadron-mass corrections remain below 10% for all
hadronic species at z = 0.1 and Q = MZ , but increase to
30% or higher for K0

S and η at z = 0.1 and Q = 10 GeV.
In our analysis, we incorporate hadron-mass corrections
for K0

S and η to enhance the theoretical accuracy for the
BESIII [7, 8] data description.

B. Higher-twist effect evaluation

Analysis of BESIII data [7, 8], as presented in Fig.1,
2, and 3, utilizing predictions from NNFF [15], MAPFF
[17], AKRS [14], AKK08 [21], and AESSS [23], reveals
significant tension. Traditional methods of incorporating

BESIII [7, 8] experiments into the datasets have been
less effective in obtaining a robust solution, invariably
resulting in a large χ2, thereby prompting the need for
the inclusion of higher-twist effects in the BESIII region.
Considering the lack of higher-twist contributions in

SIA calculations, our analysis follows the methodology
of Accardi et al. [75], enhancing it to incorporate higher
twist effects by parameterizing the corrections with a
phenomenological z-dependent function:

dσh
k

dz
=

dσh,LT
k

dz

[
1 +

CT4(z)

Q2
+

CT6(z)

Q4
+ . . .

]
, (10)

where dσh,LT
k denotes the leading twist contribution

shown in Eq.(2), the second and third term in the above
equation are the corresponding twist-4 and twist-6 cor-
rections to leading twist, which are suppressed in 1

Q2 and
1
Q4 , respectively. The higher twist coefficient functions

are parameterized by a polynomial function as

CT4(x) = h0x
h1(1 + h2x),

CT6(x) = h3x
h4(1 + h5x),

(11)

with h0, h1, h2, h3, h4 and h5 as free parameters. In this
study, we adopt CT4 and CT6, which effectively describe
the data points. More complex parametrizations require
extensive data analysis, which are beyond the scope of
this paper. Consequently, the exploration of higher pa-
rameterizations is reserved for future research, in antici-
pation that advancements in scientific methods will per-
mit a more comprehensive investigation.
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FIG. 2: Analysis of K0
S BESIII [7] datasets alongside our best-fit results, compared with the NLO predictions from

AKK08 [21].

IV. RESULTS

In this section, we present the main results of this work.
We first test the global analysis to the SIA data for π0,
K0

S , and η using fixed order pQCD calculation at NNLO
without higher twist effect. It turns out that without the
BESIII low energy data, we can reproduce the similar
χ2 results in Refs. [14, 21, 23] and a satisfactory fit is
obtained for π0, K0

S , and η. However, such a satisfactory
convergence of the fit is spoiled when BESIII low energy
data is included, even with hadron mass corrections. This
observation strongly motivates us to include both mass
corrections and higher twist effect, which eventually yield
χ2/Ndp values of 1.55, 1.47, and 1.52 for π0, K0

S , and η,
respectively, indicating a satisfactory fit quality.

In the following, we discuss the quality of the fits and
compare our predictions to the included datasets. The
overall statistical quality of our fit, as quantified by the
χ2 per data point (χ2/Ndp), for both individual and com-
bined datasets, is summarized in Tables IV, V, and VI.

A. Analysis of BESIII datasets alongside our
best-fit results

In order to illustrate the impact of the inclusion of
higher twist effect, in Figs. 1, 2, 3, we show the low-
energy behavior of our fit for π0, K0

S , and η mesons and
compare them to the most recent determinations avail-
able in the literature, namely the AKK08 [21] forK0

S , and

the AESSS [23] for η, and the π0 FFs will be compared
with NNFF [15] and MAPFF [17].
For π0 mesons, various theoretical predictions extrap-

olated from different FFs determined from existing world
data are depicted in Fig. 1. The FFs are obtained with
slightly different assumptions and show the sensitivity
of the predictions to assumptions about the behavior at
low-z and different

√
s. Both AKRS [14] and NNFF [15]

are derived from inclusive annihilation data at NNLO ac-
curacy, with AKRS [14] incorporating small-z resumma-
tion and NNFF [15] applying hadron mass corrections.
The NNLO analysis by MAPFF [17] encompasses low-
Q2 data derived from the lepton-proton fixed-target ex-
periments at HERMES and COMPASS. Each analysis
adopts distinct initial evolution scales and kinematic cri-
teria, with NNFF [15] and MAPFF [17] setting Q0 = 5
GeV, whereas AKRS [14] utilizes Q0 = 10.54 GeV. At
varying center-of-mass energies, we observed a reason-
able agreement between our NNLO+HT fit and experi-
mental data points. Particularly at lower energies, our
best-fit demonstrates significant congruence with BESIII
data [7], highlighting the higher twist contribution in de-
tailing the π0 production mechanism. Notably, the fit in
the low z domain reveals substantial enhancements.
In the analysis of K0

S mesons, Fig. 2 illustrates a com-
parison between the BESIII datasets [7] and our best-
fit results, alongside the predictions from AKK08 [21]
at NLO accuracy. The AKK08 fragmentation functions
are extracted from K0

S production in single inclusive an-
nihilation with

√
s ranging from 14 to 189 GeV, and

in proton-proton collisions at
√
s of 200, and 630 GeV,
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FIG. 3: Analysis of η BESIII [8] datasets alongside our best-fit results, compared with the NLO predictions from
AESSS [23].

whose energy scales exceed the typical c.m. energies at
BESIII. The AKK08 FFs adopt a minimum value for z
at 0.05 and an initial scale of µ0 =

√
2 GeV. To incor-

porate hadron mass corrections to enhance the accuracy
of their predictions, AKK08 FFs use a fitted parame-
ter rather than the actual mass value. However, AKK08
predictions struggle to describe the BESIII data.

Fig.3 displays our fitting results for η mesons depicted
by the red curve, while the green dotted curve repre-
sents the theoretical predictions using the η FFs from
the AESSS [23] parametrization at NLO. The AESSS
FFs, derived from data of η production in e+e− anni-
hilation with

√
s approximately at 10, 30, and 90 GeV,

and in proton-proton collisions at
√
s about 200 GeV,

adopt a z minimum cut at zmin = 0.1. Meanwhile, our
fit incorporates data points down to z ≥ 0.05. Evidently,
the AESSS FFs have poor description about the BESIII
data sets, and the agreement between its theoretical pre-
diction and data tends to worsen with decreasing c.m.
energy.

B. Analysis of world data at high energies
alongside our best-fit results

Fig. 4 displays old world data for π± and π0 across var-

ious center-of-mass energies. For π± data, Dπ+

i +Dπ−

i =

2Dπ0

i is adopted. Our optimal NNLO fragmentation
functions provide a good description of both π± and π0

data. In comparison to the χ2 analyses of the π± experi-
ments conducted by NNFF [15], MAPFF [17], and AKRS
[14], our χ2 analysis of π± yields consistent results. De-
viations between theoretical predictions and data are ob-
served at large z values for TASSO at 14 GeV, while a
good agreement is achieved with TASSO at 34.0 GeV and
34.6 GeV.

Fig. 5 shows comparisons between our best-fit FFs’
theoretical predictions and K0

S production world data.
The deviation between the theory and the data can be
seen for the large value of z for DELPHI 183 and DEL-
PHI 189. These findings are consistent with the χ2 val-
ues listed in Tab.V. Similarly, these phenomena can be
observed from AKK08 [21], and SAK20 [22]. Tagged
data from the SLD measurements and our theory pre-
dictions from our best-fit FFs including mass corrections
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FIG. 4: Comparison of the included world datasets (left for π±, right for π0) with the corresponding NNLO
theoretical predictions using our best-fit π0 NNLO FFs. The distributions have been scaled by c = 10i with i

ranging from TPC(C) to SLD.
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FIG. 5: Same as Fig.4, but for K0
S .

and higher twist effect agree with each other well.

Comparison between the η production datasets in SIA
process analyzed in this study from different experiments
in world data and the corresponding theoretical predic-
tions are shown in Fig.6. Comparing with the χ2 from

the fit by AESSS [23], we arrive at similar conclusions
regarding the contributions of errors across different ex-
perimental groups.

Generally, there is an overall good agreement between
the experimental data from all experiments and our best-
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FIG. 6: Same as Fig.4, but for η.

fit NNLO theoretical predictions, consistent with the in-
dividual χ2 values reported in Tab IV, V, and VI. Re-
markably, our theoretical predictions exhibit significant
agreement with experimental data across a wide range of
scale values, spanning from 2 GeV to more than 91 GeV.
Additionally, our further investigation reveals that our
fragmentation functions exhibit excellent performance
for high collision energy (> 9 GeV), even without re-
quiring modifications to account for higher twist effects.
This underscores that our adjustment for higher twist ef-
fects provides robust support in the low-energy region,
without undermining the prevailing dominance of QCD
factorization in the large energy regime.

The optimal fit parameters for π0, K0
S , and η frag-

mentation functions (FFs), along with the corresponding
higher twist effects, are detailed in Tables VII, VIII, IX,
and X. Our obtained FFs are depicted in Figs. 7, 8, 9.
To compare with the previously published FFs, we take
AESSS [23] as an example. Since it is the only avail-
able source for η measurements, and given that it also
employs an initial scale of µ0 = 1 GeV, we can directly
compare our results with AESSS [23] at both 1 GeV and
91.2 GeV in Fig. 9. At 1.0 GeV, up (u), down (d), and
strange (s) quark FFs show similar trends between our fit
and AESSS [23] at high z values, but diverge noticeably
at low z values. Significant differences are also observed
in the gluon (g) FF at 1 GeV. At 91.2 GeV, the agree-
ment between this work and AESSS [23] improves across
all quark types.

V. SUMMARY AND OUTLOOK

Our analysis has revealed challenges in simultaneously
describing behaviors at low and high-energy scales us-
ing conventional fragmentation function approaches, un-
derscoring the importance of testing the QCD factoriza-
tion operational region. An exploratory study has been
performed to understand it at NNLO level by including
hadron mass corrections and higher-twist effects. To in-
vestigate the higher-twist contributions, we adopted a
parameterized functional approach, creating an exten-
sive framework that represents experimental outcomes
across diverse energy scales, thus broadening classical
theoretical models to encompass the BESIII regime. This
research establishes a framework for further exploring
the interplay between higher twist dynamics and the
hadronization process. Subsequent studies will focus on
quantifying these effects and expanding the analysis to
include a wider variety of hadronic states. Despite SIA is
the cleanest process for the determination of FFs, it car-
ries limitted information on flavour separation, lacks the
ability to distinguish between quark and antiquark FFs.
To address these limitations, forthcoming updates to our
fit will incorporate measurements from additional pro-
cesses, such as proton-proton collisions and SIDIS pro-
cesses, enhancing our grasp on these critical aspects.
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Results from AESSS [23] FFs are also included for comparison.
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TABLE IV: The list of input datasets in analyses of π0,
both π± and π0 data are included. For each dataset, we
indicate the corresponding center-of-mass energy

√
s

and the value of χ2 per data point for the individual
dataset in our best-fit. The total values of χ2/Ndp have

been presented as well.

Exp(π±)
√
s [GeV] Ndp χ2/Ndp

BELLE [37] 10.5 76 0.23
BABAR [38] 10.5 44 1.08
TPC [39] 29.0 17 4.79
TPC(UDS) [39] 29.0 9 0.21
TPC(C) [39] 29.0 9 0.75
TPC(B) [39] 29.0 9 1.08
SLD [40] 91.2 28 1.62
ALEPH [41] 91.2 22 3.07
OPAL [42] 91.2 21 1.07
DELPHI [43] 91.2 17 1.60
DELPHI(UDS) [43] 91.2 17 0.71
DELPHI(B) [43] 91.2 17 0.31
SLD(UDS) [40] 91.2 17 1.25
SLD(C) [40] 91.2 17 2.92
SLD(B) [40] 91.2 17 0.73

Exp(π0)
√
s [GeV] Ndp χ2/Ndp

ARGUS [44] 9.46 13 1.90
TASSO [45] 14.0 4 7.44
TASSO [45] 34.0 4 2.70
TASSO [46] 34.6 7 1.51
CELLO [47] 14.0 6 3.28
CELLO [47] 22.0 7 0.63
CELLO [47] 34.0 7 0.49
CELLO [48] 35.0 9 2.03
TPC [49] 29.0 10 1.35
JADE [50] 14.0 6 1.63
JADE [50] 22.5 5 1.97
JADE [50] 34.4 10 2.13
JADE [51] 35.0 10 3.45
JADE [51] 44.0 7 1.59
ALEPH [52] 91.2 21 2.77
ALEPH [53] 91.2 13 1.75
OPAL [54] 91.2 10 0.51
L3 [55] 91.2 3 0.87
L3 [56] 91.2 12 2.50
BESIII [7] 2.23 10 3.33
BESIII [7] 2.40 11 1.87
BESIII [7] 2.80 13 1.07
BESIII [7] 3.05 14 0.55
BESIII [7] 3.40 16 0.55
BESIII [7] 3.67 17 2.86

TOTAL 582 1.55
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TABLE IX: Same as Tab.VII, but for η.

Parameter N α β γ δ

u+ = d+ = s+ 0.030± 0.003 2.4± 0.9 0.4± 0.7 341± 339 4.0± 0.5
g 0.123± 0.005 −0.1± 0.4 0.5± 0.3 - -
c+ 0.0008± 0.0010 46.8± 41.7 7.9± 8.3 - -
b+ 0.007± 0.001 50.0± 43.1 18.6± 1.1 - -

TABLE X: Parameters of higher twist effect for π0, K0
S , and η with one standard deviation uncertainties.

HT h0 h1 h2 h3 h4 h5

π0 −4.6± 0.2 −0.84± 0.02 −6.6± 0.09 6.2± 0.4 −1.46± 0.04 −8.0± 0.1
K0

S −3.8± 0.1 −1.12± 0.01 −1.90± 0.01 1.5± 0.2 −2.60± 0.05 −2.28± 0.09
η −4.5± 0.9 −1.5± 0.2 −5.5± 0.5 3.0± 0.8 −2.8± 0.5 −6.8± 1.7
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