
INTRODUCTION TO STABILITY CONDITIONS AND ITS RELATION TO
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Abstract. We give a brief introduction to the relationship between stability con-
ditions and the K(π, 1) conjecture for Artin groups. These notes have been written
as pre-reading for the MFO mini-workshop 2405a Artin groups meet triangulated
categories.
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1. Introduction

The aim of these notes is to give a brief introduction to Bridgeland stability con-
ditions and to discuss their relation to the K(π, 1) conjecture for Artin groups. The
main take away is as follows: for each simply-laced1 Coxeter graph Γ, the space of
stability conditions Stab(KΓ) (of some triangulated category KΓ associated to Γ) is
a covering space of the hyperplane complement associated to Γ. The general con-
jecture is that spaces of stability conditions are always contractible, which implies
the K(π, 1) conjecture. In fact, for Γ = ADE, the contractibility of Stab(KΓ) can be
proven independently of Deligne’s result.

1The non-simply-laced case will be briefly discussed in Remark 8.12.
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These notes are organised as follows. In Section 2, we associate a category of ad-

missible walks Γ̃ to each simply-laced Coxeter graph Γ. In Section 3, we introduce

the (formal) additive completion of Γ̃ into an additive category AΓ, whose homotopy
category KΓ := Komb(AΓ) will be the triangulated category of interest. In Section 4,
we discuss the action of the Artin group B(Γ) on the triangulated category KΓ. In
Section 5 and Section 6, we discuss some important structures associated to KΓ (tri-
angulated structure and hearts respectively). We then introduce stability conditions
and the complex manifold structure on the space of stability condition Stab(D) in
Section 7. Finally in Section 8, we see that Stab(KΓ) is a covering space for the
(quotient of) hyperplane complement associated to the Coxeter group W(Γ) for Γ =
ADE, with B(Γ) acting via deck transformations. The fact that Stab(KΓ) is con-
tractible then gives a new proof of the K(π, 1) conjecture. We briefly discuss the
cases of non-finite types and non-simply-laced types Γ at the end of the section.

Acknowledgement. These notes were written for the Oberwolfach mini-workshop
2405a: Artin groups meet triangulated categories. A companion set of notes can be
found in [Boy24]. The corresponding Oberwolfach Report is [BHO24].
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preparation of this workshop. The author would also like to thank the participants
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ganisers would like to thank MFO for the opportunity to organise a mini-workshop
on this topic. The MFO and the workshop organisers would like to thank the Na-
tional Science Foundation for supporting the participation of junior researchers in
the workshop by the grant DMS-2230648, “US Junior Oberwolfach Fellows”.

2. The category of admissible walks on graphs

Let Γ be a simply-laced Coxeter graph2; this means that all edges in our graph are
unlabelled and between any two vertices there is at most one edge connecting them.
We denote its set of vertices by Γ0 and its set of edges Γ1. Since Γ is simply-laced, if
i, j ∈ Γ0 are connected by an edge, we shall use (i, j) = (j, i) to denote the edge in
Γ1.

A walk on a graph is a finite sequence of edges which joins a sequence of vertices
(we allow the same edge to be used more than once). Given an edge (i, j) ∈ Γ1,
we shall use (i|j) to denote the (length 1) walk from from vertex i to vertex j, and
conversely (j|i) will denote the opposite walk from vertex j to vertex i. We warn the

2We use the Coxeter graph convention where two vertices i, j not connected by an edge means
their Coxeter generators commute in the Coxeter group.
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reader that while both walks use the same edge (i, j) = (j, i), they are different as
walks, i.e. (i|j) ̸= (j|i). We will use the function composition convention for walks
– the sequence of edges is read from right to left. For example, the walk from i to
j and then j to k is denoted by (j|k)(i|j) (this convention will make our lives easier
later on). By definition, we shall also allow the constant walk on a vertex i: it is
denoted by ei and it has length 0 by definition. Nonetheless, we shall not differentiate
between walks that have extra constant walks sandwiched between; namely for any
walk p starting at i and ending at j, we have

pei = p = ejp as walks.

In particular, eiei = ei.
By definition, a walk p on Γ is said to be admissible if it satisfies (both of) the

following conditions:

• the length of p ≤ 2; and
• if p has length 2, then it must start and end at the same vertex.

Note that this includes the constant walks ei’s. As such, starting from a vertex i,
there are only three types of admissible walks:

(length 0) the constant walk ei;
(length 1) for each neighbouring vertex j (i.e. (i, j) ∈ Γ1), we have (i|j); and
(length 2) for each neighbouring vertex j, we have (j|i)(i|j) (a closed walk at i).

On the set of admissible walks, we define the following equivalence relation:

for each i ∈ Γ0, (j|i)(i|j) ∼ (k|i)(i|k).
In other words, for each vertex i, all the closed walks (of length 2) at i fall into
the same equivalence class, which we shall denote by Xi. The composition of two
equivalence classes of admissible walks can still be defined: we compose them as walks
by picking any representative – the caveat is that if the composition is no longer
admissible, we send it to the empty set. For example, the following compositions are
all sent to the empty set:

(i) (j|k)(i|j) for i ̸= k (length 2 with different starting and ending vertex);
(ii) (i|j)Xi and Xi(j|i) (length > 2).

Abusing notation, the equivalence classes of admissible walks will still be called
admissible walks.

Definition 2.1. We associated to Γ a category Γ̃ as follows.

• The objects are Pi⟨m⟩ for each i ∈ Γ0 and m ∈ Z. When m = 0, we will
simply write Pi := Pi⟨0⟩.

• For each pair of vertices i, j ∈ Γ0 (not necessarily distinct), the space of
morphisms hom(Pi⟨m⟩, Pj⟨n⟩) from Pi⟨m⟩ to Pj⟨n⟩ is given by the formal
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C-linear span of admissible walks from i to j of length m−n (zero if empty):

hom(Pi⟨m⟩, Pj⟨n⟩) :=


C · ei, if i = j,m = n;

C ·Xi, if i = j,m− n = 2;

C · (i|j), if (i, j) = (j, i) ∈ Γ1,m− n = 1;

C · ∅ := 0, otherwise.

(1)

The composition of morphisms is as in composition of admissible walks (the scalars
simply multiply); if the composition is no longer admissible, it is (by definition) zero.

3. The homotopy category of complexes KΓ

Recall that a (cochain) complex (in some additive category A) is a sequence of
morphisms

· · · d−2−−→ C−1 d−1−−→ C0 d0−→ C1 d1−→ C2 d2−→ · · ·
such that di+1di = 0 (d2 = 0). For our purposes, all complexes will be bounded, so
that Ci = 0 = C−i for large i≫ 0. A morphism of complexes from (Ci, di) to (D

i, d′i)
is a collection of morphisms fi : C

i→Di for each i ∈ Z such that all squares in the
following diagram commute:

· · · C−1 C0 C1 C2 · · ·

· · · D−1 D0 D1 D2 · · ·

d−2 d−1

f−1

d0

f0

d1

f1

d2

f2

d′−2 d′−1 d′0 d′1 d′2

(2)

A homotopy of complexes from (Ci, di) to (Di, d′i) is a collection of (degree −1)
morphisms hi : C

i→Di−1 (warning: no commutativity requirement!):

· · · C−1 C0 C1 C2 · · ·

· · · D−1 D0 D1 D2 · · ·

d−2 d−1 d0

h0

d1

h1

d2

h2

d′−2 d′−1 d′0 d′1 d′2

Note that d′i−1hi+hi+1di is a morphism from Ci to Di. Two morphisms of complexes
(fi), (f

′
i) : (C

i, di)→(Di, d′i) are homotopic if there exists a homotopy (hi) such that

fi + d′i−1hi + hi+1di = f ′
i

for all i ∈ Z. In particular, a morphism of complexes (fi) : (C
i, di)→(Di, d′i) is a

homotopy equivalence if there exists a morphism of complexes (gi) : (D
i, d′i)→(Ci, di)

such that

gifi + di−1hi + hi+1di = idCi , figi + d′i−1h
′
i + h′i+1d

′
i = idDi

for some homotopies (hi) and (h′i).
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The cone of a morphism f := (fi) : (C
i, di)→(Di, d′i) is a complex defined by

cone(f) :=
· · · C0 C1 C2 C3 · · ·

· · · D−1 D0 D1 D2 · · ·

−d−1

f−1 ⊕

−d0

f0 ⊕

−d1

f1 ⊕

−d2

f2 ⊕

−d3

f3

d′−2 d′−1 d′0 d′1 d′2

, (3)

where C1 ⊕ D0 sits in cohomological degree zero. Notice the negative signs on the
di’s; these ensure cone(f) is indeed a complex.

We would like to consider (the homotopy category of) complexes of Γ̃, but there is

no zero object in Γ̃. Moreover, taking ‘cone’ will not make sense: we can’t take direct

sums in Γ̃. Luckily, there is an easy fix by formally adding direct sums of objects as
follows.

Definition 3.1. We define the category AΓ to be the additive completion of Γ̃. The

objects are formal finite direct sums ⊕ixi of objects xi in Γ̃ (the xi’s need not be
distinct); the empty direct sum is by definition the zero object 0.

The morphism spaces are defined as follows:

HomAΓ
(⊕a

i=1xi,⊕b
j=1yj) :=

⊕
i,j

hom(xi, yj),

where each f := (fj,i) : ⊕a
i=1 xi→⊕b

j=1yj is written as an b×a matrix whose columns
are indexed by xi and rows are indexed by yj, with entries fj,i ∈ hom(xi, yj). The
composition and addition of morphisms are done following the rule of matrices.

Remark 3.2. We warn the reader that AΓ is only an additive (C-linear) category and
it is not an abelian category.

Remark 3.3. The additive category AΓ can be realised as the category of graded,
(finitely generated) projective modules over the zigzag algebra associated to Γ (with
the path length grading); see [HK01; LQ21].

Example 3.4. Let Γ = A2 = 1 2 . Consider the two morphisms in AA2 :

P1⟨3⟩ ⊕ P1⟨1⟩

[
X1 e1
0 (1|2)

]
−−−−−−→ P1⟨1⟩ ⊕ P2, P1⟨1⟩ ⊕ P2

[
−X1 (2|1)
(1|2) e2

]
−−−−−−−→ P1⟨−1⟩ ⊕ P2.

Their composition is given by[
−X1 (2|1)
(1|2) e2

] [
X1 e1
0 (1|2)

]
=

[
(−X1)(X1) (−X1)(e1) + (2|1)(1|2)
(1|2)(X1) (1|2)(e1) + (e2)(1|2)

]
=

[
0 0
0 2 · (1|2)

]
.
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Remark 3.5 (Notation). Sometimes it is easier to present the morphisms between
the direct summands by explicit arrows between them, where it is implicit that no
arrows means it is given by the zero morphism. For example, the morphism

P1⟨3⟩ ⊕ P1⟨1⟩

[
X1 e1
0 (1|2)

]
−−−−−−→ P1⟨1⟩ ⊕ P2

in the previous example can be written as:

P1⟨3⟩ P1⟨1⟩

P1⟨1⟩ P2

X1

(1|2)

e1⊕ ⊕ ;

whereas the resulting composition given by the matrix
[
0 0
0 2·(1|2)

]
is written as:

P1⟨3⟩ P1⟨−1⟩

P1⟨1⟩ P2
2·(1|2)

⊕ ⊕ .

Definition 3.6. The homotopy category of complexes in AΓ, denoted by KΓ, is the cat-
egory whose objects are complexes in AΓ and morphisms are morphisms of complexes
modulo homotopy.

Note that this means isomorphisms in KΓ are homotopy equivalences. From here
on, we will use both “X• is isomorphic to Y • in KΓ” (or X

• ∼= Y • ∈ KΓ for short)
and “X• is homotopy equivalent to Y •” interchangeably.

Exercise 3.7. Let Γ = A2 = 1 2 . Show that the morphism of complexes in KA2

0 0 P1⟨1⟩ 0

0 P1⟨1⟩ P2 0
(1|2)

(1|2)

is homotopic to the zero morphism. Deduce the dimension of hom space between the
two complexes in KA2 .

The following operation on KΓ will be very important for computation.

Lemma 3.8 (Gaussian elimination [BB14, Lemma 3.2]). Consider a complex in KΓ

of the form

· · ·→C

α
β


−−−→ b1 ⊕D

ϕ δ
γ ϵ


−−−−−→ b2 ⊕ E

[
µ ν

]
−−−−→ F →· · ·
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with ϕ : b1→ b2 an isomorphism in AΓ. Then the complex is homotopy equivalent to

· · ·→C
β−→ D

ϵ−γϕ−1δ−−−−−→ E
ν−→ F →· · · .

Exercise 3.9. (i) Show that the complex · · ·→ 0→A
idA−−→ A→ 0→· · · is homotopy

equivalent to the zero complex. Such a complex is said to be contractible.
(ii) Note that one has to be extra careful in applying multiple Gaussian elimination

simultaneously. Consider the complex

· · ·→ 0→X ⊕X

[
idX idX
idX idX

]
−−−−−−→ X ⊕X→ 0→· · · .

Is the complex above homotopy equivalent to the zero complex? (Hint: Is the
matrix

[
idX idX
idX idX

]
invertible?) Apply Gaussian elimination carefully to obtain

the correct result.

Definition 3.10. A complex (Cj, dj) ∈ KΓ is called minimal if there are no summands

X
⊕
⊆ Ci and Y

⊕
⊆ Ci+1 such that dj|X : X→Y is an isomorphism in AΓ.

In other words, we have applied all possible Gaussian eliminations.
Note that the only isomorphisms between indecomposable objects in AΓ (i.e. ob-

jects of the form Ps⟨m⟩) are non-zero scalar multiples of the identity maps. Since
every complex in KΓ contains only a finite number of summands Ps⟨m⟩, there are only
finitely many possible Gaussian eliminations that one can perform – each Gaussian
elimination process eliminates a finite (even) number of Ps⟨m⟩’s from the complex.
In other words, every complex in KΓ is homotopy equivalent to some complex which
is minimal. One might worry that different sequences of Gaussian eliminations will
produce different minimal complexes, but the following result ensures that they will
all be isomorphic as complexes (no homotopy required).

Proposition 3.11 ([EW14, Section 6.1]). Let M•,M ′• be two minimal complexes of
C• obtained through Gaussian eliminations. Then M• and M ′• are isomorphic as
complexes (no homotopy required).

Proof. Let Ass
Γ denote the (quotient) category with the same objects in AΓ, but all

morphisms of the form (i|j) and Xi are further identified with zero (so the only
morphisms that survive are scalar multiplies of the identity maps ei’s). One can
check that the canonical functor F : AΓ→Ass

Γ that is the identity on objects and
sends morphisms to their equivalence classes is well-defined3.
With Kss

Γ denoting the homotopy category of complexes in Ass
Γ , the functor above

extends immediately to F̃ : KΓ→Kss
Γ by applying F to the complexes. Note that

3In other words, the equivalence relation generated by (i|j) ∼ 0 and Xi ∼ 0 forms an ideal in
AΓ.
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any minimal complex M• is mapped to a complex with zero differential under F̃ . So
if f• : M

•→M ′• is a homotopy equivalence between two minimal complexes, then

F̃(f•) : F̃(M•)→F̃(M ′•) is a homotopy equivalence between two complexes with

zero differential. In particular, F̃(f•) is actually an isomorphism of complexes (no
homotopy required), and so is f•. □

In particular, any two minimal complexes of the same complex in KΓ can only
differ in their differentials up to invertible matrices.

4. The Artin group action on KΓ

For each s ∈ Γ0 and each complex C• := (Cj, dj) ∈ KΓ, we define a complex
σs(C

•) ∈ KΓ as follows. Let a(m, j) := dimHomAΓ
(Ps⟨m⟩, Cj). This is the same as

counting the total number of length (m − n) admissible walks from s to t for each
Pt⟨n⟩ appearing as a summand of Cj. Above each cohomological degree j component
of C•, we attach ⊕m∈ZPs⟨m⟩⊕a(m,j) as follows

· · · ⊕m∈ZPs⟨m⟩⊕a(m,−1) ⊕m∈ZPs⟨m⟩⊕a(m,0) ⊕m∈ZPs⟨m⟩⊕a(m,1) · · ·

· · · C−1 C0 C1 · · ·d−2 d−1 d0 d1

with vertical maps from each summand Ps⟨m⟩ given by the standard basis elements
of HomAΓ

(Ps⟨m⟩, Cj) (i.e. admissible walks) into the corresponding Cj. The non-zero
morphisms of the composition

⊕m∈ZPs⟨m⟩⊕a(m,j)

Cj Cj+1dj

are again the admissible walks into summands of Cj+1 (possibly up to rescaling). As
such, there is a unique way of choosing (appropriate scalar multiples of) identity maps
(i.e. es) between the Ps⟨m⟩’s as the horizontal maps making the following diagram
commutative:

· · · ⊕m∈ZPs⟨m⟩⊕a(m,−1) ⊕m∈ZPs⟨m⟩⊕a(m,0) ⊕m∈ZPs⟨m⟩⊕a(m,1) · · ·

· · · C−1 C0 C1 · · ·d−2 d−1 d0 d1

(4)
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One can check that the first row is indeed a complex (i.e. horizontal maps square
to zero) and it follows from the commutativity of the squares that the vertical mor-
phisms define a morphism of complexes. The cone of (4) is the complex σs(C

•). This
construction is a mouthful, but the following example should be enlightening.

Example 4.1. Let Γ = A2 = 1 2 . Consider the complex

C• :=

0 P1⟨1⟩ P2 0

P1⟨−1⟩

−(1|2)

⊕

(The map from P1⟨−1⟩ to P2 is zero and the arrow is omitted; see Remark 3.5.)
Then σ1(C

•) is the cone of the following diagram

0 P1⟨1⟩ ⊕ P1⟨3⟩ P1⟨1⟩ 0

P1⟨−1⟩ ⊕ P1⟨1⟩

0 P1⟨1⟩ P2 0

P1⟨−1⟩

−(1|2)

⊕

⊕

[e1 X1]

[e1 X1]

[−e1 0]

(1|2)

.

Exercise 4.2. Compute the minimal complex of σ1(C
•) above.

Given a morphism of complexes f• : C
•→D•, we also have an induced morphism

σs(f•) : σs(C
•)→σs(D

•) defined as follows. Before taking cones (i.e. (4)), focusing
on each column i, each fi : C

i→Di induces a commutative square

⊕m∈ZPs⟨m⟩⊕aC(m,i)

Ci ⊕m∈ZPs⟨m⟩⊕aD(m,i)

Di

fi

,
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where the morphisms between the summands Ps⟨m⟩’s are again (scalar multiples of)
identity maps from each summand that make the diagram commutative. One can
check that after taking cones to obtain σs(C

•) and σs(D
•), this defines a morphism of

complexes from σs(C
•) to σs(D

•). In fact, the operation on objects and morphisms
makes σs a functor from KΓ to itself (an endofunctor).
There is also an inverse operation: for each s ∈ Γ0 and each complex C• :=

(Cj, dj) ∈ KΓ, we define a complex σ−1
s (C•) ∈ KΓ as follows. Let a′(m, j) :=

dimHomAΓ
(Cj, Ps⟨m⟩); this is instead counting the total number of length (n−m)

admissible walks from t to s for each Pt⟨n⟩ appearing as a summand of Cj. The
complex σ−1

s (C•) is then the cone of the following:

· · · C−1 C0 C1 · · ·

· · · ⊕m∈ZPs⟨m⟩⊕a′(m,−1) ⊕m∈ZPs⟨m⟩⊕a′(m,0) ⊕m∈ZPs⟨m⟩⊕a′(m,1) · · ·

d−2 d−1 d0 d1

(5)
where the vertical maps are defined from each summand Pt⟨n⟩ of Cj by the admissible
walk into the corresponding summand Ps⟨m⟩, and the horizontal maps in the second
row are again (scalar multiples of) identity maps between the Ps⟨m⟩’s making the
diagram commutative. The operation of σ−1

s on morphisms can be defined similarly
to σs, which we shall leave as an exercise to the reader; so σ−1

s is also a functor from
KΓ to itself.

The notations used were meant to be suggestive:

Proposition 4.3. For each s ∈ Γ0 and each complex C• := (Cj, dj) ∈ KΓ, the following
complexes are isomorphic in KΓ (i.e. they are homotopy equivalent)

σsσ
−1
s (C•) ∼= C• ∼= σ−1

s σs(C
•).

In fact, the equation above holds as isomorphism of endofunctors of KΓ.

Moreover, these endofunctors also satisfy the braiding relations

Proposition 4.4. Let C• := (Cj, dj) ∈ KΓ and let s, t ∈ Γ0.

• If (s, t) ∈ Γ1, we have that

σsσtσs(C
•) ∼= σtσsσt(C

•) ∈ KΓ;

• otherwise s and t are not connected by an edge and we have that

σsσt(C
•) ∼= σtσs(C

•) ∈ KΓ.

In fact, the equations above hold as isomorphisms of endofunctors of KΓ.
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Proofs for the two results above for Γ = An can be found in [KS01]4, which
generalises to arbitrary Γ with no difficulty (see also [AK08; HK01; ST01]).

Combining the two proposition above, we have the following theorem.

Theorem 4.5. We have a (weak) action of B(Γ) on KΓ via sending each standard
generator σs ∈ B(Γ) to the invertible endofunctor σs.

The action of B(Γ) on KΓ is known to be faithful for Γ of type A [KS01; RZ03],
type ADE [BT11; LQ21] and affine type A [IUU10]. For B(Γ) a RAAG (where the
construction of AΓ will require some simple modification to allow for edges labelled
by ∞), see [Lic17].

Exercise 4.6. Let Γ = A2 = 1 2 .

(i) Compute σi(Pj) for i, j ∈ {1, 2}.
(ii) Show that σ1σ2σ1(P1) ∼= σ2σ1σ2(P1).

5. Triangulated structure of KΓ

Before we dive into stability conditions, we will need a categorical structure at-
tached to KΓ, which is the structure of a triangulated category. We won’t flesh out
all of the details; the keen reader is referred to [Nee01]. We do need, however, the
notion of an exact triangle (also known as a distinguished triangle).
Firstly, recall the construction of a cone of a morphism f• : C

•→D• of complexes.
Note that by construction, each cohomological degree component j of the complex
cone(f•) is a direct sum Cj+1 ⊕Dj.

Let us define C•[1] to be the complex C• “shifted to the left” with negative dif-
ferentials ; more precisely, the jth cohomological degree component of the complex
C•[1] is given by Cj+1 and the differentials maps di’s are all replaced with −di’s. We
have a chain of morphisms:

C• f•−→ D• ι−→ cone(f•)
p−→ C•[1] (6)

with ι and p denoting the canonical inclusion and projection respectively (one should
check that these are indeed morphisms of complexes). We call this a standard triangle
in KΓ.

Remark 5.1. Note that there is a different internal grading shift operation (functor)
⟨±1⟩ that one can define on KΓ. Given Pj⟨m⟩ ∈ AΓ, we define

(Pj⟨m⟩)⟨±1⟩ := Pj⟨m± 1⟩.

This carries forward to complexes in a similar fashion.

4The grading in [KS01] is slightly different, but this does not affect the proof.
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Definition 5.2. An exact triangle in KΓ is a chain of morphisms of complexes

X• f•−→ Y • g•−→ Z• h•−→ X[1]•

that is isomorphic to some standard triangle C• θ•−→ D• ι−→ cone(f•)
p−→ C•[1]; this

means that we have a commutative diagram in KΓ:

X• Y • Z• X[1]

C• D• cone(φ•) C•[1]

f•

φ1

g•

φ2

h•

φ3 φ1[1]

θ• ι p

with each φi an isomorphism in KΓ.

Remark 5.3. The following notations are also commonly used to represent an exact
triangle:

X→Y →Z→, X→Y →Z
+1−→,

X Y

Z

,

where it is implied that the target of the last morphism must be X[1] so it is omitted.

Exercise 5.4. (i) Show that X• id−→ X•→ 0→X[1] is an exact triangle.
(ii) Show that

D• ι−→ cone(f•)
p−→ C•[1]

−f•[1]−−−→ D•[1]

is an exact triangle. (Hint: compute the cone of ι.)

(iii) Deduce that X• f−→ Y •→ 0→X•[1] is exact if and only if X• f−→ Y • is an
isomorphism in KΓ.

Definition 5.5. A functor F : K→K′ between triangulated categories is exact if it
sends exact triangles to exact triangles. Note that this implies F and [1] commute
(up to isomorphism of functors).

Exercise 5.6. Show that σs : KΓ→KΓ is an exact (endo)functor.

Definition 5.7. The Grothendieck group K0(KΓ) is the free abelian group generated
by isomorphism classes of objects [X•] in KΓ, modulo the relations

[Y •] = [X•] + [Z•] ⇐⇒ ∃ an exact triangle of the form X•→Y •→Z•→X•[1].

Exercise 5.8. Show that [X•[1]] = −[X•]. (Use Exercise 5.4. This is not to be
confused with [X•⟨1⟩].)
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Let us now study the Grothendieck group K0(KΓ). Firstly, note that any complex
in KΓ is an iterated cone of Pi⟨m⟩’s. Indeed, given a complex C• ∈ KΓ whose right-
most non-zero cohomological degree component is k, we have the following exact
(standard) triangle:

Ck[−k] · · · 0 0 Ck 0

C• · · · Ck−2 Ck−1 Ck 0

cone(ι) · · · Ck−2 Ck−1 0 0

Ck[−k + 1] · · · 0 Ck 0 0

dk−2 dk

id id

id

dk−2

=

=

∼=

ι

=

dk

Note that for A ∈ AΓ, we have used (and will continue using) A[k] to denote the
complex in KΓ concentrated in degree −k (warning: not k). When k = 0, we shall
abuse notation and simply write A instead of A[0]; it will be clear from the context
whether we are referring to A ∈ AΓ or A ∈ KΓ.

Exercise 5.9. Show that for any C• ∈ KΓ, the following holds in K0(KΓ):

[C•] =
∑
i∈Z

(−1)i[Ci].

In fact, one can show that K0(KΓ) is a free abelian group with basis

{[Pi⟨m⟩] | i ∈ Γ0, m ∈ Z}

By defining q±1 · [X•] = [X•⟨±1⟩], we have that K0(KΓ) is a free Z[q±1]-module with
basis {[Pi] | i ∈ Γ0}:

K0(KΓ) ∼=
⊕
i∈Γ0

Z[q±1]{[Pi]} (7)

Let ΛΓ denote the further quotient of K0(KΓ) that evaluates q at −1, so that

ΛΓ =
⊕
i∈Γ0

Z{[Pi]}.

One should think of ΛΓ as the root lattice associated to the Coxeter (Weyl) group
W(Γ). Namely, by equipping ΛΓ with the symmetric bilinear product

(−,−) : ΛΓ × ΛΓ→Z
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defined on the basis elements as follows (note that this bilinear form is twice the
“usual” one: (−,−) = 2B(−,−))

([Pi], [Pj]) :=


2, if i = j;

−1, if (i, j) ∈ Γ1;

0, otherwise,

we have an action of W(Γ) on ΛΓ given by

si(v) = v − ([Pi], v)[Pi],

where si ∈ W(Γ) denote the standard generators in W(Γ). This action is the faithful
geometric representation of W(Γ) (or the Tits’ representation).
As the action of B(Γ) onKΓ is exact, it descends onto an action on the Grothendieck

group K0(KΓ), where
σi([X

•]) := [σi(X
•)].

Furthermore, the action descends onto the quotient ΛΓ, since the functors σi and
⟨±1⟩ commute (check this!).

Exercise 5.10. Use the computations from Exercise 4.6 to show that the action of
B(A2) on K0(KA2) is isomorphic to the reduced Burau representation of the braid
group (on 3 strands). Moreover, after evaluating q = −1, show that the action on
ΛΓ factors through the standard geometric representation of W(A2) ∼= S3.

For general Coxeter graphs Γ, the result above also follows from a direct compu-
tation on the basis elements [Pi] of K0(KΓ), which we record here.

Proposition 5.11. The induced action of B(Γ) on the quotient ΛΓ
∼= K0(KΓ)|q=−1 fac-

tors through the geometric representation of W(Γ) on ΛΓ, i.e. the following diagram
commutes:

K0(K) ΛΓ

K0(KΓ) ΛΓ

q=−1

σi si

q=−1

.

In particular, σ2
i ∈ B(Γ) acts as the identity on ΛΓ.

6. Hearts and linear complexes

In this section, we introduce the notion of hearts and linear complexes, which will
be used in the study of stability conditions in later sections.

Definition 6.1 ([BBD82]). A heart (of a bounded t-structure) in a triangulated cat-
egory D is a full additive subcategory H such that:

(1) If k1 > k2 then HomD(H1[k1], H2[k2]) = 0 for all objects H1, H2 in H.
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(2) For any object X in D there is a sequence of exact triangles called the heart
filtration with respect to H:

0 X1 X2 · · · Xm−1 Xm = X

A1 A2 Am

(8)

such that Ai ∈ H[ki] and k1 > k2 > · · · > km.

Note that the hom vanishing condition in (1) implies that the heart filtration is
unique up to isomorphism.

One should think of a choice of heart as a way to “cut” objects in D uniquely into
a filtration of “shifted heart pieces”.

In fact, H is an abelian category ; once again, we omit the full definition of an
abelian category, but we point out that this means in particular that H has exact
sequences, which are given by

0→X
f−→ Y

g−→ Z→ 0 is exact in H ⇐⇒ X
f−→ Y

g−→ Z→X[1] is an exact triangle in D.
(9)

Exercise 6.2. Suppose H is a heart in D and σ : D→D is an exact endofunctor that
is invertible (an autoequivalence). Show that σ(H) ⊆ D is again a heart in D.

Our category KΓ comes with a standard heart that can be defined as follows.

Definition 6.3. Let C• be a minimal complex in KΓ. We say that C• is linear if for
each j ∈ Z, every indecomposable summand of Cj is of the form Pi⟨−j⟩ for some
i ∈ Γ0. Similarly, a complex in KΓ is linear if it has a minimal complex that is
linear (this is independent of the choice of minimal complex by Proposition 3.11).
The smallest full additive subcategory of KΓ containing all linear complexes will be
denoted by Hlin. The category Hlin forms a heart in KΓ, and shall be called the heart
of linear complexes (see Exercise 6.5).

Note that Hlin is closed under linear shifts ⟨m⟩[m] for all m ∈ Z; however, it is
not closed under ⟨m⟩ nor [m] separately (except for m = 0, of course).

Example 6.4 (and non-example). For Γ = A2, the complex

0→P1⟨1⟩
(1|2)−−→ P2→ 0 (linear)

with P2 sitting in cohomological degree zero is linear, whereas

σ1(0→P1⟨1⟩
(1|2)−−→ P2→ 0) ∼= 0→P1⟨3⟩

X1−→ P1⟨1⟩
(1|2)−−→ P2→ 0 (not linear)

is not.
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More generally, the morphisms appearing in the differentials of a minimal complex
must be scalar multiples (including zero) of length one admissible walks (i|j).

Exercise 6.5. (i) Show that up to linear shifts ⟨m⟩[m], the indecomposable, mini-
mal linear complexes of KA2 are (up to homotopy equivalence):

P1, P2, σ1(P2) = 0→P1⟨1⟩
(1|2)−−→ P2→ 0, σ2(P1) = 0→P2⟨1⟩

(2|1)−−→ P1→ 0. (10)

Using this, write out the heart filtration with respect toHlin for the (non-linear)
complex

σ1(0→P1⟨1⟩
(1|2)−−→ P2→ 0) ∼= 0→P1⟨3⟩

X1−→ P1⟨1⟩
(1|2)−−→ P2→ 0.

(ii) Check that Hlin is indeed a heart in KΓ (you may choose to only do this for
Γ = A2).

(iii) Using Exercise 6.2, we know that σ1(Hlin) is a (different) heart in KΓ. For

example, the complex σ1(0→P1⟨1⟩
(1|2)−−→ P2→ 0) is, by definition, in the heart

σ1(Hlin) and so its heart filtration with respect to σ1(Hlin) is trivial. For the four
indecomposable objects in (10), work out their heart filtrations with respect to
this new heart σ1(Hlin).

7. The moduli space of stability conditions Stab(KΓ)

We briefly introduce the notion of Bridgeland’s stability conditions [Bri07] in this
section, focusing mainly on our triangulated category of interest KΓ. We refer the
interested reader to [Bay11] for a slightly more expanded introduction to stability
conditions.

From here on, we will fix the following conventions. D will always denote a tri-
angulated category (you may take D = KΓ). We assume throughout that we have
fixed a quotient v : K0(D)→Λ onto some finite rank free abelian group Λ; in our case
D = KΓ, we have Λ := ΛΓ with v given by evaluating q = −1. Given any morphism
of abelian groups Z ∈ HomZ(Λ,C), for each object X ∈ D, we will also write

Z(X) := Z(v([X])).

Definition 7.1 ([Bri07]). Let H be a heart in D. A stability function on H is a group
homomorphism Z ∈ HomZ(Λ,C) such that for all non-zero objects E in H ⊆ D, we
have Z(E) lying in the strict upper-half plane union the strictly negative real line:

H ∪ R<0 = {reiπϕ : r ∈ R>0 and 0 < ϕ ≤ 1}.
Expressing Z(E) = m(E)eiπϕ as above, we call ϕ the phase of E, which we denote by
ϕ(E). We say that an object E ∈ H is Z-semistable (resp. Z-stable) if every object
U ∈ H fitting into an exact sequence 0→U→E→V → 0 in H satisfies ϕ(U) ≤
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(resp. <) ϕ(E).
A stability function is said to have the Harder-Narasimhan (HN) property if every
object A ∈ H has a filtration by exact sequences (viewed as exact triangles in D; see
(9))

0 A1 A2 · · · Am−1 Am = A

S1 S2 Sm

such that all Si ∈ H are semistable and ϕ(Si) > ϕ(Si+1). Note that this filtration,
if it exists, is unique up to isomorphism. Hence we can define ϕ+(A) := ϕ(S1) and
ϕ−(A) := ϕ(Sm).

Remark 7.2. The HN property is automatically satisfied if the heart is a finite-length
abelian category (i.e. every object in the heart has a Jordan–Hölder filtration of finite
length). The heart of linear complexes Hlin ⊆ KΓ is finite-length for all Γ – and so
is σ(Hlin) for any invertible, exact endofunctor σ. As such, any stability function on
σ(Hlin) will satisfy the HN property.

Definition 7.3 ([Bri07]). A stability condition of a triangulated category D is a choice
of a heart H ⊆ D together with a stability function on H satisfying the HN property.

Example 7.4. Consider the heart of linear complexes Hlin in KA2 . Any group homo-
morphism Z ∈ HomZ(ΛA2 ,C) is uniquely determined by Z(P1) and Z(P2). Moreover,
Z is a stability function on Hlin if and only if

Z(P1), Z(P2) ∈ H ∪ R<0;

the requirement that all non-zero objects in Hlin are mapped to H ∪ R<0 follows
immediately. Indeed, the Z-image of all objects in Hlin live in the convex cone of
Z(Pi). As discussed in Remark 7.2, any stability function on Hlin will satisfy the
HN property, and thus defines a stability condition on KA2 . Consider the stability
function Z defined as follows:

Z(P1)

Z(P2)



INTRO TO STABILITY CONDITIONS AND K(π, 1) 18

In this case, up to linear shifts ⟨k⟩[k], we have 3 Z-(semi)stable objects that are

minimal: P1, P2 and 0→P2⟨1⟩
(2|1)−−→ P1→ 0 (where P1 sits in cohomological degree

zero).

Exercise 7.5. Now define the stability function Z ′ with Z ′(P1) = Z(P2) and Z
′(P2) =

Z(P1). What are the Z ′-(semistable) objects? What about Z ′′ with Z ′′(P1) =
Z ′′(P2) ∈ H ∪ R<0?

Definition 7.6. Let Z be a stability function on a heart H of D satisfying the HN
property; i.e. we have a stability condition on D. For each 0 < ϕ ≤ 1, let P(ϕ) denote
the full additive subcategory of H ⊆ D containing all the Z-semistable objects in
H of phase ϕ; if there are no Z-semistable objects of phase ϕ, then P(ϕ) contains
only the zero object. For all other ϕ ∈ R, we define P(ϕ) := P(ϕ−m)[m] with (the
unique) m ∈ Z such that 0 < ϕ−m ≤ 1. The collection of full additive subcategories
P = {P(ϕ) ⊆ D | ϕ ∈ R} of the stability condition is called a slicing of the stability
condition.

One can check that a slicing satisfies the following:

(i) P(ϕ+ 1) = P(ϕ)[1];
(ii) Hom(P(ϕ1),P(ϕ2)) = 0 for all ϕ1 > ϕ2; and
(iii) for each object X ∈ D, there exists a filtration of X:

0 X1 X2 · · · Xm−1 Xm = X

E1 E2 Em

such that Ei ∈ P(ϕi) and ϕ1 > ϕ2 > · · · > ϕm.

The filtration in (iii) is obtained by refining the heart filtration of X (from (8)) using
the HN filtration of each Ai (see appendix A for more details about refinement);
this filtration is called the Harder-Narasimhan (HN) filtration of X ∈ D and it is
also unique up to isomorphism. As in the case for H, for objects X ∈ D, we define
ϕ+(X) := ϕ1 and ϕ−(X) := ϕm.

Remark 7.7. In fact, the definition of a slicing of D is actually just a collection of full
additive subcategory P = {P(ϕ) ⊆ D | ϕ ∈ R} of D satisfying conditions (i)–(iii)
above. Bridgeland showed [Bri07, Proposition 5.3] that one can equivalently define
a stability condition as a pair (P , Z) of a slicing P and a group homomorphism
Z ∈ HomZ(Λ,C) called the central charge, which satisfies the condition that any
non-zero E ∈ P(ϕ) has its central charge given by

Z(E) = m(E)eiπϕ for some m(E) ∈ R>0 .
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(In fact, this was the original definition.) In particular, one recovers the heart by
taking the smallest additive subcategory (usually denoted by P(0, 1]) containing all
objects A ∈ D such that the phases of the semistable pieces all live in (0, 1]. The
stability function is then given by the central charge Z.

Definition 7.8. Let Stab(D) denote the set of stability conditions5 on D. Viewing
elements in Stab(D) as a pair (P , Z) consisting of a slicing P and a stability function
Z ∈ HomZ(Λ,C) on H, we shall define a topology on Stab(D) as follows. Let (P , Z)
and (Q, Z ′) be two stability conditions. We define a generalised metric6 on the set
of slicings:

d(P ,Q) := sup
0 ̸=E∈D

{
|ϕP

−(E)− ϕQ
−(E)|, |ϕP

+(E)− ϕQ
+(E)|

}
.

This induces a topology on the set of slicings, and HomZ(Λ,C) ∼= Cm (m is the
rank of Λ) is equipped with the standard topology as C-vector space. The topology
on Stab(D) is defined to be the coarsest topology such that both forgetful maps
(P , Z) 7→ P and (P , Z) 7→ Z are continuous.

The following lemma will be useful in patching together subsets of stability con-
ditions:

Lemma 7.9. Let (P , Z) and (Q, Z) be two stability conditions with the same central
charge Z. If d(P ,Q) < 1, then P = Q.

Note that if d(P ,Q) ≥ 1, then the above may not hold:

Exercise 7.10. Let Z be any stability function on Hlin ⊆ KA2 .

(i) Show that Z defines a stability function on the heart σ2
i (Hlin). (Hint: what

is the action of σ2
i on K0(KΓ)?)

(ii) Let P and Q be the slicings defined by the (same) stability function Z on
Hlin and σ2

i (Hlin) respectively. Show that d(P ,Q) > 1. (Hint: Compare the
phase of P1 in P and Q.)

The following deformation result allows one to (locally) deform Z to obtain new
stability conditions:

5Technically, for the results that follow, one requires a technical assumption on stability condi-
tions known as locally-finiteness, or the support property (stronger). In these notes, we will only
discuss stability conditions for Γ being ADE, where these conditions will be superfluous.

6A generalised metric d(−,−) satisfies all properties of a metric except possibly taking infinite
value. In particular, it defines a topology in the usual way, where d(ξ, ς) = ∞ implies ξ and ς live
on different connected components.
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Lemma 7.11 ([Bri07, Theorem 7.1]). Let ξ = (P , Z) be a stability condition. For all
0 < ε < 1/8, if W ∈ HomZ(Λ,C) satisfies

|W (E)− Z(E)| < sin(επ)|Z(E)| (11)

for all non-zero E ∈ P(ϕ) and all ϕ ∈ R, then there exists a slicing Q so that
ς = (Q,W ) forms a stability condition on D with d(P ,Q) < ε.

Note that (11) is an open condition on HomZ(Λ,C), and it implies, in particular,
that for any E ∈ P(ϕ) and any ϕ ∈ R:

• the phase of W (E) and Z(E) can only differ by at most ε; and
• W (E) ̸= 0.

Combining Lemma 7.9 and Lemma 7.11, we obtain the main theorem of Bridgeland
showing that Stab(D) forms a complex manifold.

Theorem 7.12 ([Bri07, Theorem 1.2]). The space of stability conditions on D, Stab(D),
is a complex manifold (of dimension equal the rank of Λ), with the forgetful map Z
defining the local homeomorphism

Z : Stab(D)→HomZ(Λ,C)
(P , Z) 7→ Z.

Example 7.13. Let us continue with Example 7.4, where we have drawn all the central
charges for the (semi)stable objects in Hlin ⊆ KA2 :

Z(P1)

Z(σ2(P1))Z(P2)

Suppose we now deform Z slightly (ε should be taken to be very small) to obtain
a new central charge Z ′ such that Z ′(P1) now has non-positive imaginary part (and
Z ′(P2) = Z(P2)):

Z′(P1)

Z′(σ2(P1))Z′(P2)

Z′(P1[1])

Z(P1)

επ
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Clearly, Z ′ can no longer be a stability function on Hlin, since Z
′(P2) no longer lives

in H ∪ R<0; however, we see that Z ′(P1[1]) enters the picture. More precisely, with
P denoting the slicing induced from the stability function Z on Hlin, we claim that
Z ′ is a stability function on the heart σ−1

1 (Hlin), such that the induced slicing Q
satisfies d(P ,Q) < 1. Lemma 7.9 then implies that this is the unique lift of Z ′ from
the deformation result Lemma 7.11.

Let us first understand σ−1
1 (Hlin): its four indecomposable objects (again, up to

linear shifts and homotopy equivalence) are:

σ−1
1 (P1)⟨−2⟩[−2] ∼= P1[1];

σ−1
1 (P2)⟨1⟩[1] ∼= 0→P2⟨1⟩

(2|1)−−→ P1→ 0 ∼= σ2(P1);

σ−1
1 (σ1(P2)) ∼= P2

σ−1
1 (σ2(P1)) ∼= 0→P2⟨1⟩

(2|1)−−→ P1
X1−→ P1⟨−2⟩→ 0.

Only the first three are Z ′-semistable; we have an exact sequence in σ−1
1 (Hlin):

0→P1[1]⟨−2⟩[−2]→σ−1
1 (σ2(P1))→σ2(P1)→ 0.

If we denote the phases 0 < ϕ1, ϕ21, ϕ2 ≤ 1 such that:

P1 ∈ P(ϕ1), σ2(P1) ∈ P(ϕ21), P2 ∈ P(ϕ2),

we now get

P1[1] ∈ Q(ϕ1 + 1− ε), σ2(P1) ∈ P(ϕ21 − ε′), P2 ∈ P(ϕ2)

with 0 < ε′ < ε. In particular, we see that d(P ,Q) = ϵ < 1.

Example 7.14 (Falling into a hole). Note that while deforming the central charge
Z of a stability condition (P , Z), one has to avoid “falling into holes”: we can not
deform into a central charge W with W (E) = 0 for some E ∈ P(ϕ) – this violates
(11) in 7.11. For example, if we started with Z(P2) very close to the negative real
line, we may have deformed Z into Z ′ such that Z ′(P1[1]) = Z ′(P2):

Z′(P2) = Z′(P1[1])

Z′(P1) ,
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In this case, we would have Z ′(σ2(P1)) = Z ′(P2) + Z ′(P1) = 0, which is not allowed
since σ2(P1) was in P(ϕ21). In fact, we see that Z ′ also violates the condition of
being a stability function on σ−1

1 (Hlin)!

Exercise 7.15. Start instead with the following stability function on Hlin:

Z(P1)Z(σ2(P1))

Z(P2)

Following Example 7.13, work out the the slight deformation where Z(P2) crosses
the negative real line instead.

8. Covering structure of Stab(KΓ)

For this section, we will focus on the case where Γ is an ADE Coxeter diagram.
The aim of this section is to show that Z : Stab(KΓ)→HomZ(ΛΓ,C) is a covering
map onto its image, where its image is exactly the hyperplane complement associated
to the Coxeter group W(Γ) (through the contragradient representation). The proofs
presented here follow (an appropriate modification of) the proofs in [Bri09; Ike14].
The upshot is that general results about the triangulated category KΓ will imply that
Stab(KΓ) is a contractible space, which proves that Z is actually a universal cover
and moreover (re-)proves the K(π, 1) conjecture for Γ of ADE types. We note here
that the proof obtained will be independent of Deligne’s original proof [Del72].

Recall from Theorem 4.5 and Exercise 5.6 that we have an action of B(Γ) on KΓ

by invertible, exact endofunctors. Moreover, for each β ∈ B(Γ), β(Hlin) is again a
heart in KΓ, where any stability function on it would define a stability condition on
KΓ (HN property comes for free in our setting). More generally, one can define an
action of β ∈ B(Γ) on Stab(KΓ) as follows.

Definition 8.1. Let β ∈ B(Γ). For each stability condition ς = (P , Z) defined by a
stability function Z on some heart H ⊂ KΓ, we define β · ς as the stability condition
defined by the stability function Z ◦β−1 on the the heart β(H). Equivalently, β · ς :=
(β · P , Z ◦ β−1) has slicing β · P defined by (β · P)(ϕ) := β(P(ϕ)) for each ϕ ∈ R.
One can check that this defines an action of B(Γ) on Stab(KΓ) by homeomorphisms.

Let us first understand how this action translates through the forgetful map
Z : Stab(KΓ)→HomZ(ΛΓ,C). Recall that the action of the Artin group B(Γ) on
ΛΓ factors through the geometric representation of the Coxeter group W(Γ) on ΛΓ;



INTRO TO STABILITY CONDITIONS AND K(π, 1) 23

namely, with σi and si denoting the standard generators of B(Γ) and W(Γ) respec-
tively, the following diagram is commutative:

K0(K) ΛΓ

K0(KΓ) ΛΓ

q=−1

σi si

q=−1

.

The geometric representation of W(Γ) on ΛΓ induces an action on the C-linear dual
ΛΓ, where the action on each f ∈ HomZ(ΛΓ,C) is given by

(s · f)(x) := f(s−1(x)).

This is known as the contragradient representation of W(Γ). With HomZ(ΛΓ,C)
equipped with the action of W(Γ) given by the contragradient representation, we see
that the forgetful map Z : Stab(KΓ)→HomZ(ΛΓ,C) is equivariant with respect to
the action of B(Γ) and W(Γ), i.e. the following diagram is commutative:

Stab(KΓ) HomZ(ΛΓ,C)

Stab(KΓ) HomZ(ΛΓ,C)

Z

σi si

Z

.

We recall that the space of hyperplane complement associated toW(Γ) can be defined
using HomZ(ΛΓ,C) as follows. Let αi := [Pi] ∈ ΛΓ for each i ∈ Γ0 be the (positive)
simple roots of ΛΓ. The set of positive roots Φ+ is then given by

Φ+ := W · {αi | i ∈ Γ0} ∩
∑
i∈Γ0

Z≥0 · [Pi].

For each positive root α ∈ Φ+ of W(Γ), define the complex hyperplane

Hα := {Z ∈ HomZ(ΛΓ,C) | Z(α) = 0},

so that

V c
Γ := HomZ(ΛΓ,C) \

⋃
α∈Φ+

Hα

is the hyperplane complement associated to W(Γ). The (contragradient) action of
W(Γ) on the hyperplane complement is free and properly discontinuous and the
fundamental group of the quotient space is isomorphic to the Artin group:

B(Γ) ∼= π1 (V
c
Γ/W(Γ)) .

Moreover, a fundamental domain of V c
Γ can be identified as follows.
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Proposition 8.2 (Complexified Weyl chamber). A fundamental domain of V c
Γ with

respect to the action of W(Γ) is given by

CΓ := {Z ∈ HomZ(ΛΓ,C) | Z(Pi) ∈ H ∪ R<0}.

Moreover, every point in HomZ(ΛΓ,C) lies in the W(Γ)-orbit of the closure

CΓ = {Z ∈ HomZ(ΛΓ,C) | Z(Pi) ∈ H ∪ R}.

The following decomposition of HomZ(ΛΓ,C) into (real-codimension one) walls and
chambers will be helpful. For each positive root α ∈ Φ+, the (type II) wall associated
to α, denoted by Wα, is defined as

Wα := {Z ∈ HomZ(ΛΓ,C) | Z(α) ∈ R}.

Note that these walls are real-codimension one and are not the same as the complex-
codimension one hyperplanes Hα; each hyperplane Hα is just a subset of Wα. Re-
moving these walls from HomZ(ΛΓ,C) results in a disjoint union of open chambers

HomZ(ΛΓ,C) \
⋃
α∈Φ+

Wα =
∐

w∈W(Γ)

w · Co
γ , (12)

where Co
Γ is the interior of CΓ:

Co
Γ = {Z ∈ HomZ(ΛΓ,C) | Z(Pi) ∈ H}.

Indeed, the boundary points of Co
Γ all live on some wall Wαi

and w ·Wα = Ww(α).
The equality (12) follows from Proposition 8.2.

Going back to our running example Γ = A2, we thus have 6 open chambers – one
for each element of the Coxeter group W(A2) ∼= S3 – that are also the connected
components of HomZ(ΛA2 ,C) after the removal of the 3 real-codimension one walls:

Wα1 = {Z ∈ HomZ(ΛA2 ,C) | Z(α1) = Z(P1) ∈ R};
Wα2 = {Z ∈ HomZ(ΛA2 ,C) | Z(α2) = Z(P2) ∈ R}; and

Wα1+α2 = {Z ∈ HomZ(ΛA2 ,C) | Z(α1 + α2) = Z(P1) + Z(P2) ∈ R}.

Remark 8.3. The preimage of Z of the walls described above are real-codimension
one submanifolds in Stab(KΓ) known as type II walls. Crossing type II walls in the
stability manifold indicates a change in the (standard) heart P(0, 1] associated to
stability conditions (P , Z). There are also type I walls which describe changes to the
stability of objects, which we will not discuss here.
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Now that we understand the local picture HomZ(ΛΓ,C), let us return to the global
picture Stab(KΓ). In general, Stab(D) need not be connected, so we shall just con-
sider the connected component7 Stab∗(KΓ) ⊆ Stab(KΓ) that contains the stability
conditions coming from stability functions on the standard heart Hlin. Abusing no-
tation, we shall let Stab(Hlin) ⊂ Stab∗(KΓ) denote the subset of stability conditions
defined by stability functions on the standard heart Hlin. Any stability function on
the standard heart Hlin is completely (and uniquely) defined by Z(Pi) ∈ H∪R<0 for
each i ∈ Γ0 (see Example 7.4 for the example Γ = A2). In particular, we have that

Z : Stab(Hlin)
∼=−→ CΓ. (13)

Our first step is to prove the following lifted version of Proposition 8.2.

Proposition 8.4. For any stability condition ς ∈ Stab∗(KΓ), there exists a unique
β ∈ B(Γ) such that β ·ς ∈ Stab(Hlin). In particular, the action of B(Γ) on Stab∗(KΓ)
is free and Stab(Hlin) is a fundamental domain of Stab∗(KΓ).

We saw in Example 7.13 and Exercise 7.15 that the stability conditions coming
from the hearts σ±1

1 (Hlin) and Hlin are “close by”; the following is a general version
of that result:

Lemma 8.5 ([Bri09, Lemma 3.5]). Suppose (P , Z) ∈ Stab(KΓ) is defined by a stability
function on the standard heart Hlin satisfying Z(Pi) ∈ R<0 and Z(Pj) ∈ H for all
j ̸= i. Then there exists an open neighbourhood U ⊂ Stab(KΓ) of (P , Z) such that the
stability conditions in U are either given by stability functions on Hlin or σi(Hlin).
Conversely, suppose (P , Z) is defined by a stability function on σ−1

i Hlin satisfying
Z(Pi[1]) ∈ R<0 (so Z(Pi) ∈ R>0) and Z(Pj) ∈ H for all j ̸= i. Then there exists an
open neighbourhood U ⊂ Stab(KΓ) of (P , Z) such that the stability conditions in U
are either given by stability functions on σ−1

i (Hlin) or Hlin.

Note that the lemma above also implies that the action of B(Γ) on Stab(KΓ)
preserves the connected component Stab∗(KΓ).

Proof of Proposition 8.4. Let ξ ∈ Stab∗(KΓ). Pick a path p connecting some ς ∈
Stab(Hlin) to ξ (connected implies path connected in a manifold). The projection
Z(p) of the path p is then a path in HomZ(ΛΓ,C). Using the local homeomorphism
property of Z, we may deform p slightly so that Z(p) only passes through finitely
many walls in HomZ(ΛΓ,C) (no infinite “wiggling” around a wall”) and Z(p) only
passes through real-codimension one walls (in the A2 case, this means the path p only
passes through walls with at most one of Z(P1), Z(P2) and Z(P1)+Z(P2) having zero
imaginary part). As such, every time p passes through a wall of Stab(Hlin) ∼= CΓ,

7It is known that for Γ of ADE type, Stab(KΓ) is connected [AMY19; BDL23], but we will not
need this result.
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Lemma 8.5 says that either σi or σ
−1
i can be applied so that we are back at stability

conditions in Stab(Hlin). Given the condition on path p this can only happen finitely
many times, and so β · ξ ∈ Stab(Hlin) for some β ∈ B(Γ) as required.

To prove uniqueness, it is now sufficient to show that for all ς ∈ Stab(Hlin),
β · ς = ς implies β = id. Note that β · ς = ς implies in particular that β preserves
Hlin. One can explicitly show that any composition of the endofunctors σs that
preserves the heart Hlin is isomorphic to the identity functor (this can be done via
realising the endofunctors σi as actual complexes of graded bimodules, or see e.g.
[Bri09, Remark 3.7]). Moreover, for Γ of ADE type, the assignment of elements
in B(Γ) to endofunctors of KΓ given in Theorem 4.5 is known to be faithful (see
references after Theorem 4.5), hence the result follows. □

We can now deduce that the image of Z is the hyperplane complement V c
Γ .

Proposition 8.6. The image of Z : Stab∗(KΓ)→HomZ(ΛΓ,C) is equal to V c
Γ .

Proof. Recall from Proposition 8.4 and Proposition 8.2 that Stab(Hlin) and CΓ are
fundamental domains of Stab∗(KΓ) and V

c
Γ respectively. Moreover, Z identifies the

two fundamental domains. The result now follows from the fact that Z is equivariant
with respect to B(Γ) and W(Γ). □

Moreover, this allows us to show that the action of B(Γ) on Stab∗(KΓ) is properly
discontinuous:

Proposition 8.7. The action of B(Γ) on Stab∗(KΓ) is properly discontinuous.

Proof. On the hyperplane complement V c
Γ , the action of W(Γ) is properly discontinu-

ous. As such, for each (P , Z) ∈ Stab∗(KΓ) we can pick a small enough neighbourhood
U(P,Z) such that Z restricts to a homeomorphism onto an open neighbourhood UZ
of Z = Z(P , Z) satisfying

w · UZ ∩ UZ ̸= ∅ =⇒ w = id ∈ W(Γ). (14)

Suppose β ·U(P,Z) ∩U(P,Z) ̸= ∅. Applying Z and using its equivariant property, (14)
implies that the image of β in W(Γ) must be the identity element. As such, the
action of β on any stability condition will leave its stability function invariant. Now
let (P ′, Z ′) ∈ U(P,Z) such that β ·(P ′, Z ′) = (β ·P ′, Z ′) ∈ U(P,Z). Since U(P,Z) could be
made arbitrarily small, we could assume without lost of generality that all stability
conditions in it has slicing distance from P less than 1/2, so that we have

d(P ′,P) < 1/2, and (β · P ′,P) < 1/2.

Thus, we obtain

d(P ′, β · P ′) ≤ d(P ′,P) + d(P , β · P ′) < 1,
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where Lemma 7.9 implies that β · P ′ = P ′. In particular, we have found β ∈ B(Γ)
such that β · (P ′, Z ′) = (P ′, Z ′), where the uniqueness from Proposition 8.4 implies
that β = id as required. □

Theorem 8.8. The composition

Stab∗(KΓ)
Z−→ V c

Γ ↠ V c
Γ/W(Γ)

is a covering map, with B(Γ) acting via deck transformations.

Proof. Since B(Γ) acts on Stab∗(KΓ) freely and properly discontinuously, we know
that the quotient

Stab∗(KΓ) ↠ Stab∗(KΓ)/B(Γ)
is a covering map. Recall that Stab(Hlin) and CΓ are fundamental domains of
Stab∗(KΓ) and V

c
Γ respectively. Since Z is equivariant with respect to the actions of

B(Γ) and W(Γ), (13) shows that the quotient spaces Stab∗(KΓ)/B(Γ) and V c
Γ/W(Γ)

are identified via Z. In particular, the composition in the theorem is indeed a covering
map. The equivariant property of Z also implies that B(Γ) acts by deck transforma-
tions. □

Corollary 8.9. The K(π, 1) conjecture holds of Γ of ADE type.

Proof. For Γ of ADE type, the stability manifold Stab∗(KΓ) is known to be con-
tractible [QW18, Theorem A]. As such, the covering in Theorem 8.8 is actually a
universal covering of the hyperplane complement. Being contractible, it also proves
the K(π, 1) conjecture for B(Γ). □

Remark 8.10. It is worth mentioning here that there are different triangulated cat-
egories (other than KΓ) whose space of stability conditions can be used to study
the K(π, 1) conjecture. The triangulated category KΓ presented here is the most
“combinatorial” one (in the author’s very biased opinion), and other popular choices
of triangulated categories include (some of which are related to ours via (dg)Koszul
duality):

• Preprojective algebras [Bri09; Ike14];
• Ginzburg (dg) algebras [QW18];
• Contraction algebras [AW22].

The approach using contraction algebras [AW22] also allowed August–Wemyss to
reprove the K(π, 1) conjecture for a few extra non-simply-laced cases: I2(m) for
m = 4, 5, 6 and 8.

Remark 8.11. For Γ outside of ADE types (but simply-laced), Ikeda showed8 [Ike14]
that Stab(KΓ) is a covering space of S

1×(V c
Γ/W(Γ)), where contractibility of Stab(KΓ)

would also prove the K(π, 1) conjecture. For the affine case, see also [Bri09].
8Technically, there is a gap in Ikeda’s argument, but it is fixable.
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Remark 8.12. The case of non-simply-laced Γ can be approached via cutting out a
nice (closed) submanifold of Stab∗(Γ) using fusion-equivariant stability conditions
[Hen; DHL23]. See [QZ23, Theorem 5.5] where they treat the case of (non-simply-
laced) finite-type Coxeter diagrams.

Appendix A. Refinement of filtrations and triangulations

The main purpose of this appendix is to introduce the octahedral axiom of a
triangulated category via a dual presentation of exact triangles (where they really are
triangles!), as introduced in [DK18] – the upshot is that under this dual presentation,
the octahedral axiom corresponds to flips of triangulations. Throughout we fix D to
be a triangulated category.

Let us start by introducing the dual presentation of exact triangles:

α β

γ
A

B

CA
α−→ B

β−→ C
γ−→ A[1] ↭

Using the dual presentation, a filtration of X by exact triangles:

0 X1 X2 · · · Xm−1 Xm = X

A1 A2 Am

is presented as the following polygon (direction of morphisms implied by the orien-
tation of the edges)

0

X1

A1

X2

A2

Xm−1

Xm = X

Am

. . .

For our purposes, the triangulation of a polygon as above is called the standard
triangulation. Note that the left most triangle can be “absorbed” into the edge X1,
since the morphism between X1 and A1 must be an isomorphism (see Exercise 5.4).
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Now suppose each Ai has a filtration by some Ei
j’s. As above, thinking of the

filtrations as polygons with the standard triangulation (with outer edges labelled
by Ei

j’s), we can attach each of these polygons to the one above to obtain a single
larger polygon. Up to re-triangulation, this larger polygon would have the standard
triangulation – hence a filtration.

This is where the octahedral axiom comes into play. A “standard presentation” of

the octahedral axiom will look as follows. Suppose we have two morphisms A1
f−→ A2

and A2
g−→ A3 in D. Then we can consider exact triangles associated to f, g and the

composition gf (A12, A23 and A13 are cones of f , g and gf respectively):

A1
f−→ A2→A12→A1[1], A2

g−→ A3→A23→A2[1], A1
gf−→ A3→A13→A1[1].

Then there exists (not necessarily unique) morphisms ψ1, ψ2, ψ3 in D relating the
three exact triangles as follows, where each part of the diagram is commutative:

A1 A3 A23 A12[1]

A2 A13 A2[1]

A12 A1[1]

f g

gf

ψ3

ψ1

ψ2

In the dual presentation, the octahedral axiom implies that we can perform a trian-
gulation flip on a square, switching from one triangulation to the other:

f

g

A1

A2

A12

A3 A23

octahedral flip
↭ gf

ψ1

ψ2

ψ3

A1

A13

A12

A3 A23

Since every triangulation can be achieved through a finite sequence of flips, we can
always achieve the standard triangulation, as required.
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