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A nematic phase, previously seen in the d = 3 classical Heisenberg spin-glass system, occurs in the
n-component cubic-spin spin-glass system, between the low-temperature spin-glass phase and the
high-temperature disordered phase, for number of spin components n ≥ 3, in spatial dimension d =
3, thus constituting a liquid-crystal phase in a dirty (quenched-disordered) magnet. Furthermore,
under application of a variety of uniform magnetic fields, a veritable plethora of phases are found.
Under uniform magnetic fields, 15 different phases and two spin-glass phase diagram topologies,
qualitatively different from the conventional spin-glass phase diagram topology, are seen. The
chaotic rescaling behaviors and their Lyapunov exponents are calculated in each of these spin-glass
phase diagram topologies. These results are obtained from renormalization-group calculations that
are exact on the hierarchical lattice and, equivalently, approximate on the hypercubic spatial lattice.
Axial, planar-diagonal, or body-diagonal finite-strength uniform fields are applied to n = 2 and 3
component cubic-spin spin-glass systems in d = 3.
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FIG. 1. Calculated [15] phase diagrams for the cubic-spin
spin-glass systems for zero external field in spatial dimension
d = 3. The phase diagrams are, from top to bottom, for
number of components n = 2 and 3, meaning n Cartesian
directions to which the spin aligns or antialigns. A nematic
phase appears for n = 3, between the low-temperature spin-
glass phase and the high-temperature disordered phase.

I. CUBIC-SPIN SPIN-GLASS SYSTEM AND
NEMATIC PHASE IN A DIRTY MAGNET

Spin-glass systems have an inherent quantifiable chaos
under scale change [1–11] and thus provide a universal
classification and clustering scheme for complex phenom-
ena [12], as well as rich ordering phenomena such as spin-
glass sponge ordering [13] with interior or exterior chaos.
Spin-glass studies have been done overwhelmingly with
Ising si = ±1 spins. However, a recent study [14] with
classical Heisenberg spins ~si that can continuously point
in 4π steradians found, instead of spin-glass order, ne-

matic order, meaning a liquid-crystal phase in a dirty
magnet. Furthermore, cubic-spin spin-glass systems have
yielded both the nematic phase and the spin-glass phase,
in the same phase diagram.[15]
Recalling the phases of a conventional Ising spin-glass

phase diagram, the application of a uniform magnetic
field to the antiferromagetic system extends the antifer-
romagnetic phase in the magnetic field direction, yielding
a concrete phase diagram. The application of even an in-
finitesimal uniform magnetic field to the ferromagnetic
phase, destroys the ferromagnetic phase. It has been cal-
culated [16] that the application of even an infinitesimal
uniform field to an Ising (n = 1) spin-glass phase destroys
the spin-glass phase. The situation is quite different, for
cubic (n ≥ 2) spin systems, as we see below.
For an n-component spin system, n different types of

magnetic fields can be applied, each type with n′ ≤ n
magnetic-field components, and qualitatively different ef-
fects, as seen below. In this study, we perform a global
renormalization-group study for n = 2 and 3- compo-
nent cubic-spin spin-glass systems, in turn applying ax-
ial (n′ = 1), planar-diagonal (n′ = 2), and body-diagonal
(n′ = 3) magnetic fields, yielding 15 different phases and
two spin-glass phase diagram topologies different from
the conventional spin-glass phase diagram topology.

II. MODEL AND METHOD

The n-component cubic-spin spin-glass system in an
n′-component uniform magnetic field is defined by the
Hamiltonian, where β = 1/kT ,

−βH =
∑

〈ij〉

[Jij~si · ~sj + ~H · (~si + ~sj)] ≡
∑

〈ij〉

−βHij , (1)

where ~si can be in 2n different states ±û at each site
i, û being a unit Cartesian vector. The n′-component
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FIG. 2. Calculated phase diagrams for the cubic-spin system under planar-diagonal (in the +xy direction) and body-diagonal (in
the +xyz direction) magnetic fields, in spatial dimension d = 3, for p = 0, namely the ferromagnetic system. In all three cases, a
uniaxially aligned symmetry-broken (x or y or z aligned) ordered phase occurs at low temperatures and persists to all high fields.
A phase aligned along the applied magnetic field occurs at high temperatures. The phase transition temperatures between
these two phases are essentially independent of field strength and join, at the left intercept of the panels, the ferromagnetic
transition temperature (marked by arrow) of the zero-field systems. The ordered phases at finite-field are doubly (n = 2) or
triply (n = 3) degenerate. These degeneracies double at ordered phases joined at zero field. The renormalization-group sinks
of each phase, to which all points of the phase map under renormalization-group, are given in Table I. These sinks epitomize
the ordering of their respective phases.

uniform magnetic field is ~H = û1 + ... + ûn′ , with of
course n′ ≤ n. The sum is over nearest-neighbor pairs
of site 〈ij〉. The interaction Jij is ferromagnetic +J > 0
or antiferromagnetic −J with probabilities 1 − p and p,
respectively.

The hierarchical-lattice [17–19] exact renormalization-
group solution or, equivalently, the Migdal-Kadanoff
[20, 21] approximate renormalization-group solution of
such system has been described in detail. The construc-
tion of the hierarchical lattice, to be solved exactly, is by
first constructing strands of b nearest-neighbor interac-
tions −βHij in series. Here b = 3 is the length rescaling
factor. Then bd−1 such strands are connected in parallel.
Here d = 3 is the spatial dimensionality. The hierarchical
lattice is obtained by self-imbedding this graph infinitely.
The renormalization-group solution is effected by pro-
ceeding in the reverse direction. Alternately, and alge-
braically equivalently, the Migdal-Kadanoff approxima-
tion is constructed by rendering the cubic system renor-
malizable by bond moving, then reducing via decimation
b interactions in series to a single interaction, and then by
adding bd such interactions to compensate for the bond
moving. The hierarchical-lattice realization makes the
physically intuitive, much-used Migdal-Kadanoff approx-
imation a realizable, therefore robust, approximation, as
has been used in turbulence [22], electronic systems [23],
and polymers [24, 25]. For recent works using hierarchi-
cal lattices, see [26–35].

For quenched random systems such as here, 5,000
graphs are created by randomly choosing +J or −J . The
renormalization-group solution proceeds by randomly as-
sociating bd such graphs, to generate the renormalized

5,000 graphs. The renormalization-group trajectories of
these distributions are followed to the sinks [36] that
characterize the thermodynamic phases (Table I).

III. RESULTS: MAGNETIC FIELDS ON THE
FERROMAGNETIC PHASE YIELD 3 PHASE

DIAGRAMS

Calculated phase diagrams for the cubic-spin system
under planar-diagonal (in the +xy direction) and body-
diagonal (in the +xyz direction) magnetic fields, in spa-
tial dimension d = 3, for p = 0, namely the ferromagnetic
system, are shown in Fig. 2. In all three cases, a uni-
axially aligned symmetry-broken (x or y or z aligned)
ordered phase occurs at low temperatures and persists
to all high fields. A phase aligned along the applied
magnetic field occurs at high temperatures. The phase
transition temperatures between these two phases are es-
sentially independent of field strength and join, at the
left intercept of the panels, the ferromagnetic transition
temperature (marked by arrow) of the zero-field systems
(left edge of Fig. 2). The ordered phases at finite-field
are doubly (n = 2, x or y aligned) or triply (n = 3, x or
y or z aligned) degenerate. These degeneracies double
at ordered phases joined at zero field, since the reverse
magnetized phases also occur.
With the application to this ferromagnetic system of

an axial magnetic field (in the +x direction, even in in-
fitesimal amount), the ordered phase disappears and the
system is uniaxially aligned (along +x) at all tempera-
tures.
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FIG. 3. Calculated phase diagrams for the cubic-spin system under external axial (in the +x direction), planar-diagonal (in
the +xy direction), body-diagonal (in the +xyz direction) magnetic fields, in spatial dimension d = 3, for p = 1, namely
the antiferromagnetic system. The top row shows the application of the axial field: At high temperatures or high fields, the
system aligns along the applied field. The bottom row shows the application of planar-diagonal or body diagonal magnetic
fields: At high temperatures, the system aligns with the applied field. In all panels, at low temperatures and low fields, the
system orders in the fully antiferromagnetic phase of the zero-field system. For n = 3 under axial or planar-diagonal magnetic
fields, an intermediate, less degenerate, antiferromagnetic phase occurs in one of the directions of the axial or planar-diagonal
field. In these cases, the fully antiferromagnetic phase persists asymptotically close to the zero-field axis, as seen in the insets.
For planar-diagonal magnetic field, another ordered phase (doubly degenerate) of xy alternation occurs and continues to all
field strengths. All finite-temperature phase boundaries meet at the transition temperature (shown with horizontal arrow)
of the zero-field system, which is thus a multiphase point [37] of three or four phases occurring at finite temperature. The
zero-temperature phase transitions (shown with vertical arrow) occur at the ground-state-energy crossings, which also are
multiphase points of three phases.

IV. RESULTS: MAGNETIC FIELDS ON THE
ANTIFERROMAGNETIC PHASE YIELD 5

PHASE DIAGRAMS

Calculated phase diagrams for the cubic-spin system
under axial (in the +x direction), planar-diagonal (in the
+xy direction), body-diagonal (in the +xyz direction)
magnetic fields, in spatial dimension d = 3, for p = 1,
namely the antiferromagnetic system, are shown in Fig.
3. The top row shows the application of the axial field:
At high temperatures or high fields, the system aligns
along the applied field. The bottom row shows the ap-
plication of planar-diagonal or body diagonal magnetic

fields: At high temperatures, the system aligns with the
applied field. In all panels, at low temperatures and low
fields, the system orders in the fully antiferromagnetic
phase of the zero-field system, namely antiferromagnetic
in spin direction x or y or z, each doubly degenerate by
spatial translation. For n = 3 under axial or planar-
diagonal magnetic fields, an intermediate, less degener-
ate, antiferromagnetic phase occurs in one of the direc-
tions of the axial or planar-diagonal field. In these cases,
the fully antiferromagnetic phase persists asymptotically
close to the zero-field axis, as seen in the insets. For
planar-diagonal magnetic field, another ordered phase
(doubly degenerate by spatial translation) of xy alter-
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FIG. 4. Calculated phase diagrams for the cubic-spin system under planar-diagonal and body-diagonal magnetic fields, in
spatial dimension d = 3, for p = 0.5, namely the spin-glass system. A spin-glass phase occurs under planar-diagonal magnetic
fields. This spin glass phase results from the asymptotic competition, under renormalization-group, of the +x or +y aligned
phase and the xy alternating phase. Both of these phases are doubly degenerate, so that the spin-glass phase is quadruply
degenerate. Thus, as shown in the second line of the figure, it is −βHij(+x,+x)− βHij(+x,+y) ≡ 2M that is chaotic under
renormalization-group scale change, whereas in conventional spin-glass phases it is −βHij(+x,+x)− βHij(+x,−x) = 2J that
is chaotic under renormalization-group scale change. In the second line, these calculated chaoses, their calculated Lyapunov
exponents λ and their runaway exponents yR are given. For n = 2, the transition temperature is unaffected by field strength.
Each of these two spin-glass phase diagram topologies here very different from conventional spin-glass phase diagram topologies:
The axis orthogonal to temperature is not a quenched probability but the magnetic field; one of the competing phases, xy
alternating, does not appear in the phase diagram; the spin-glass phase stretches indefinitely in the horizontal axis direction.
In both n = 3 cases, namely with or without the occurrence of the spin-glass phase, phase reentrances occur in the temperature
direction. The zero-field intercepts of the phase boundaries are the transition points, seen in Fig. 1, of the zero-field spin-glass
for n = 2 and of the zero-field nematic phase for n = 3. The renormalization-group sinks of each phase, to which all points of
the phase map under renormalization-group, are given in Table I. These sinks epitomize the ordering of their respective phases.

nation occurs and continues to all field strengths. All
finite-temperature phase boundaries meet at the transi-
tion temperature (shown with horizontal arrow) of the
zero-field system, which is thus a multiphase point [37]
of three (n = 2) or four (n = 3) phases, without counting
the degeneracies, occurring at finite temperature. The
zero-temperature phase transitions (shown with vertical
arrow) occur at the ground-state-energy crossings, which
also are multiphase points of three phases.

V. RESULTS: MAGNETIC FIELDS ON THE
NEMATIC/SPIN-GLASS PHASE YIELD 3

PHASE DIAGRAMS AND TWO TOPOLOGIES

Calculated phase diagrams for the cubic-spin sys-
tem under planar-diagonal and body-diagonal magnetic
fields, in spatial dimension d = 3, for p = 0.5,
namely the spin-glass system, are given in Fig. 4. A
spin-glass phase occurs under planar-diagonal magnetic
fields. It is seen that this spin glass phase results

from the asymptotic competition, under renormalization-
group, of the +x or +y aligned phase and the xy
alternating phase. Both of these phases are doubly
degenerate, so that the spin-glass phase is quadru-
ply degenerate. Thus, as shown in the second line
of the figure, it is −βHij(+x,+x) − βHij(+x,+y) ≡
2M that is chaotic under renormalization-group scale
change, whereas in conventional spin-glass phases it is
−βHij(+x,+x) − βHij(+x,−x) = 2J that is chaotic
under renormalization-group scale change. Thus, for
a cubic-spin spin-glass under planar-diagonal magnetic
field, an Ising spin-glass phase is realized, from asym-
metric phases x or y and xy. For n = 2, the transi-
tion temperature is unaffected by field strength. Each
of these two spin-glass phase diagram topologies here are
very different from conventional spin-glass phase diagram
topologies: The axis orthogonal to temperature is not a
quenched probability but the magnetic field; one of the
competing phases, xy alternating, does not appear in the
phase diagram; the spin-glass phase stretches indefinitely
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in the horizontal axis direction. In both n = 3 cases,
namely with or without the occurrence of the spin-glass
phase, phase reentrances [38] occur in the temperature
direction. Such phase reentrance behavior has been seen
dipolar liquid crystals [39, 40], molecular entropic binary
liquid mixtures [41], oversaturatedly adsorbed surface
systems [42], random-field tranverse Ising models [43],
high-curvature (black hole) gravity [44, 45]. The zero-
field intercepts of the phase boundaries in Fig. 4 are the
transition points, seen in Fig. 1, of the zero-field spin-
glass for n = 2 and of the zero-field nematic phase for
n = 3.
The renormalization-group trajectories in the spin-

glass phases are chaotic, as shown in the second line of
Fig. 4. The strength of chaos under scale change [1–4] is
measured by the Lyapunov exponent [46, 47],

λ = lim
n→∞

1

n

n−1
∑

k=0

ln
∣

∣

∣

dxk+1

dxk

∣

∣

∣
, (2)

where, in the current case, xk = Mij/M at step k of the

renormalization-group trajectory andM is the average of
the absolute value in the quenched random distribution.
The location ij and the renormalized locations overlay-
ing it are included in the summation, which readily con-
verges. Thus, we calculate the Lyapunov exponents by
discarding the first 100 renormalization-group steps (to
eliminate crossover from initial conditions to asymptotic
behavior) and then using the next 900 steps, shown in
Fig. 4. As expected from the previous paragraph, these
very different variable and topologies still give the Ising
Lyapunov exponent of λ = 0.40, whereas non-Ising Lya-
punov exponents do very commonly occur [15]. In ad-
dition to chaos, the renormalization-group trajectories

show asymptotic strong-coupling behavior [48],

M ′ = byR M , (3)

where the prime denotes renormalized and yR > 0 is the
strong-coupling runaway exponent [48]. Again using 900
renormalization-group steps after discarding 100 steps,
we find here the same value of yR = 0.24, which appears
to be common to a large number of otherwise different
spin glasses, reflecting that spin-glass order in very un-
saturated order.[15]
On the other hand, with the application to this spin-

glass system of an axial magnetic field (in the +x direc-
tion, even in infitesimal amount), the spin-glass phase
disappears and the system is uniaxially aligned (along
+x) at all temperatures.

VI. CONCLUSIONS

We have solved the cubic-spin spin-glass n = 2
and 3-component spin-glass system under uniform axial,
planar-diagonal, and body-diagonal magnetic fields. We
find 15 different phases including a spin-glass phase and
two spin-glass phase-diagram topologies very different
from the conventional spn-glass phase-diagram topolo-
gies.
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Renormalization-Group Sinks of the n=3 Finite-Field Thermodynamic Phases
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TABLE I. Under repeated renormalization-group transformations, the phase diagram points of the phases of the finite-field n-
component cubic-spin spin glass flow to the sinks shown on this Table, giving the exponentiated nearest-neighbor Hamiltonians.
The number of coexisting phases are shown in parenthesis.

Present in Off-Equilibrium Spin-Glass Dynamics, Comm.
Phys. 4, 74 (2021).
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