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Abstract

This paper is the last of the series investigating renormalization group
aspects of stochastic random matrices, including a Wigner-like disorder. We
consider the equilibrium dynamics formalism that can be merged with the
Ward identities arising from the large N effective kinetics. We construct a
regulator that does not break time-reversal symmetry and show that the re-
sulting flow equations reduce to the equilibrium flow built in our previous
works. Finally, we investigate the flow equations beyond the equilibrium dy-
namics assumption and study the stability of the perturbation around the
fluctuation-dissipation theorem.
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1 Introduction
In our two previous papers [1, 2], we have considered a nonperturbative renor-
malization group for the equilibrium states corresponding to a stochastic complex
N × N matrix M , characterized by a quenched disorder, materialized by a Wigner
Hermitian matrix of size N. In the large N limit, the equilibrium states look like
a non-conventional Euclidean and non-local field theory, with an effective kinetics
spectrum given by the Wigner law. We considered two different approximation
schemes for solving the formal nonperturbative Wetterich equation. First in [1] we
thought the standard vertex expansion at the leading order by using the derivative
expansion, suitable for such a kind of non-local field theories [3–6]. This approach
revealed some relevant fixed points in the deep IR, and strong evidence for the exis-
tence of a first-order phase transition. The existence of these interacting fixed points
and this phase transition has to be confirmed in [2] where a method exploiting the
Ward identities arising from effective kinetics has been used to close the hierarchy
in the vicinity of local interactions. This method, inspiring from [7, 8] allows us
to go beyond the limitations of the vertex expansion, and in particular taking into
account the intrinsic momenta dependency of effective vertices. From this method,
we confirm the existence of a discontinuous phase transition, with the additional
condition that anomalous dimensions vanish in the deep IR. Note that this condi-
tion agrees also with the vertex expansion, and we observed that the anomalous
dimension goes to zero for some fixed point, as the order of the derivative expansion
increases. Finally, the discontinuous phase transition we discovered can be charac-
terized by the characteristics of the eigenvalue distribution of the Hermitian matrix
χ = M †M , and in particular by the larger edge bound of the distribution.

In the first part of this paper, we focus on the renormalization group for equi-
librium dynamics of the stochastic matrices. In this regime, where the system
is assumed to reach equilibrium with the time going to infinity, the fluctuation-
dissipation theorem holds and should be taken into account in the construction of the
truncation. This in particular imposes a constraint on the choice of the regulator [9–
11], which we trivially solve by imposing no coarse-graining in the frequency space.
Solving Ward identities in that regime, we recover exactly the equation obtained in
[2], up to an irrelevant factor π coming from the normalization of Fourier modes.
In the second and last part of this paper, we investigate the out-of-equilibrium dy-
namics, a regime where the fluctuation-dissipation theorem breaks down. We then
adapt the Ward identity method to this regime and deduce the flow equations in
the IR limit. We then analyze the flow numerically and show the existence of a
transition between in and out equilibrium phases, controlled by a fixed point whose
we compute critical exponents.

The outline of the paper is the following. In sections 2 and after a short presenta-
tion of the problem already detailed in [1, 2], we construct the equilibrium dynamics
formalism based on the Martin-Siggia-Rose formalism. In section 3, we construct
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the renormalization group solution in the deep IR using Ward identities, and in
section 4 we venture into the out-of-equilibrium dynamics. Finally, we summarize
our results and some open issues in conclusion given in section 5. Some additional
materials are given in Appendices A, B (see also section 3.2).

2 Equilibrium dynamics formalism
In this section, we introduce the notations, and the basic formalism to construct a
renormalization group in the equilibrium dynamics regime. In particular, we intro-
duce the Martin-Siggia-Rose path integral, and a regularization scheme that pre-
serves time-reversal symmetry, and especially its main incarnation: the fluctuation-
dissipation theorem.

2.1 The model
Let us briefly provide the definition of the model. We consider a complex stochastic
matrix M(t) ∈ CN×N, whose entries evolve accordingly with the stochastic process:

dMij

dt
= − δH

δM ij(t)
+ Bij(t) , (2.1)

where the noise B(t) is a Gaussian matrix, with zero mean value and variance given
by:

⟨B̄i′j′(t′)Bij(t)⟩ = Tδii′δjj′δ(t − t′) , (2.2)

and H reads as:

H :=
∫ +∞

−∞
dt Tr

(
JM(t)M †(t)

)
+ Tr

(
KM †(t)M(t)

)
+

∞∑
p=1

apN−p+1

(p!)2

∫ +∞

−∞
dt Tr (M †(t)M(t))p . (2.3)

In the above relation both J and K are Hermitian Wigner matrices [12, 13] with
the same variance σ2. In the large N limit, the spectrum of the Wigner matrices
becomes deterministic, given by the well-known semicircle law, meaning that for any
suitable test function f , we have the following large N-limit relation:

1
N lim

N→∞

N∑
µ=1

f(λµ) =
∫ 2σ

−2σ

dλ µW (λ)f(λ) , (2.4)

with:
µW (λ) =

√
4σ2 − λ2

2πσ2 . (2.5)
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Remark that the stochastic equation (2.1) admits a probabilistic interpretation.
We denote by P (M, t) the probability distribution of the random noise η(t) which
influences the trajectory such that M(t) = M , with the initial condition M(t = 0) =
M0. Formally, for the complex matrices:

P (M, t) :=
〈∏

i,j

δ(Mij − Mij(t))δ(M ij − M ij(t))
〉

, (2.6)

and for Hermitian matrices:

P (M, t) :=
〈∏

i

δ(Mii − Mii(t))
∏
j<i

δ(ReMij − ReMij(t))δ(ImMij − ImMij(t))⟩
〉

,

(2.7)

where Re(z) and Im(z) are the standard real and imaginary parts of z. The proba-
bility P (M, t) follows a Fokker-Planck equation that can be easily deduced from the
equation of motion (2.1). For complex matrices, for instance, we have:

∂P

∂t
= HP [M, t] , (2.8)

where the Hamiltonian H is the second order derivative operator:

H :=
∑
i,j

(
T

∂2

∂Mij∂M ij

+ 2 ∂2H(C)

∂Mij∂M ij

+ ∂H(C)

∂Mij

∂

∂M ij

+ ∂H(C)

∂M ij

∂

∂Mij

)
. (2.9)

At equilibrium state, the large N partition function ZC
eq[L, L] reads setting T = 2:

ZC
eq[L, L] −→

N→∞

∫
dMdM e−HC

∞[M,M ]+L·M+M ·L , (2.10)

where:

HC
∞[M, M ] :=

∑
λ,µ

Mλµ(λ + µ + a1)Mλµ +
∞∑

p=2

apN−p+1

(p!)2 Tr (M †(t)M(t))p , (2.11)

and the dot product “·” is defined as: A·B :=
∫

dt
∑N

i,j=1 Aij(t)Bij(t) . The resulting
Boltzmann type partition function must be rewritten in a clever way introducing
the two momenta, positives in the large N:

p1 := λ + 2σ , p2 := µ + 2σ , (2.12)

together with the mass: m := a1 − 4σ, such that the propagator becomes: Cp1p2 :=
E−1(p1, p2) , where E(p1, p2) := p1 +p2 +m is the energy of the mode (p1, p2). Then,
in the large N limit, the equilibrium partition function looks like (but differs from)
an ordinary Euclidean field theory, with nearly continuous momenta p.
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2.2 Martin-Siggia-Rose path integral
In our investigation, we only focus on the out-of-equilibrium dynamics that relax
toward equilibrium for a long time. In this regime called equilibrium dynamics,
the Martin-Siggia-Rose formalism [14, 15] allows expressing the Langevin dynamics
(2.1) as a field theory. Once again, we recall the explicit construction for Hermitian
matrices in the Appendix A, and in this section we only provide the results, assuming
the reader is familiar with these concepts.

Proposition 1 For complex random matrices, and for a given sample of the disor-
der matrices J and K, the partition function ZJ,K [L, L̃] describing field correlations
in the equilibrium dynamics reads:

ZJ,K [L, L̃] :=
∫

dMdMdχdχ e−S[M,M,χ,χ]+L̄·M+M̄ ·L+L̃·χ+χ·L̃ , (2.13)

where L and L̃ are source fields, and the MSR action is:

S[M, M̄, χ, χ] :=
∫ +∞

−∞
dt Tr

[
Tχ†(t)χ(t) + iχ†(t)

(
Ṁ + ∂MU

)
+ i
(
Ṁ † + ∂MτU

)
χ(t)

]
.

(2.14)

For a given sample of disorders J and K, the functional ZJ,K [L, L̃] generates cor-
relation functions computed along a trajectory starting and ending at equilibrium,
with boundary time t = ±∞. Note that the initial time ti can always be chosen as
ti = −∞ because of the expected time translation invariance, and the end time tf

to +∞ thanks to time-reversal symmetry. In other words, because of the relation
assumption, the system is expected to be arbitrarily close to equilibrium
for any finite time (see [16] for more detail).

Remark 1 The definition of path integrals requires a choice for the discretization
before constructing the continuum limit. The most popular choice in physics is the
Stratonovitch’s discretization prescription, which consists of taking the value
of the functions at the middle of the discrete step. With the Îto prescription in
contrast, we took the value of the integrated functions on the discrete action at the
left, on the boundary of the discretized step [17, 18]. In this paper, we will use the Îto
prescription, which in particular allows us to set to unity the determinant involved
in the construction of the MSR path integral (see Appendix A).

The auxiliary field χ is a N × N matrix with time-dependent complex entries,
and was introduced to break the square Tr

(
Ṁ + ∂MU

)†(
Ṁ + ∂MU

)
, accordingly

with the standard Hubbard-Stratonovich trick [19]. As recalled in the Appendix A,
the MSR partition function is nothing but a clever way to rewrite the averaging of
exp

(
L̄ · M + M̄ · L

)
over the realizations of the noise such that:

ZJ,K [L = 0, L̃ = 0] = 1 , (2.15)
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by construction. This property shows that the expectation function of any power
of fields can be deduced by taking the functional derivative of the sources and set-
ting L = 0, L̃ = 0 at the end of the computation. The averaging of the correlation
functions is furthermore obtained from the averaging of the partition function in-
stead of the free energy and does not require replica [15, 20]. Finally, due to the
equilibrium dynamics assumption, the action (2.14) has to be invariant under time
reversal, which corresponds to the field transformation:

M ′
ij(t) = Mij(−t) , χ′

ij(t) = χij(−t) + 2i

T
Ṁij(−t) , (2.16)

and:
M̄ ′

ij(t) = M̄ij(−t) , χ̄′
ij(t) = χ̄ij(−t) + 2i

T
˙̄Mij(−t) . (2.17)

The same consequence holds for the MSR path integral (2.14), and the kinetic part
of the action reads, in Fourier space:

Skin :=
∫

dω
∑
p1,p2

[
T χp1p2(ω)χp1p2(ω) + i χp1,p2(ω) (iω + E(p1, p2)) Mp1,p2(ω)

+ iMp1,p2(ω) (−iω + E(p1, p2)) χp1,p2(ω)
]

, (2.18)

where the Fourier transform is defined with the convention, for some function1 f :

f(ω) := 1√
2π

∫ +∞

−∞
dt f(t)eiωt . (2.19)

The bare propagators read directly from (2.18),

Cχ̄T = ω − i(p1 + p2 + m)
ω2 + (p1 + p2 + m)2 , CT̄ χ = − ω + i(p1 + p2 + m)

ω2 + (p1 + p2 + m)2 , (2.20)

and
CT T̄ = 1

T 2
1

ω2 + (p1 + p2 + m)2 . (2.21)

Furthermore, the response fields χ and χ̄ do not propagate:

Cχχ̄ = 0 . (2.22)

Interestingly, the result (2.22) valid at order zero in the perturbative expansion
survives to all orders and may be considered as an exact relation [16], meaning that
component χχ̄ of the exact propagator G (or equivalently the component T̄ T of the
mass matrix Γ(2)) vanishes:

Gχχ̄(ω, p1, p2) = 0 . (2.23)

This is indeed the case for all higher correlation functions between response fields
alone, see also the recent reference [8] for more detail:

1Note that we use the same symbol f for the function and its Fourier transform.
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Remark 2 All correlation functions implying the response field alone vanish:

δ2nZJ,K

δχnδχn

∣∣∣
L=0,L̃=0

= 0 . (2.24)

This can be proved by adding some linear Hamiltonian M̄ · k + k̄ · M to the initial
Hamiltonian. This is equivalent to translate the source fields as L̃ → L̃ − ik and
¯̃L → ¯̃L − ik̄, and (2.24) follows from (2.15).

2.3 Interpolating classical and quantum action
We consider the Wetterich formalism, aiming to interpolate between the MSR ac-
tion and the effective action Γ, including all the quantum effects. We start with an
explicit expression of the action in the Fourier representation. Usually, the interpo-
lation is given by adding a regulator Rk, transforming the kinetic action (with the
regulator term) of the MSR action as (see (2.18) and [8]):

Skin :=
∫

dω
∑
p1,p2

[
χp1p2(ω)χp1p2(ω) + i χp1,p2(ω) (iω + E(p1, p2)) Mp1,p2(ω)

+ i Mp1,p2(ω) (−iω + E(p1, p2)) χp1,p2(ω) + i χp1,p2(ω)Rk(p1, p2)Mp1,p2(ω)

+ i Mp1,p2(ω)Rk(p1, p2)χp1,p2(ω)
]

. (2.25)

Note that, we set T = 1, which is always allowed up to a suitable rescaling of the
fields and couplings involved in the MSR action. We denote as Ξ := (M, χ) the
doublet of fields, such that the regulator term ∆Sk reads also:

∆Sk = i

∫
dω

∑
p1,p2

Ξ̄p1p2(ω)Rk(p1, p2)Ξp1p2(ω) , (2.26)

where the momentum-dependent mass Rk(p1, p2), usually called regulator ensures
that IR contributions to the effective action are suppressed [21]. More precisely, we
require that:

Rk=0(p1, p1) = 0 , Rk→4σ(p1, p2) → ∞ . (2.27)
As in our previous works [1, 2], we choose:

Rk(p1, p2) = Z(k)k
(

4σ

4σ − k

)(
2 − p1 + p2

k

)
f
(p1

k

)
f
(p2

k

)
(2.28)

where the function f(x) is related to the Heaviside function: f(x) := θ(1 − x), such
that, for k small enough:

Rk(p1, p2) ≈ Z(k)(2k − p1 − p2)θ(k − p1)θ(k − p2) . (2.29)
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Figure 1: Interactions bubbles of order 2, 4 and 6 for the out of equilibrium theory.

We also define the quantity Z̃ := 4σ/(4σ − k) introduced in [1], which is equivalent
to Z in the deep IR. The flow equation can be deduced, as usual, by taking the
derivative of the partition function [21], and the Wetterich equation takes the form:

Γ̇k =
∫

dω
∑
p1,p2

Ṙk(p1, p2)
Γ(2)

k (p1, p2) + Rk(p1, p2)

∣∣∣∣∣
ω,ω

, (2.30)

where the notation X|ω,ω means that we only take into account the diagonal parts
of the 2-points function which is proportional to δ(0), because of the momenta
conservation and is compensated by the same (infinite) factor on the left. As usual
in out-of-equilibrium field theory based on the MSR formalism, we assume that
the interactions are linear in the response field (χ, χ̄) [8, 9]. In the bubble graph
representation, the interactions can then be represented by tripartite colored regular
graphs, with black and white dots materializing fields M, M̄ and black and white
squares materializing (respectively) response field χ, χ̄, with only one of such a square
node per local components (with respect to the time). Figure 1 gives some examples
of the diagram representation of such interactions and the black and white dots and
squares materialize respectively fields M and η, and their complexes conjugate. In
contrast, the colored edges materialize indices contractions. See also Appendices B
and 3.2 below.

2.4 Local truncation and fluctuation-dissipation theorem
These defined given in the last section allow us to introduce the theory space on
which the interaction part of the effective average action Γk reads:

Γk,int[η, η̄, Φ, Φ̄] :=
∑

n

i
(1 + δ1n)u2n

n!(n − 1)!

K∑
p=1


order 2p︷ ︸︸ ︷

+

order 2p︷ ︸︸ ︷ ,

(2.31)
where 2K denotes the larger order interaction involved in the truncation. Note that
we included the mass term (for p = 1) in the interactions, with a factor 2 in front.
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Furthermore, note that the definition of the bubbles includes integration over time,
or frequency, depending if we work in direct or Fourier representation. For instance,
explicitly:

=
∫ +∞

−∞

4∏
i=1

dωi δ

(
4∑
i

(−1)iωi

) ∑
p1,p2,p3,p4

η̄p1p2(ω1)Φp3p2(ω2)Φ̄p3p4(ω3)Φp1p4(ω4)

(2.32)
For the kinetic truncation, we focus on the leading order of the derivative expansion,
and choose:

Γk,kin[η, η̄, Φ, Φ̄] :=
∫

dω
∑
p1,p2

[
ηp1p2(ω)ηp1p2(ω)

+ i ηp1,p2(ω) (iω + Z(k)(p1 + p2)) Φp1,p2(ω)

+ i Φp1,p2(ω) (−iω + Z(k)(p1 + p2)) ηp1,p2(ω)
]

. (2.33)

This truncation is minimal i.e. we do not consider field strength renormalization for
response fields. Furthermore, the time-reversal symmetry given by the transforma-
tions (2.16) and (2.17) ensures that the wave function renormalization for response
field must be equal to the renormalization of the terms iωη̄Φ and −iωΦ̄η. More
precisely, if iωη̄Φ → iωX1(k)η̄Φ, −iωΦ̄η → −iX2(k)ωΦ̄η and η̄η → Y (k)η̄η, the
time-reversal symmetry given by transformations (2.16) and (2.17) imposes:

X1(k) = X2(k) = Y (k) . (2.34)

For the same reason, the truncation should not include terms like Φ̄Φ, and the
expansion (2.33) is the minimal one, compatible with time-reversal symmetry and
causality – see [8, 9, 22] and Appendix B which involves the same proof with the
absence of a term involving only fields M and M̄ , without response field. Accord-
ingly, with [8], we call heteroclicity this property of interaction which necessarily
includes the response field. In section (3.2), we propose a same proof, based on
Ward identities, explaining why the component Φ̄Φ of Γ(2) has to vanish.

Remark 3 Note that the absence of a Φ̄Φ term in the kinetic truncation can be
easily traced from the condition that the response field does not propagate, i.e. the
component Gk,η̄η of the effective propagator vanishes identically – see for instance
[8, 16] and below.

As illustration of the above prescription, we compute the flow equation for u2 in
the expansion (2.31) for Γk. Taking the second derivative of the Wetterich equation
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(2.30) with respect to η̄ and Φ, we get, graphically:

Γ̇k,η̄Φ(p1, p2, ω)δ(ω − ω′) = − − . (2.35)

The crossed circle denotes the regulator insertion and dashed edges denote the ef-
fective propagator. As explained before, the effective propagator looks like a 2 × 2
matrix in the doublet space (η, Φ). More precisely, we can write explicitly the 2 × 2
matrix Γ(2)

k as:

Γ(2)
k (p1, p2, ω) =

(
1 −ω + iZ(k)(p1 + p2 + 2kũ2)

ω + iZ(k)(p1 + p2 + 2kũ2) 0

)
.

(2.36)
where we displayed columns and rows such that the diagonal involves η̄η components
comes in first position at the top left. Also, we use the correspondence u2 :=
Zkũ2. Note that the well-defined two point function involves a product of Kronecker
and Dirac delta δ(ω − ω′)δp1p′

1
δp2p′

2
for conservation of momenta, that we implicitly

canceled on both sides of the above equation. Adding the regulator contribution,
the kinetic kernel can be easily inverted and the components of the propagator are:

Gη̄Φ(p1, p2, ω) = 1
ω + iZfk(p1, p2)

, GΦ̄η(p1, p2, ω) = 1
−ω + iZfk(p1, p2)

, (2.37)

and:
GΦ̄Φ(p1, p2, ω) = 1

ω2 + Z2f 2
k (p1, p2)

, (2.38)

where,

fk(p1, p2) := p1 + p2 + 2kũ2 + rk(p1, p2) , Rk(p1, p2) =: Z(k)rk(p1, p2) . (2.39)

These function in particular satisfy the fluctuation-dissipation theorem [8, 16]:

Gη̄Φ(p1, p2, ω) − Gη̄Φ(p1, p2, −ω) = 2ωGΦ̄Φ(p1, p2, ω) (2.40)

meaning that the choice of the regulator and truncation is compatible with the
equilibrium dynamics assumption. Note that this is expected because the truncation
agrees with the time reflection symmetry. Furthermore, this holds for any choice of
the regulator, as soon as it remains independent.2

2In this case, the regulator is constrained by the time-reversal symmetry constraint, see [9, 10].
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Let us compute the flow for the mass u2, which will be useful in the next sec-
tion. To this end, we focus on one of the previous diagrams, for vanishing external
momenta. The diagrams involve the loop is explicitly:

A2 :=
∫

dω

∫
ρ(p)dp

Ṙk(p, 0)
ω2 + Z2f 2

k (p, 0)
1

ω + iZfk(p, 0) , (2.41)

which can be easily computed using the residue theorem (A > 0):∫
dω

1
ω2 + A2

1
ω + iA

= − iπ

2A2 , (2.42)

and we get:
A2 := −i

8Z(k)k
Jν(k)

(1 + ũ2)2 , ν := k
d
dk

ln Z (2.43)

and in the deep IR (see [1]):

Jν(k) ≈ 1
σ̃3/2

(
14ν(k)

15 + 7
3

)
, (2.44)

where:
σ̃ := k−1σ . (2.45)

It is easy to check that the contributions of the two diagrams in (2.35) are equal
for vanishing external momenta. Furthermore, the contribution has to be counted
twice, because of the two components η̄RkΦ and Φ̄Rkη. Finally,

u̇2 = +iu4A2(k) = − u4

8Z(k)k
Jν(k)

(1 + ū2)2 , (2.46)

and using dimensionless renormalized couplings, ũ2, we recover essentially the equi-
librium equation (up to a factor π):

˙̃u2 = −(1 + ν)ũ2 − ũ4

8
Jν(k)

(1 + ũ2)2 . (2.47)

One can easily check that this holds for higher order equations and that up to
a global rescaling of couplings (for n > 1) by π, we recover the equilibrium flow
equations derived in [1]. As explained in the introduction, this is expected because
of the equilibrium dynamics assumption. However, if the equations are the same, the
interpretation of the resulting phase space is different. In particular, regions where
the equilibrium potential is unbounded from below, for instance, are interpreted as
a region where the corresponding equilibrium state is non normalizable, and then
where the system remains out of equilibrium for a long time.
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3 Local truncation and Ward identities method
This section considers the Ward identity method introduced in [2] for the equilibrium
dynamics formalism. We begin with a general derivation of the Ward identities,
arising because of the explicit (U(N))×2 symmetry breaking of the effective kinetics
term. We then use the equilibrium dynamics assumptions and show that the Ward
identities in this case are reduced to their expression for the equilibrium theory –
up to the factor π noticed before.

3.1 Modified Ward identities
The Ward identities come from the underlying unitary symmetry, broken by the
effective kinetic emerging at large N from the disorder contribution. The variation
of MSR partition function (2.13) with kinetic action modified by the regulator (see
(2.25)) leads to the functional identity:

0 =
∫

dω

[
iδEk(p1, p′

1, p2)
(

δ2

δL̃p⃗ (ω)δL̄p⃗ ′(ω)
+ δ2

δ ¯̃Lp⃗ ′(ω)δLp⃗ (ω)

)

+
(

L̄p⃗(ω) δ

δL̄p⃗ ′(ω)
− Lp⃗ ′(ω) δ

δLp⃗(ω) + ¯̃Lp⃗(ω) δ

δ ¯̃Lp⃗ ′(ω)
− L̃p⃗ ′(ω) δ

δL̃p⃗(ω)

)]
eWk(L,L̃)

(3.1)

where the free energy Wk(L, L̃) fluctuates via the index k, and

δEk(p1, p′
1, p2) = Ek(p′

1, p2)−Ek(p1, p2) , Ek(p′
1, p2) := |p⃗ |+m+Rk(p1, p2) . (3.2)

See the reference [8] for more detail. As for the equilibrium case, expressing Ward’s
identities in terms of observables is useful. We define connected correlation functions
as:

G
(n+n̄;m+m̄)
k,p⃗1,··· ,p⃗n,⃗̄p1,··· ,⃗̄pn̄,q⃗1,··· ,q⃗m,⃗̄q1,··· ,⃗̄qm̄

=
n∏

i=1

δ

δLp⃗i

n̄∏
j=1

δ

δL̄p⃗j

m∏
I=1

δ

δL̃p⃗I

m̄∏
J=1

δ

δ ¯̃Lp⃗J

Wk(L, L̃) .

(3.3)
This definition will be used when the explicit index structure is required. The
classical fields as the functional derivatives of the free energy are then defined as:

Φp⃗ := δWk

δL̄p⃗

, Φ̄p⃗ := δWk

δLp⃗

, ηp⃗ := δWk

δ ¯̃Lp⃗

, η̄p⃗ := δWk

δL̃p⃗

, (3.4)

and we get finally the following statement:

13



Proposition 2 The correlation functions of the equilibrium dynamical model satis-
fied the following Ward identity:∫

dω
∑
p2

[
iδEk(p1, p′

1, p2)
(
Gk,η̄Φ(p⃗ ′, ω; p⃗, ω) + η̄p⃗ Φp⃗ ′ + Gk,Φ̄η(p⃗, ω; p⃗ ′, ω) + ηp⃗ ′ Φ̄p⃗

)
+
(

L̄p⃗(ω)Φp⃗ ′(ω) − Lp⃗ ′(ω)Φ̄p⃗ (ω) + ¯̃Lp⃗(ω)ηp⃗ ′(ω) − L̃p⃗ ′(ω)η̄p⃗(ω)
)]

= 0 , (3.5)

where , p⃗ := (p1, p2) and p⃗ ′ = (p′
1, p2).

3.2 Another “proof” of heteroclicity
Before coming to the main issue of this section, let us show that the Ward identities
allow us to give another proof of heteroclicity i.e. a property that tells us why
the effective action Γk cannot include interactions independent of the response field
(see Appendix B or [8] for more detail). Remark also that the relations between
observables arising from the unitary symmetry of interactions automatically consider
the causality of the theory. Then we start by performing in the symmetric phase
(the odd vertex function vanishes), the second derivative of the Ward identity (3.5)
with respect to δ2/δΦq⃗ (Ω)δΦ̄⃗̄q (Ω̄) and get∫

dω
∑
p2

[
iδEk(p1, p′

1, p2)
(

δ2Gk,η̄Φ(p⃗ ′, ω; p⃗, ω)
δΦq⃗(Ω)δΦ̄⃗̄q(Ω̄)

+
δ2Gk,Φ̄η(p⃗, ω; p⃗ ′, ω)

δΦq⃗(Ω)δΦ̄⃗̄q(Ω̄)

)

+
(

δL̄p⃗ (ω)
δΦ̄⃗̄q(Ω̄)

δp⃗ ′q⃗ δ(ω − Ω) − δLp⃗ ′(ω)
δΦq⃗(Ω) δp⃗⃗̄q δ(ω − Ω̄)

)]
= 0 . (3.6)

The two last terms are nothing but the components Φ̄Φ of Γ(2)
k , which has to vanish

because of the condition Gk,η̄η = 03 (see Remark 3):

∂2Gk,η̄Φ(p⃗ ′, ω; p⃗, ω)
∂Φq(ω1)∂Φ̄q̄(ω̄1)

= −
∑
p1,p′

1

Gk,η̄M(p′, p′
1)Γ

(4)
k,ΦΦ̄Φσ̄

(q, q̄, p′
1, p1)Gk,η̄Φ(p1, p)

−
∑
p1,p′

1

Gk,η̄Φ(p′, p′
1)Γ

(4)
k,ΦΦ̄ΦΦ̄(q, q̄, p′

1, p1)Gk,Φ̄Φ(p1, p) , (3.7)

and
∂2Gk,Φ̄η(p⃗, ω; p⃗ ′, ω)
∂Φq(ω1)∂Φ̄q̄(ω̄1)

= −
∑
p1,p′

1

Gk,Φ̄η(p, p1)Γ(4)
k,ΦΦ̄ηΦ̄(q, q̄, p′

1, p1)Gk,Φ̄η(p′
1, p′)

−
∑
p1,p′

1

Gk,Φ̄Φ(p, p1)Γ(4)
k,ΦΦ̄ΦΦ̄(q, q̄, p′

1, p1)Gk,Φ̄η(p′
1, p′) . (3.8)

3We omit the bold notation for momenta on the right-hand side to improve readability.
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Note that to simplify the notation, we omitted the dependency on the external fre-
quencies of Γ(4)

k (the vertex is assumed local to frequencies). We also use a graphical
notation, as we introduced in our previous work [2]. For the component Γ(4)

k,ΦΦ̄ΦΦ̄,
we keep the same notation, and we denote as γ

(4)
k the kernel vertex function, tak-

ing into account momenta conservation along external faces due to the connectivity
of the effective planar functions. In the same way for components Γ(4)

k,ΦΦ̄Φη̄
and

Γ(4)
k,ΦΦ̄ηΦ̄, we denote these kernels respectively as γ

(2+1̄,1̄)
k and γ

(1+2̄,1)
k , accordingly

with definition (3.3). Note however that the contributions of heteroclites vertices
vanish because of causality. Indeed, we expect from this causality behavior that
⟨η̄p⃗(t)Mp⃗(t′)⟩ ∝ θ(t′ − t). Hence, the loop involves θ(0), which is zero because of the
Îto convention (see Appendix A). Graphically, the Ward identity reduces to:

γ
(4)

k

~q ~̄q

~p ′ ~p

p′1 p1

δEk

+ γ
(4)

k

~p ′ ~p

p′1 p1

δEk

~q ~̄q

= 0 , (3.9)

whereas the gray disk materializes effective vertices and colored path materialize
external faces. A direct inspection shows that this relation must be satisfied only
if γ

(4)
k = 0. The same thing can be shown recursively for higher couplings, then,

because of causality, Ward identities directly imply heteroclicity.

3.3 Closing hierarchy: equilibrium dynamics
Let us move on to the closing hierarchy issue. We derive the Ward identity (3.5)
with respect to δ2/δΦq⃗ (Ω)δη̄⃗̄q (Ω̄) and get in the symmetric phase:∫

dω
∑
p2

[
iδEk(p1, p′

1, p2)
(

δ2Gk,η̄Φ(p⃗ ′, ω; p⃗, ω)
δΦq⃗(Ω)δη̄⃗̄q(Ω̄)

+
δ2Gk,Φ̄η(p⃗, ω; p⃗ ′, ω)

δΦq⃗(Ω)δη̄⃗̄q(Ω̄)

+ δp⃗ ⃗̄q δp⃗ ′ q⃗ δ(ω − Ω)δ(ω − Ω̄)
)

+
(

δL̄p⃗ (ω)
δη̄⃗̄q (Ω̄)

δp⃗ ′q⃗ δ(ω − Ω)

− δL̃p⃗ ′(ω)
δΦq⃗(Ω) δp⃗ ⃗̄q δ(ω − Ω̄)

)]
= 0 . (3.10)
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The two last terms can be easily computed, because of the definition of the Legendre
transform4:

δL̄p⃗ (ω)
δη̄⃗̄q(Ω̄)

=
(

Γ(2)
k,η̄Φ(p⃗ ) + iRk(p⃗ )

)
δp⃗ ⃗̄q , (3.11)

and:
δL̃p⃗ ′(ω)
δΦq⃗(Ω) =

(
Γ(2)

k,η̄Φ(p⃗ ′) + iRk(p⃗ ′ )
)

δp⃗ ′ q⃗ . (3.12)

In the same way, taking into account heterocility and the fact that Gk,η̄η = 0:

∂2G
(1̄;1)
k,η̄Φ(p⃗ ′, ω; p⃗, ω)

∂Φq(ω1)∂η̄q̄(ω̄1)
= −

∑
p1,p′

1

Gk,η̄Φ(p′, p′
1)Γ

(4)
k,ΦΦ̄Φη̄

(q, q̄, p′
1, p1)Gk,Φ̄Φ(p1, p) , (3.13)

and

∂2G
(1;1̄)
k,Φ̄η

(p⃗ ′, ω; p⃗, ω)
∂Φq(ω1)∂η̄q̄(ω̄1)

= −
∑
p1,p′

1

Gk,Φ̄Φ(p′, p′
1)Γ

(4)
k,ΦΦ̄Φη̄

(q, q̄, p′
1, p1)Gk,Φ̄η(p1, p) . (3.14)

Then, because two points functions are diagonal in the symmetric phase,

p1 = q̄1 , p′
1 = q1 , q2 = q̄2, . (3.15)

Defining: Γ(2)
k,η̄Φ(p⃗ ) = ω + i|p⃗ | − iΣ(p⃗ ) , the Ward identity reads:

2
∑
p2

∫
dω
[
1 + Rk(p′

1, p2) − Rk(p1, p2)
p′

1 − p1

]
Gk,Φ̄Φ(p⃗ , ω) γ

(2+1̄,1̄)
k,p2,q2,p′

1,p1
Gk,η̄Φ(p⃗ ′, ω)−

Σk(p⃗ ′) − Σk(p⃗ )
p′

1 − p1

∣∣∣∣∣
p2=q2

= 0 , (3.16)

where the factor 2 is a formal short notation for the two loop contributions having
the same limit as p1 → p′

1. Then, taking the limit p1 → p′
1 → 0, we get:

2N
∫

ρ(q)
[
1 + dRk

dp1
(0, q)

] ∫
dωGk,Φ̄Φ(0, q, ω)Gk,η̄Φ(0, q, ω)γ(2+1̄,1̄)

k,q000 + (Z̃(k) − 1) = 0 .

(3.17)
First, we remark that, for the term involving regulator, the same approximation as
we used in the flow equation must hold, because the selected windows of momenta
are the same. Therefore, it should make sense to replace propagators and vertex
functions with their expression coming from the truncation (equations (2.33) and
(2.31)) – at least, this do not add any additional approximation with respect to

4Note that, as previously, we assume the effective vertices are local with respect to the fre-
quency, and we discard Dirac delta and explicit frequency dependency to simplify the notations.
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the computation of the flow equation within this truncation. Then, we get for
the term involving the regulator (we use again (2.42) to compute the integral over
frequencies): ∫

ρ(q)dRk

dp1
(0, q)

∫
dωGk,Φ̄Φ(0, q, ω)Gk,η̄Φ(0, q, ω)γ(2+1̄,1̄)

k,q000

= − iπ

2Z̃
γ

(2+1̄,1̄)
k,0000 ×

∫
ρ(q) dRk

dp1
(0, q) 1

(fk(0, q))2

= − u4

NZ̃

( 1
σ̃

)3/2

12k2
1

(1 + ũ2)2 . (3.18)

In the above integral the first term denotes by J(k) may be computed easily:

J(k) := 2N
∫

ρ(q)
∫

dωGk,Φ̄Φ(0, q, ω)Gk,η̄Φ(0, q, ω)γ(2+1̄,1̄)
k,q000 . (3.19)

To this ends, observes that for s := ln(k):

d
ds

Gk,Φ̄Φ = −Gk,Φ̄•
dΓ(2)

k,•◦

ds
Gk,◦Φ − Gk,Φ̄•

dRk,•◦

ds
Gk,◦Φ , (3.20)

where in this formal expression, repeated symbols • := (Φ, η) and ◦ = (Φ̄, η̄) are
assumed to be summed and are considered as momenta, which are implicit in this
expression. Remark that the term with (•, ◦) = (η, η̄) vanished because of the flow
equation, as soon as we assume the absence of effective vertices involving more than
one η component [22]. The remaining terms are then:

d
ds

Gk,Φ̄Φ = − Gk,Φ̄η

dΓ(2)
k,ηΦ̄

ds
Gk,Φ̄Φ − Gk,Φ̄η

dRk,ηΦ̄

ds
Gk,Φ̄Φ

− Gk,Φ̄Φ
dΓ(2)

k,Φη̄

ds
Gk,η̄Φ − Gk,Φ̄Φ

dRk,Φη̄

ds
Gk,η̄Φ . (3.21)

Because of the causality condition Gk,η̄Φ(ω) = Gk,Φ̄η(−ω) . Note that in the Ward
identities, we integrate over frequency and then the four contributions in (3.21) are
indeed equal pairwise, and5

1
2

∫
dω

d
ds

Gk,Φ̄Φ(ω) = −
∫

dω Gk,Φ̄η(ω)
dΓ(2)

k,ηΦ̄(ω)
ds

Gk,Φ̄Φ(ω)

− i

∫
dω Gk,Φ̄η(ω)

dRk,ηΦ̄

ds
Gk,Φ̄Φ(ω) . (3.22)

5We have explicitly shown here the components ηΦ̄ and η̄Φ for the regulator, the two compo-
nents being equal to Rk.
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Once again, it is suitable to use the truncation for the computation of the last term,
without additional assumptions as those we introduce to define the vertex expansion.
Including the sum over the momenta q, we recover what we call A2 in (2.41).

The right-hand side of (3.22) can be easily computed from the same observation
given in [2]: The relevant contribution of the derivative is essentially for momenta
around k. However, this assumption is not sufficient, because the regulator does not
depend on the frequency. Additional constraints are required and come from causal-
ity and time reversal symmetry. This symmetry imposes that Γ(2)

k,Φ̄Φ = 0 (a condition
which comes also from the invariance dynamics by adding linear forces, see remark
2.24). This condition imposes that Gk,Φ̄Φ ∝ Gk,η̄Φ(ω)Gk,η̄Φ(−ω). Furthermore, due
to the causality Gk,η̄Φ(ω) has a pole in the negative half complex plane, ω = −iAk,
such that Gk,Φ̄Φ ∝ Bk/(ω2 +A2

k), and the integral over ω is easy to perform. Because
(Ak > 0): ∫

dω
Bk

ω2 + A2
k

= πBk

Ak

, (3.23)

where coefficients Ak and Bk are assumed to depends on the generalized momenta
q. Then:

1
2

∫
dω

∫
ρ(q)dq

d
ds

Bk

ω2 + A2
k

= π

2

∫
ρ(q)dq

d
ds

Bk(q)
Ak(q) . (3.24)

At this step, far from the scale k, the regulator is zero, and it makes sense to replace
Ak(q)/Bk(q) by Z̃fk(0, q):

1
2

∫
dω

∫
ρ(q)dq

d
ds

Gk,Φ̄Φ(0, q, ω) = π

2

∫
ρ(q)dq

d
ds

1
Z̃fk(0, q)

. (3.25)

The remaining integral may be computed easily (see [2] for more detail). Finally,
for k small enough:

1
2

∫
dω

∫
ρ(q)dq

d
ds

Gk,Φ̄Φ(0, q, ω) ≈ π

2Z̃

[
− ν̃g(k, ũ2)

+
( √

k

6π (σ)3/2 (1 + ũ2)
+

√
k

2σ3/2 F±(ũ2) + ũ2k

σ2

)
+
(

−
√

k

3π (σ)3/2 (1 + ũ2)2 +
√

k

σ3/2 F′
±(ũ2) + k

σ2

)
˙̃u2

]
, (3.26)

where we use equation (4.7) at equilibrium, ν̃ := d
ds

ln Z̃ ≈ ν, and in the deep IR:

g(k, ũ2) =
√

k

3π (σ)3/2 (1 + ũ2)
+ 1

σ
+

√
k

σ3/2 F±(ũ2) + ũ2k

σ2 + O(k2) (3.27)
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Now, using the Wetterich flow equation, we have in the symmetric phase:

Γ̇(2)
k,ηΦ̄(p⃗ ) = −2Γ(1+2̄,1)

k,ηΦ̄ΦΦ̄(p⃗, p⃗, 0⃗, 0⃗ ) N
∫

dω

∫
ρ(p)dp Gk,Φ̄Φ(0, p, ω)Gk,Φ̄η(0, p, ω)iṘk(0, p)︸ ︷︷ ︸

:=A2(k)

,

(3.28)
where A2(k) is given in the relation (2.43)), and we define L2 already introduced in
the equilibrium dynamic on [2]:

A2(k) = 1
8Z̃

1
k

Jν̃

(1 + ũ2)2 =: π

2 L2 . (3.29)

Then:

2N
∫

ρ(q)dRk

dp1
(0, q)

∫
dωGk,Φ̄Φ(0, q, ω)Gk,η̄Φ(0, q, ω)γ(2+1̄,1̄)

k,q000

= − 2
A2

∫
ρ(q)

∫
dω Gk,Φ̄η(ω)

dΓ(2)
k,ηΦ̄(ω)
ds

Gk,Φ̄Φ

= 2
A2

∫
ρ(p)

∫
dω

[
1
2

∫
dω

d
ds

Gk,Φ̄Φ(ω) + i

∫
dω Gk,Φ̄η(ω)

dRk,ηΦ̄

ds
Gk,Φ̄Φ(ω)

]

≈ 2
L2

1
Z̃

[
− ν̃g(k, ũ2) +

( √
k

6π (σ)3/2 (1 + ũ2)
+

√
k

2σ3/2 F±(ũ2) + ũ2k

σ2

)

+
(

−
√

k

3π (σ)3/2 (1 + ũ2)2 +
√

k

σ3/2 F′
±(ũ2) + k

σ2

)
˙̃u2

]
+ 2 , (3.30)

and finally, Ward’s identity reads:

2
L2

1
Z̃

[
− ν̃g(k, ũ2) +

( √
k

6π (σ)3/2 (1 + ũ2)
+

√
k

2σ3/2 F±(ũ2) + ũ2k

σ2

)

+
(

−
√

k

3π (σ)3/2 (1 + ũ2)2 +
√

k

σ3/2 F′
±(ũ2) + k

σ2

)
˙̃u2

]

+ 2 − u4

Z̃

( 1
σ̃

)3/2

6k2
1

(1 + ũ2)2 + (Z̃ − 1) = 0 . (3.31)

This result allows us to provide another proof that flow equations in this case match
with the flow equation for the equilibrium theory (note that we set T = 1 in this
paper, whereas we fixed T = 2 in reference [2]). Remark that, despite the flow
equations are the same, the interpretations are different. To be more precise in
the deep IR, the anomalous dimension ν̃ has to vanishes (i.e. Z̃ = 1), and using
(4.7), we are able to express ū4 in function of ū2 only, and we denote as ū∗

4(ū2)
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this solution. In turn, it allows closing the hierarchy from (4.7), which becomes a
differential equation for ū2 only:

˙̃u2 = −(1 + ν)ũ2 − 7ū∗
4(ũ2)

24σ3/2
1

(1 + ũ2)2 . (3.32)

where ū4 :=
√

k3 ũ4.

4 The out of equilibrium dynamics
In this section, we investigate a study beyond the equilibrium dynamics, and we
consider a parametrization of the theory space allowing violations of the fluctuation-
dissipation theorem. As in the previous section, we use of the Ward identities to
close the hierarchy, and we express all the couplings in the function of ū2, in the
deep IR and, in the symmetric phase.

4.1 Explicit breaking of the fluctuation-dissipation theorem
The fluctuation-dissipation theorem (2.40) is a direct consequence of the form of the
matrix (4.3), namely:

Γ(2)
k (p⃗, ω) =

(
A B(p⃗, ω)

B(p⃗, −ω) 0

)
. (4.1)

The time-reversal symmetry implies that: if (Γ(2)
k )η̄η = A, B(p⃗, ω) = −Aω + ifk(p⃗)

i.e the wave function renormalization for the response field equals the wave function
renormalization for η̄Φ̇. From this observation, we expect that a simple way to
break the time-reversal symmetry (and then the fluctuation-dissipation theorem) is
to choose a truncation where these two coefficients are not equal, for instance in the
case where A ̸= 1 and B(p⃗, ω) = −ω + ifk(p⃗ ). To this end, we have to enrich the
truncation such that the flow of A becomes non-trivial, allowing the interactions
having two response fields instead of one, as Figure 2 shows. The two interactions
on the right do not contribute to the vertex η̄η since black and white nodes have to
be contracted pairwise. The first one on the left, however, contributes to the vertex
η̄η, but also includes a correction for the 2-points vertex η̄Φ, ensuring that the flow
for mass and coupling (Γ(2)

k )η̄η are not independents. We can then show that the
flow equation for u2 is essentially unchanged due to the causality. Then, we consider
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Figure 2: The three quartic interactions involving two response fields.

a truncation of the form:

Γk,int[η, η̄, Φ, Φ̄] :=
∑

p

i
(1 + δ1p)u2p

p!(p − 1)!


order 2p︷ ︸︸ ︷

+

order 2p︷ ︸︸ ︷

+
∑
p>1

v2p

(p − 1)!2


order 2p︷ ︸︸ ︷ , (4.2)

with the kinetic kernel:

Γ(2)
k (p1, p2, ω) =

(
1 + ∆ + ∆′(p1 + p2) −ω + iZ(k)(p1 + p2 + 2kũ2)

ω + iZ(k)(p1 + p2 + 2kũ2) 0

)
.

(4.3)
The quantity ∆ measures the violation of the time-reversal symmetry. The flow

equation for u2 and ∆ can be deduced as it is the case for ū2 in section 2.4. Graph-
ically, the flow equations read:

u̇2 = − − − − , (4.4)

∆̇ = − − . (4.5)
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Let’s focus first on the flow equation for ū2. The two first terms have been computed
previously, and the two last ones involve the integral:

B2 :=
∫

dω

∫
ρ(p)dp

Ṙk(p, 0)
(ω + iZfk(p, 0))2 = 0 . (4.6)

that is once again a consequence of causality Gk,η̄Φ(t, t′) ∝ θ(t − t′), and the loop
involves the product θ(t − t′)θ(t′ − t), which vanishes. Then the flow equation for ũ2
remains essentially the same as (4.7), except for an additional factor (1 + ∆) arising
from the modification of the component η̄η of Γ(2)

k :

˙̃u2 = −(1 + ν)ũ2 − ũ4

8
(1 + ∆)Jν(k) + ∆̄′Kν(k)

(1 + ũ2)2 , (4.7)

where:

Kν = 1
2σ̃2

[√
4σ̃ − 1 +

∫ 1

0
dqq
√

q(4σ̃ − q) (ν(2 − q) + 2)
]

, (4.8)

and:
∆̄′ := k∆′ . (4.9)

The flow equation for6 ∆̄ ≡ ∆ involves the integral A2 (Eq. (2.43)), multiplied by
the factor 1 + ∆, and we get in the deep IR:

∆̇ = − ṽ4

4
(1 + ∆)Jν(k) + ∆̄′Kν(k)

(1 + ũ2)2 . (4.10)

where we defined ṽ4 := v4k
−1Z−1(k). Finally, if we neglect the momenta dependency

of the effective vertices, the flow equation for ∆′ can be computed following the same
method as we used in [1] to compute the anomalous dimension. We have:

∆̇′ = −i
v4

2
d
dq

∫
dω

∫
ρ(p)dp

Ṙk(p, q)
ω2 + Z2f 2

k (p, 0)
1 + ∆ + ∆′(p + q)

ω + iZfk(p, 0)

∣∣∣
q=0

(4.11)

= −πv4

16
d
dq

∫
ρ(p)dp

Ṙk(p, q)
(k + u2)2 (1 + ∆ + ∆′(p + q))

∣∣∣
q=0

. (4.12)

To compute the second line of the above expression, we used explicitly the fact that
the anomalous dimension must vanish in the deep IR, as we will see below. Then
using the relation d

dq
Ṙk(p, q)

∣∣∣
q=0

= −kδ(k − p) , in the deep IR:

˙̄∆′ = ∆̄′ + ṽ4

16σ̃3/2
1

(1 + ũ2)2

(
1 + ∆ − 4

3 ∆̄′
)

. (4.13)

6The observable ∆ is dimensionless by construction.
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4.2 Ward identities and deep IR flow
In this section we will use the Ward identity to close the hierarchy, as we have
done in the previous section for equilibrium dynamics in the deep IR. First, let us
investigate how the Ward identity constraint (3.31) changes due to the presence of ∆
and v4. First, the integrals involving Gk,Φ̄Φ have to be multiplied by 1 + ∆. Second,
one may expect that many components have to be added for expansions like (3.22)
and (3.13)-(3.14). However, a moment of reflection shows that equation (3.13) does
not change as we discard terms like Γ(1+1;2̄)

k from the truncation. Equation (3.14)
reads explicitly:

∂2Gk,Φ̄η(p⃗ ′, ω; p⃗, ω)
∂Φq(ω1)∂η̄q̄(ω̄1)

= −
∑
p1,p′

1

Gk,Φ̄Φ(p′, p′
1)Γ

(4)
k,ΦΦ̄Φη̄

(q, q̄, p′
1, p1)Gk,Φ̄η(p1, p) (4.14)

−
∑
p1,p′

1

Gk,Φ̄η(p′, p′
1)Γ

(4)
k,ηΦ̄Φη̄

(q, q̄, p′
1, p1)Gk,Φ̄η(p1, p) , (4.15)

but the last term involves a frequency integral like B2 and vanishes due to the
causality properties. Finally, (3.22) becomes:

d
ds

Gk,Φ̄Φ = − Gk,Φ̄η

dΓ(2)
k,ηη̄

ds
Gk,η̄Φ

− Gk,Φ̄η

dΓ(2)
k,ηΦ̄

ds
Gk,Φ̄Φ − Gk,Φ̄η

dRk,ηΦ̄

ds
Gk,Φ̄Φ

− Gk,Φ̄Φ
dΓ(2)

k,Φη̄

ds
Gk,η̄Φ − Gk,Φ̄Φ

dRk,Φη̄

ds
Gk,η̄Φ . (4.16)

The added contribution in the first line does not vanish, because Gk,Φ̄η(ω) = Gk,η̄Φ(−ω).
But let us define:

Ḡk,Φ̄Φ := 1
Γk,η̄η

Gk,Φ̄Φ , (4.17)

Such that:

Γk,η̄η
d
ds

Ḡk,Φ̄Φ = − Gk,Φ̄η

dΓ(2)
k,ηΦ̄

ds
Gk,Φ̄Φ − Gk,Φ̄η

dRk,ηΦ̄

ds
Gk,Φ̄Φ

− Gk,Φ̄Φ
dΓ(2)

k,Φη̄

ds
Gk,η̄Φ − Gk,Φ̄Φ

dRk,Φη̄

ds
Gk,η̄Φ . (4.18)

But on-shell, i.e. along the portion of the theory space spanned by the truncation,
Ḡk,Φ̄Φ is nothing but the equilibrium Φ̄Φ component of the two point function.
However, we cannot use the same argument as before, in the equilibrium dynamics
regime, because of the factor Γk,η̄η. Indeed, the approximation requires that Γk,η̄η =
1 + ∆ only in the windows of momenta around k allowed by the regularization, but
not outside. Finally, we cannot in principle replace Γk,η̄η by 1+∆ in the computation
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of the sum. A solution consists of deriving with respect to s the identity and using
the fact that sums and integrals are convergent to exchange the order of derivatives
and sums. In that way, we recover again the derivative of a k dependent sum, and
we expect that the relevant contribution comes from momenta around k, such that it
makes sense a priori to replace quantities by their expressions from the truncation.

Our proposed calculation method, however, has the disadvantage of complicating
the equations and poses the question of the integration constant. An equivalent
method consists of noticing that in the calculation of a term like:∫

dω
∑

p

Γk,η̄η(p, 0) d
ds

Ḡk,Φ̄Φ(p, 0) , (4.19)

the relevant contribution comes from the momenta around k, because far from this
momentum scale, the influence of the regulator is negligible, and the derivative is
almost zero. Then, in the deep IR, it makes sense to replace Γk,η̄η(p, 0) by 1+∆+∆′p .
Explicitly:

1
2

∫
dω

∫
ρ(q)dq Γk,η̄η(p, 0) d

ds
Ḡk,Φ̄Φ(0, q, ω) (4.20)

= π

2

∫
ρ(q)dq (1 + ∆ + ∆′q) d

ds

1
Z̃fk(0, q)

(4.21)

= −π

2

∫
ρ(q)dq (1 + ∆ + ∆′q) Z̃ν̃q + 2u̇2 + Ṙk

(Z̃fk(0, q))2
, (4.22)

The term proportional to 1 + ∆ is exactly computed before (see equation (3.26)).
Furthermore:
π∆′

2

∫
ρ(q)dq q

Z̃νq + 2u̇2 + Ṙk

(Z̃fk(0, q))2
= π∆′

8Z̃

[
Kν

π(1 + ũ2)2 + ν̃h1(k, ũ2) + 2u̇2

kZ̃
kh2(k, ũ2)

]
,

(4.23)
where:

h1(k, ũ2) =
(

k
σ

)3/2

14π(1 + ũ2)2 + 1 − 4kũ2

σ
+ O

(
k3/2) ,

and:

h2(k, ũ2) =
√

k

10πσ3/2(1 + ũ2)2 +
√

kH2±(ũ2) − k

2σ2 + O
(
k3/2) , (4.24)

with H2±(ũ2) given by

H2±(ũ2) =


−3

√
2
√

σũ2− 4
√
σ(3ũ2+1)

2πũ2+π +
6

√
2
√
σũ2 tan−1

(
1√

2
√
ũ2

)
π

2σ2 if ũ2 > 0
3i

√
−ũ2√
2

− 2(3ũ2+1)
2πũ2+π +

3
√

2
√
ũ2 tan−1

(
1√

2
√
ũ2

)
π

σ3/2 if ũ2 < 0 .

(4.25)
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Figure 3: Behavior of the function H2± near ũ2 = 0.

Figure 3 shows the behavior of functions H2±. Finally, in the deep IR as for equation
(3.18), we get∫

ρ(q)dRk

dp1
(0, q)

∫
dωGk,Φ̄Φ(0, q, ω)Gk,η̄Φ(0, q, ω)γ(2+1̄,1̄)

k,q000

= − iπ

2Z̃
γ

(2+1̄,1̄)
k,0000 ×

∫
ρ(q) dRk

dp1
(0, q)1 + ∆ + ∆′ q

(fk(0, q))2

= − u4

NZ̃

( 1
σ̃

)3/2

12k2
1 + ∆ + 3

5∆̄′

(1 + ũ2)2 . (4.26)

Furthermore, the definition of A2 is also modified as:

A2(k) = 1
8Z̃

1
k

(1 + ∆)Jν(k) + ∆̄′Kν(k)
(1 + ũ2)2 =: π

2 L2 . (4.27)

Now defining the functions W
(0)
± (k, ũ2, ν̃) and W

(1)
± (k, ũ2, ν̃) as:

W
(0)
± (k, ũ2, ν̃) := 2

L2

1
Z̃

[
− ν̃g(k, ũ2) +

( √
k

6πσ3/2 (1 + ũ2)
+

√
k

2σ3/2 F±(ũ2) + ũ2k

σ2

)

+
(

−
√

k

3πσ3/2 (1 + ũ2)2 +
√

k

σ3/2 F′
±(ũ2) + k

σ2

)
˙̃u2

]
+ 2 , (4.28)

and:

W
(1)
± (k, ũ2, ν̃) := −1

2L2Z̃

[
Kν

π(1 + ũ2)2 + ν̃h1(k, ũ2) + 2u̇2

kZ̃
h2(k, ũ2)

]
, (4.29)
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the Ward identity reads finally as:

(1 + ∆)W (0)
± (k, ũ2, ν̃) + ∆′W

(1)
± (k, ũ2, ν̃) − u4

Z̃

( 1
σ̃

)3/2

6k2
1 + ∆ + 3

5∆̄′

(1 + ũ2)2 + Z̃ − 1 = 0 .

(4.30)

In the equilibrium theory, we investigated the leading order contribution in front of
the anomalous dimension, of order 1/

√
k and the cancellation of this contribution

provided the constraint ν̃ = 0 in the deep IR. Here, the leading order contribution
comes from the term in front of ∆̄′, but the divergence is of the form 1/k for k goes
to infinity, and the cancellation of this contribution imposes in the deep IR:

ν̃∆̄′ = 0 . (4.31)

In the same way, the cancellation of the term of order 1/
√

k requires that ν̃ = 0
(assuming ∆ ̸= −1), and the Ward identity simplifies as :

(1 + ∆)W (0)
± (k, ũ2, 0) + ∆′W

(1)
± (k, ũ2, 0) − ũ4

6

(
1
σ̃

)3/2 1 + ∆ + 3
5∆̄′

(1 + ũ2)2 = 0 . (4.32)

This relation is nothing but the equilibrium condition, and the solution ũ∗
4(ũ2) re-

mains the same as we deduce from (3.31) with the definition of L2 which becomes
different. Now, let us investigate the relation coming from Ward identity (3.5),
taking derivative with respect to δ2/δηq⃗ (Ω)δη̄⃗̄q (Ω̄):

∫
dω
∑
p2

[
iδEk(p1, p′

1, p2)
(

δ2G
(1̄;1)
k,η̄Φ(p⃗ ′, ω; p⃗, ω)

δηq⃗(Ω)δη̄⃗̄q(Ω̄)
+

δ2G
(1;1̄)
k,Φ̄η

(p⃗, ω; p⃗ ′, ω)
δηq⃗(Ω)δη̄⃗̄q(Ω̄)

)

+
(

δ ¯̃Lp⃗ (ω)
δη̄⃗̄q(Ω̄)

δp⃗ ′q⃗ δ(ω − Ω) − δL̃p⃗ ′(ω)
δηq⃗(Ω) δp⃗ ⃗̄q δ(ω − Ω̄)

)]
= 0 . (4.33)

The last contributions can be easily computed:

δ ¯̃Lp⃗ (ω)
δη̄⃗̄q (Ω̄)

= Γ(2)
k,η̄η(ω, p⃗ )δp⃗ ⃗̄q δ(ω − Ω) . (4.34)

Then, in the limit p⃗ → p⃗ ′ → 0, the second term is equal to ∆′ = 0. The Ward
identity then simplifies as:

i

∫
dω
∑
p2

d
dp1

Ek(p1, 0, p2)
∣∣∣
p1=0

(
δ2Gk,η̄Φ(p⃗ ′, ω; p⃗, ω)

δηq⃗(Ω)δη̄⃗̄q(Ω̄)
+

δ2Gk,Φ̄η(p⃗, ω; p⃗ ′, ω)
δηq⃗(Ω)δη̄⃗̄q(Ω̄)

)
= ∆′ .

(4.35)
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The two functional derivatives can be easily computed. Schematically, we have:

δ2Gk,η̄Φ

δηδη̄
= −Gk,Φ̄ΦΓ(1+1̄;1+1̄)

k Gk,η̄Φ ∝ Gk,Φ̄ΦΓ̇(2)
k,η̄ηGk,η̄Φ (4.36)

and:
δ2Gk,Φ̄η

δηδη̄
= −Gk,Φ̄ΦΓ(1+1̄;1+1̄)

k Gk,Φ̄η ∝ Gk,Φ̄ΦΓ̇(2)
k,η̄ηGk,Φ̄η , (4.37)

and because the function Gk,Φ̄Φ(ω) is expected to be symmetric,

δ2Gk,η̄Φ

δηδη̄
+

δ2Gk,Φ̄η

δηδη̄
∝ 2Gk,Φ̄ΦΓ̇(2)

k,η̄ηGk,η̄Φ . (4.38)

Furthermore, as previously, the term involving the derivative of the regulator can
be computed using the truncation, and we get:

Ni

∫
ρ(q)

∫
dωGk,Φ̄Φ(0, q, ω)Gk,η̄Φ(0, q, ω) Γ̇(2)

k,η̄η(0, q) − v4

Z̃

( 1
σ̃

)3/2

12k2
1 + ∆

(1 + ũ2)2 = ∆′ .

(4.39)

The remaining integral can be also computed from the principle we used to compute
the previous Ward identities. We have:∫

ρ(q)
∫

dωGk,Φ̄Φ(0, q, ω)Gk,η̄Φ(0, q, ω) = − iπ

2Z̃2
×
∫

ρ(q) 1 + ∆
(fk(0, q))2 , (4.40)

and the computation of the integral leads to:(
√

k
πH1±(ũ2)

A2(k) ∆̇ − 2
3

(
1
σ̃

)3/2
ṽ4

(1 + ũ2)2

)
(1 + ∆) = ∆̄′ , (4.41)

where:

H1±(ũ2) =


3

√
2σ√
ũ2

+2
√

σ
(

6
2πũ2+π+ 1

π(ũ2+1)2

)
−

6
√

2 tan−1
(

1√
2
√
ũ2

)
π

√
σũ2

12σ2 if ũ2 > 0

3i
√

2√
−ũ2

+ 2
π(ũ2+1)2 + 12

2πũ2+π−
6

√
2 tan−1

(
1√

2
√
ũ2

)
π

√
ũ2

12σ3/2 if ũ2 < 0 ,

(4.42)

and in the deep IR:

A2(k)√
k

= 7
24σ3/2(1 + ũ2)2

(
1 + ∆ + 27

35∆̄′
)

. (4.43)
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Using (4.10), this equation provides us a solution for ∆̄′ = U(ṽ4, ũ2, ∆) =: (1 +
∆)T (ṽ4, ũ2), with:

T (ṽ4, ũ2) := −2
(

σ3/2πH1±(ũ2) + 1
3

1
(1 + ũ2)2

)
ṽ4

σ̃3/2 . (4.44)

It is suitable to redefine the quartic couplings as:

ū4 :=
√

k3 ũ4 , v̄4 :=
√

k3 ṽ4 . (4.45)

Differentiating with respect to s, and using (4.13), we get:

˙̄v4 :=
(1 + ∆)

(
T (v̄4, ũ2) + v̄4

16σ3/2
1− 4

3 T (v̄4,ũ2)
(1+ũ2)2

)
− T (v̄4, ũ2)∆̇ − ∂ũ2U(v̄4, ũ2, ∆) ˙̃u2

∂v̄4U(v̄4, ũ2, ∆) ,

(4.46)

which define the β-function ˙̄v4 =: βv̄4(v̄4, ũ2, ∆). In the same way, from (4.32), we
deduce ū4 = V (ũ2, v̄4, ∆),

V (ũ2, v̄4, ∆) =: 2X(ũ2, v̄4, ∆)
Y (ũ2, v̄4, ∆) , (4.47)

with:

X(ũ2, v̄4, ∆) =
[(

1
6πσ3/2 (1 + ũ2)

+ 1
2σ3/2 F±(ũ2)

)

−
(

− 1
3πσ3/2 (1 + ũ2)2 + 1

σ3/2 F′
±(ũ2)

)
ũ2

]
+ 7(1 + ∆)

12σ3/2
1 + 27

35T (v̄4, ũ2)
(1 + ũ2)2

− T (v̄4, ũ2)
5πσ3/2(1 + ũ2)2 , (4.48)

and

Y (ũ2, v̄4, ∆) := −7(1 + ∆)
12σ3/2

1 + 27
35T (v̄4, ũ2)

(1 + ũ2)2

(
1

3πσ3/2 (1 + ũ2)2 −
F′

±(ũ2)
σ3/2

+ T (v̄4, ũ2) − 1
3πσ3/2

1 + 3
5T (v̄4, ũ2)

(1 + ũ2)2

)
. (4.49)

The flow equations are then, in the deep IR:

∆̇ = − 7v̄4

12σ3/2 (1 + ∆)
1 − 54

35

(
πH1±(ũ2) + 1

3σ3/2
1

(1+ũ2)2

)
v̄4

(1 + ũ2)2 , (4.50)
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Figure 4: Behavior of the β function ˙̃u2 (on left) and for ū4(ũ2) (on right).

and:

˙̃u2 = −ũ2 + X(ũ2, v̄4, ∆)
1

3πσ3/2(1+ũ2)2 − F′
±(ũ2)
σ3/2 + T (v̄4, ũ2) − 1

3πσ3/2
1+ 3

5 T (v̄4,ũ2)
(1+ũ2)2

, (4.51)

the coupling v̄4 following the effective flow equation ˙̄v4 =: βv̄4(v̄4, ũ2, ∆). These
equations close the hierarchy, and determine, in the local sector, the sextic couplings
and beyond. Now, let us investigate these flow equations. First of all, Figure 4 shows
the behavior of the flow as ∆ = v4 = 0. Unsurprising, we recover the results of [2] for
the equilibrium theory, namely the existence of a repulsive fixed point ũ∗

2 ≈ −0.08.
Now, let us investigate the other fixed-point solutions. Because of equations

(4.50) and (4.46), we have respectively the two conditions (we set σ = 1):

T (v̄4, ũ2) = −35
27 , (4.52)

and, assuming ∆ ̸= −1:
v̄4(ũ2) = 1680

221 (1 + ũ2)2 . (4.53)

Figure 5 shows the graphical solution of the equation:

C(ũ2) := T

(
1680
221 (1 + ũ2)2, ũ2

)
+ 35

27 ≡ 0 . (4.54)

As the Figure illustrates, there is no additional fixed point for this parametrization of
the theory space, and the only one is the global interacting fixed point corresponding
to the equilibrium theory:

FPEq = {ũ∗
2 ≈ −0.08, ū∗

4 ≈ 0.23, ∆ = v̄4 = 0} . (4.55)

However, the presence of new couplings could change the critical exponents, and by
computing them we get:
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Figure 5: Behavior of the function C(ũ2).

ΘFPEq = {θ1 ≈ 0.77, θ2 ≈ 0.69, θ3 = 0} (4.56)

We find two relevant and one marginal direction. Furthermore, all the eigen-
vectors mixed directions (ũ2, ∆, v̄4), and none is strictly orthogonal to the plane
(∆, v̄4). This fixed point is then unstable in the direction of regions of the theory
space where the fluctuation-dissipation theorem does not hold. Figure 6 shows the
behavior of the renormalization group near the fixed point. These observations sug-
gest that there are no trapped regions of the theory space where the equilibrium
phase regime is restored in the deep IR, and the system remains out of equilibrium
except if it starts in the equilibrium regime initially. This property is reminiscent of
the behavior of the standard p = 2 spin dynamics, see [15, 23, 24].

4.3 Time translation symmetry – a first look
In the previous section, we have considered the symmetry breaking of the fluctuation-
dissipation theorem, i.e. of time reversal symmetry. Here we will consider a breaking
of time translation symmetry, as we have done in [25] for the p = 2 soft spin
dynamics. We consider the truncation:

Γ(2)
k (p⃗, ω, ω′) =

(
A B(p⃗, ω)

B(p⃗, −ω) 0

)
δ(ω − ω′) + i

(
0 ∆k

∆k 0

)
, (4.57)

where ∆k is a dimensionless constant, independent of ω and identifying as the order
parameter for time translation symmetry. Indeed, at first order (we forget the
variable p⃗ for simplicity):

Gk,η̄Φ(ω, ω′) = B−1(ω)δ(ω − ω′) − iB−1(ω)B−1(ω′)∆k + O(∆2
k) , (4.58)
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Figure 6: Behavior of the renormalization group flow near the fixed point. On the
left: in the plane (ũ2, v̄4). On the right: in the plane (∆, v̄4).

Note that this expansion is exact. Indeed, the next order involves the integral∫
dωB−1(ω). But the heteroclyte condition7 (see Appendix B) imposes in particular

that tadpole diagrams contracting both χ̄ and M . This condition holds at the
bare level because time discretization ensures an additional factor e−iϵω (see [22]),
canceling the frequency integral because of the pole position of function B(ω)8. This
simple argument shows that the Ginsburg-Landau expansion (4.58) is exact. Using
(3.31), we get:

W
(0)
± (k, ũ2, 0) − ū4

6
1

(1 + ũ2)2 + a(ũ2)∆k + b(ũ2)∆2
k = 0 . (4.59)

where a and b are some functions which can be easily computed from (4.58) and
(3.31). This constraint determines the quartic local coupling ū4 = f(ũ2, ∆k), which
allows us to close the pair of flow equations that we can deduce from the truncation
(4.57). Let us investigate these equations using perturbation in ∆k and assuming
we are arbitrarily close to the equilibrium dynamics flow. The equation for ˙̃u2 is
again given by the equilibrium solution (3.32), and it is easy to check that, at the
leading order in ∆k:

∆̇k = −
(

7
24σ3/2

ū∗
4(ũ2)

(1 + ũ2)3

)
∆k . (4.60)

where we used the fact that
∫

dωB−1(ω) = 0. Because ū∗
4(ũ2) it is positive in the

physical domain ũ2 > −0.5 (see Figure 4), ∆̇k is strictly negative and ∆k increases
7As we see in the beginning of this section, this is also required because the response field does

not propagate.
8Another argument is that Cχ̄M (t − t′) ∝ θ(t − t′), and that Îto prescription imposes θ(0) = 0.
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toward IR scale. Once again, we recover the instability phenomenon of the equilib-
rium regime.

5 Conclusion and outlooks
This paper concludes our investigation series concerning the nonperturbative renor-
malization group for glassy dynamics of stochastic complex matrices. After the two
first papers focused on the equilibrium theory, we have considered the dynamics
behavior in the paper, in two different regimes. In the equilibrium dynamics regime,
where time-reversal symmetry is expected, the fluctuation-dissipation theorem has
to hold along the flow and can be translated as a set of constraints on the trun-
cation. As all these constrained are taken into account, we then showed explicitly
that the flow equations and Ward identities reduce to the corresponding expres-
sions computed for equilibrium theory, but with a different interpretation of the
different phases (dynamical phase transition). This consistency check is physically
expected because equilibrium dynamics means exactly that the system returns at
equilibrium for a long time, and we have chosen the initial conditions t = −∞. In
the second time, we investigate our analysis on the out of equilibrium, considering
the truncation terms that explicitly violate time-reversal symmetry and then the
fluctuation-dissipation theorem. Using Ward identities, we were able to close the
hierarchy, and the solution showed the existence of global fixed points controlling
the phase transition between equilibrium and out-of-equilibrium dynamics regimes.

Despite all these results, several questions remain open. These issues concern for
instance the behavior of the flow beyond the IR limit, a rigorous approach of the
deep IR limit, taking into account the "graining" of eigenvalues in the construction of
the large N limit (this especially concern sextic theories, see [26]), or the improving
of the truncated series for in and out of equilibrium regime, in particular regarding
the role of higher-order couplings, as pointed out already in [2]. Furthermore, the
reliability of the approximation scheme used for computing the different terms in the
Ward identity should be questioned, and we plan to evaluate it for tensorial models,
for which this contribution can be computed exactly in the melonic limit [7]. Finally,
the construction of the truncation in the out-of-equilibrium regime is more suitable
using 2PI rather than 1PI formalism, in the case where the order parameter is the
two point function [25].
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Additional material

A Martin-Siggia-Rose formalism for complex ma-
trices

In this section, we provide a short derivation of the MSR path integral for Hermitian
matrices. The generating functional can be expressed explicitly as the averaging over
the relations of the noise of the functional exp(+L · MB), where MB is a solution of
equation (2.1) for a fixed B(t):

ZJ [L] := 1
zB

∫
dB e− 1

2T
∫

dt Tr η2(t) eL·MB , (A.1)

with condition ZJ [L = 0] = 1. We use the standard Faddeev–Popov trick and the
formal path integral identity:∫

dq det (J)
∏

t

δ (q̇(t) + f(t) − b(t)) = 1 , (A.2)

where J is the matrix with entries:

Jαα′(t − t′) = ∂

∂t
δ(t − t′)δαα′ + δ2H

δqα(t)δqα′(t′) , (A.3)

and we denote by q := M(t), q0 := M(t = 0), qx := {Re(M)ij} and qy :=
{Im(M)ij} the N2 vectors corresponding to the real and imaginary parts of the
matrix M . x := {Re(M)ij} and y := {Im(M)ij} the N2 vectors corresponding to
the real and imaginary parts of the matrix M . In the same way, we denote fix and
fiy the real and imaginary parts of fi, the ith component of the 2N2 vector:

f =
{

Re
(

δH
δMij

)
; Im

(
δH

δMij

)}
. (A.4)

Finally, b is the 2N2 vector built from the matrix B in the same way. The dissipative
Langevin equation (2.1) being of first order, it admits a unique causal solution. Then
using the identity det (J) = eTr log J and due to the fact that the only causal propa-
gator is ∝ θ(t − t′), where θ(x) is the standard Heaviside function, the exponential
reads:

det (J) ∼ exp
(

θ(0)
∫ +∞

−∞
dt
∑

α

∂2H

∂q2
α(t)

)
. (A.5)

In the Îto convention for path integral discretization (see 1, references [18, 27] and
references therein), we must require that θ(0) = 0, then we may choose det (J) = 1,
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and inserting the relation (A.2) into the functional ZJ [L], we get:

ZC
J [L] = 1

zB

∫
dq
∫

db e−
∫

dt
b2
x(t)+b2

y(t)
T eL̄·MB+L·M̄B

∏
t

δ (q̇(t) + f(t) − b(t)) ,

(A.6)

= 1
zB

∫
dq
[
e− 1

T

∫
dt(q̇(t)+f(t))2

x × e− 1
T

∫
dt(q̇(t)+f(t))2

y

]
eL̄·M+L·M̄ (A.7)

= 1
zB

∫
dq e− 1

T

∫
dt(ϕ̇+δψ̄H)·( ˙̄ϕ+δψH) , (A.8)

where L and L̃ are the source fields. The squares can be broken by using the
standard Hubbard-Stratonovich trick [28]. We introduce the pair of N × N complex
matrices χ and χ̄, so that the partition function reads:

ZJ,K [L, L̃] :=
∫

dMdMdχdχ e−S[M,M,χ,χ]+L̄·M+M̄ ·L+L̃·χ+χ·L̃ , (A.9)

where the MSR action is:

S[M, M̄, χ, χ] :=
∫ +∞

−∞
dt Tr

[
Tχ†(t)χ(t) + iχ†(t)

(
Ṁ + ∂MU

)
+ i
(
Ṁ † + ∂MτU

)
χ(t)

]
.

(A.10)
.

B Sketched proof of heteroclicity
In this section, we propose an elementary proof of heteroclicity, based on a causality
argument inspired from [8, 22]. We focus on the regulator we consider in this paper,
which does not include a coarse-graining over time. For the purpose of this section,
we denote it as:

Rk(p1, p2, t − t′) = Z(2k − p1 − p2)θ(k − p1)θ(k − p2)δ(t − t′) (B.1)

including explicitly the Dirac delta ensuring locality in time. We have to prove that:

Γk

∣∣∣
η=η̄=0

= 0 , ∀ k . (B.2)

Obviously, this holds for k = Λ (for some UV cut-off), because Γk reduces to the
MSR classical action which has no term without a response field. We have then to
prove that:

d
dk

Γk

∣∣∣
η=η̄=0

= 0 . (B.3)

To check this, we have to notice that, because of the Wetterich flow equation (2.30),
the right-hand side involves two terms. The first one involves the product

d
dk

Rk(p1, p2, t − t′)⟨η̄p⃗(t)Mp⃗(t′)⟩ , (B.4)
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but causality must require, ⟨η̄p⃗(t)Mp⃗(t′)⟩ ∝ θ(t′ − t), as it is explicit in (2.37), due to
the position of the pole of the Fourier transform. Therefore, because Rk(p1, p2, t −
t′) ∝ δ(t − t′), the product involves θ(0), which vanishes because of the Îto prescrip-
tion.
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