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Ore sets, denominator sets and the left regular left quotient

ring of a ring

V. V. Bavula

Abstract

The aim of the papers is to describe the left regular left quotient ring ′Q(R) and the right
regular right quotient ring Q′(R) for the following algebras R: Sn = S

⊗n

1
is the algebra of

one-sided inverses, where S1 = K〈x, y | yx = 1〉, In = K〈∂1, . . . , ∂n,
∫

1
, . . . ,

∫

n
〉 is the algebra

of scalar integro-differential operators and the Jacobian algebra A1 = K〈x, ∂, (∂x)−1〉. The
sets of left and right regular elements of the algebras S1, I1, A1 and I1 = K〈x, ∂,

∫

〉. A
progress is made on the following conjecture, [10]:

′
Q(In) ≃ Q(An) where In = K

〈

x1, . . . , xn, ∂1, . . . , ∂n,

∫

1

, . . . ,

∫

n

〉

is the algebra of polynomial integro-differential operators and Q(An) is the classical quotient
ring (of fractions) of the n’th Weyl algebra An, i.e. a criterion is given when the isomorphism
holds. We produce several general constructions of left Ore and left denominator sets that
appear naturally in applications and are of independent interest and use them to produce
explicit left denominator sets that give the localization ring isomorphic to ′Q(Sn) or ′Q(In)
or ′Q(An) where An := A

⊗n

1
. Several characterizations of one-sided regular elements of a ring

are given in module-theoretic and one-sided-ideal-theoretic way.

Key Words: Ore set, denominator set, the Jacobian algebra, the Weyl algebra, the algebra
of polynomial integro-differential operators, left regular element, the left regular left quotient
ring of a ring, Goldie’s Theorem.
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1 Introduction

In this paper, module means a left module. The following notation will remain fixed throughout
the paper (if it is not stated otherwise):

• R is a unital ring and R× be its group of units,

• C = CR is the set of regular elements of the ring R (i.e. C is the set of non-zero-divisors of
the ring R);

•
′CR is the set of left regular elements of the ring R, i.e. ′CR := {c ∈ R | ker(·c) = 0} where
·c : R→ R, r 7→ rc;

• C′
R := {c ∈ R | ker(c·) = 0} is the set of right regular elements of R;
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• Q = Ql,cl(R) := C−1
R R is the left quotient ring (the classical left ring of fractions) of the ring

R (if it exists, i.e. if CR is a left Ore set) and Q× is the group of units of Q;

• Orel(R) := {S |S is a left Ore set in R};

• Denl(R) := {S |S is a left denominator set in R};

• Assl(R) := {ass(S) |S ∈ Denl(R)} where ass(S) := {r ∈ R | sr = 0 for some s = s(r) ∈ S};

• Denl(R, a) is the set of left denominator sets S of R with ass(S) = a where a is an ideal of
R;

• Sa = Sa(R) = Sl,a(R) is the largest element of the poset (Denl(R, a),⊆) and Qa(R) :=
Ql,a(R) := S−1

a
R is the largest left quotient ring associated with a. The fact that Sa exists

is proven in [9, Theorem 2.1];

• In particular, S0 = S0(R) = Sl,0(R) is the largest element of the poset (Denl(R, 0),⊆), i.e.
the largest regular left Ore set of R, and Ql(R) := S−1

0 R is the largest left quotient ring of R
[9];

•
′S(R) = ′Sl(R) is the largest left denominator set in ′CR and ′Q(R) := ′Ql(R) :=

′Sl(R)
−1R

is the left regular left quotient ring of R;

•
′a := assR(

′Sl(R)) and
′π : R → R

′
:= R/′a, r 7→ r := r + ′a;

• S′(R) = S′
r(R) is the largest right denominator set in C′

R and Q′(R) := Q′
r(R) := RS′

r(R)
−1

is the right regular right quotient ring of R.

Semisimplicity criteria for the ring ′Ql,cl(R). For each element r ∈ R, let r· : R → R,
x 7→ rx and ·r : R → R, x 7→ xr. The sets ′CR := {r ∈ R | ker(·r) = 0} and C′

R := {r ∈
R | ker(r·) = 0} are called the sets of left and right regular elements of R, respectively. Their
intersection CR = ′CR ∩ C′

R is the set of regular elements of R. The rings Ql,cl(R) := C−1
R R and

Qr,cl(R) := RC−1
R are called the classical left and right quotient rings of R, respectively. Goldie’s

Theorem states that the ring Ql,cl(R) is a semisimple Artinian ring iff the ring R is semiprime,
udim(R) <∞ and the ring R satisfies the a.c.c. on left annihilators (udim stands for the uniform
dimension). In [7], four more new criteria are given based on different ideas, [7, Theorems 3.1,
4.1, 5.1, 6.2].

In [10], the rings ′Ql,cl(R) := ′C−1
R R (the classical left regular left quotient ring of R) and

Q′
r,cl(R) := RC′

R
−1

(the classical right regular right quotient ring of R) are introduced and studied,
and several semisimplicity criteria for them are given ([10, Theorems 1.1, 3.1, 3.3, 3.4, 3.5]). The
ring ′Ql,cl(R) is a semisimple Artinian ring iff the ring ′Ql(R) is so ([10, Theorem 4.3]).

A subset S of a ring R is called a multiplicative set if 1 ∈ S, SS ⊆ S and 0 6∈ S. Suppose that
S and T are multiplicative sets in R such that S ⊆ T . The multiplicative subset S of T is called
dense (or left dense) in T if for each element t ∈ T there exists an element r ∈ R such that rt ∈ S.
For a left ideal I of R, let

′CI := {i ∈ I | · i : I → I, x 7→ xi is an injection}.

For a nonempty subset S of a ring R, let assR(S) := {r ∈ R | sr = 0 for some s ∈ S}. Let us
mention a semisimplicity criteria for the ring ′Ql,cl(R) that is used in the paper (see the proofs of
Theorem 4.4 and Theorem 5.4).

Theorem 1.1. ([10, Theorems 1.1]) Let R be a ring, ′C = ′CR and a := assR(
′C). The following

statements are equivalent.

1. ′Q := ′Ql,cl(R) is a semisimple Artinian ring.

2. (a) a is a semiprime ideal of R,
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(b) the set ′C := π(′C) is a dense subset of ′CR where π : R → R := R/a, r 7→ r := r + a,

(c) udim(RR) <∞, and

(d) ′CV 6= ∅ for all uniform left ideals V of R.

3. a is a semiprime ideal of R, ′C is a dense subset of CR and Ql,cl(R) is a semisimple Artinian
ring.

If one of the equivalent conditions holds then ′C ∈ Denl(R, 0),
′C is a dense subset of CR and

′Q ≃ ′C
−1
R ≃ Ql,cl(R). Furthermore, the ring ′Q is a simple ring iff the ideal a is a prime ideal.

The left regular left quotient ring ′Ql(R) of a ring R and its semisimplicity criteria.
Let R be a ring. In general, the classical left quotient ring Ql,cl(R) does not exists, i.e. the set
of regular elements CR of R is not a left Ore set. The set CR contains the largest left Ore set
denoted by Sl(R) and the ring Ql(R) := Sl(R)

−1R is called the (largest) left quotient ring of R,
[9]. Clearly, if CR is a left Ore set then CR = Sl(R) and Ql,cl(R) = Ql(R). Similarly, the set ′CR of
left regular elements of the ring R is not a left denominator set, in general, and so in this case the
classical left regular left quotient ring ′Ql,cl(R) does not exist. The set ′CR contains the largest
left denominator set ′Sl(R) ([10, Lemma 4.1.(1)]) and the ring ′Ql(R) :=

′Sl(R)
−1R is called the

left regular left quotient ring of R, [10]. If ′CR is a left denominator set then ′CR = ′Sl(R) and
′Ql,cl(R) =

′Ql(R).
The main difficulty in constructing the rings ′Q(R) and Q′(R) is to find descriptions of the

sets ′S(R) and S′(R). The main idea in constructing the rings ′Q(R) and Q′(R) is to find larger
or smaller or other denominator sets that give the same localization as the sets ′S(R) and S′(R)
do. In order to do so, we produce several constructions of Ore or denominator sets (that satisfy
various conditions, appear naturally in applications and are of independent interest) and use them
in the paper.

The paper is organized as follows. In Section 2, we present several results on and constructions
of left Ore and denominator sets of a ring (Proposition 2.7) and give a sufficient condition for the
sets ′Cle

R , C′
R
re

and Ce
R being denominator sets (Proposition 2.10). Lemma 2.5 and Corollary 2.6

give equivalent conditions to the left Ore condition. Lemma 2.16 makes connection between the
sets of right or left regular elements of a ring and sets of module monomorphisms. Lemma 2.17 is
an application of Lemma 2.16 for one-sided ideals. For a module M and its submodule N , Lemma
2.18 makes connections between the sets ′CM , C′

M and CM and ′CN , C′
N and CN , respectively.

Corollary 2.19 and Corollary 2.20 are applications of the above result to one-sided essential ideals.
These two corollaries are used in proofs.

In Section 3, the rings ′Q(Sn) and Q
′(Sn) are described (Theorem 3.11 and Corollary 3.15.(1))

where Sn := S
⊗n
1 is the algebra of one-sided inverses and S1 := K〈x, y | yx = 1〉. It is proven

that ′CSn = ′S(Sn) and ′Ql,cl(Sn) = ′Q(Sn) (Corollary 3.13), C′
Sn

= S′(Sn) and Q′
l,cl(Sn) =

Q′(Sn) (Corollary 3.15.(2)). The algebra Sn is a non-commutative, non-Noetherian, central, prime,
catenary algebra; its ideals commute and satisfy the ascending chain condition; its classical Krull
dimension is 2n but the weak and the global dimensions are n, [2]. The same results hold for the
algebra of scalar integro-differential operators (K is a field of characteristic zero),

In := K
〈
∂1, . . . , ∂n,

∫

1

, . . . ,

∫

n

〉
,

see Corollary 3.18.
Let K be a field of characteristic zero. The algebra An = K〈x1, . . . , xn, ∂1, . . . , ∂n〉 is called the

n’th Weyl algebra. It is canonically isomorphic to the algebra of polynomial differential operators
(∂i =

∂
∂xi

). The algebra An is a Noetheian domain. Hence, by Goldie’s Theorem it (left and right)
classical quotient ring Q(An) is a division ring.

The algebra

In := K
〈
x1, . . . , xn, ∂1, . . . , ∂n,

∫

1

, . . . ,

∫

n

〉
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is called the algebra of polynomial integro-differential operators. The algebra In is a prime, central,
catenary, non-Noetherian algebra of classical Krull dimension n and of Gelfand-Kirillov dimension
2n, [3]. In [10], explicit descriptions of the sets ′CI1 and C′

I1
are given ([10, Theorem 6.7]). These

descriptions are far from being trivial or obvious. It is also proven that

′Ql,cl(I1) ≃ Q(A1),

see [10, Theorem 6.5.(1)]. In [10], it is conjectured that

′Ql,cl(In) ≃ Q(An).

In Section 4, we make progress on the conjecture. Namely, Theorem 4.6 is a criterion for
the the ring ′Q(In) being isomorphic to quotient ring Q(An). Despite the fact that there are
no descriptions yet for the set ′CIn and C′

In
where n ≥ 2, Theorem 4.4 provides explicit left

denominators sets S ∈ Denl(In, an) such that S−1
In ≃ ′Q(In).

Definition 1.2. ([1]) The Jacobian algebra An is the subalgebra of EndK(Pn) generated by the
Weyl algebra An and the elements H−1

1 , . . . , H−1
n ∈ EndK(Pn) where

H1 := ∂1x1, . . . , Hn := ∂nxn.

The algebra In properly contains the algebras An, In and In.
In Section 5, a criterion is given for ′Q(An) ≃ Q(An) (Theorem 5.4). As a corollary it is shown

that
′Q(A1) ≃ Q(A1) and Q′(A1) ≃ Q(A1),

see Theorem 5.5 and Corollary 5.6. The sets ′CA1
and C′

A1
are described (Theorem 5.7). There

are no descriptions yet of the sets ′CAn
and C′

An
for n ≥ 2 but Theorem 5.4 provides explicit left

denominators sets S ∈ Denl(An, an) such that S−1An ≃ ′Q(An).

2 Ore sets, denominator sets and left or right regular ele-

ments of a ring

The aim of this section is to present several results on and constructions of left Ore and denomi-
nator sets of a ring. Several characterizations of one-sided regular elements of a ring are given in
module-theoretic and one-sided-ideal-theoretic way. These results are used in the paper and are
of independent interest.

Ore and denominator sets, localization of a ring at a denominator set. Let R be a
ring. A subset S of R is called a multiplicative set if SS ⊆ S, 1 ∈ S and 0 6∈ S. A multiplicative
subset S of R is called a left Ore set if it satisfies the left Ore condition: for each r ∈ R and s ∈ S,

Sr
⋂
Rs 6= ∅.

Let Orel(R) be the set of all left Ore sets of R. For S ∈ Orel(R), assl(S) := {r ∈ R | sr =
0 for some s ∈ S} is an ideal of the ring R.

A left Ore set S is called a left denominator set of the ring R if rs = 0 for some elements r ∈ R
and s ∈ S implies tr = 0 for some element t ∈ S, i.e., r ∈ assl(S). Let Denl(R) (resp., Denl(R, a))
be the set of all left denominator sets of R (resp., such that assl(S) = a). For S ∈ Denl(R), let

S−1R = {s−1r | s ∈ S, r ∈ R}

be the left localization of the ring R at S (the left quotient ring of R at S). By definition, in Ore’s
method of localization one can localize precisely at the left denominator sets. In a similar way, right
Ore and right denominator sets are defined. Let Orer(R) and Denr(R) be the set of all right Ore

4



and right denominator sets of R, respectively. For S ∈ Orer(R), the set assr(S) := {r ∈ R | rs = 0
for some s ∈ S} is an ideal of R. For S ∈ Denr(R),

RS−1 = {rs−1 | s ∈ S, r ∈ R}

is the right localization of the ring R at S.
Given ring homomorphisms νA : R → A and νB : R→ B. A ring homomorphism f : A→ B is

called an R-homomorphism if νB = fνA. A left and right Ore set is called an Ore set. Let Ore(R)
and Den(R) be the set of all Ore and denominator sets of R, respectively. For S ∈ Den(R),

S−1R ≃ RS−1

(an R-isomorphism) is the localization of the ring R at S, and ass(S) := assl(S) = assr(S).

The ring R〈S−1〉 and the ideal assR(S). Let R be a ring and S be a subset of R. Let
R〈XS〉 be a ring freely generated by the ring R and a set XS = {xs | s ∈ S} of free noncommutative
indeterminates (indexed by the elements of the set S). Let IS be the ideal of R〈XS〉 generated by
the set {sxs − 1, xss− 1 | s ∈ S} and

R〈S−1〉 := R〈XS〉/IS . (1)

The ring R〈S−1〉 is called the localization of R at S. Let ass(S) = assR(S) be the kernel of the
ring homomorphism

σS : R→ R〈S−1〉, r 7→ r + IS . (2)

The map πS : R → R := R/assR(S), r 7→ r := r + assR(S) is an epimorphism. The ideal
assR(S) of R has a complex structure, its description is given in [11, Proposition 2.12] when
R〈S−1〉 = {s−1r | s ∈ S, r ∈ R} is a ring of left fractions. We identify the factor ring R with its
isomorphic copy in the ring R〈S−1〉 via the monomorphism

σS : R → R〈S−1〉, r + assR(S) 7→ r + IS . (3)

Clearly, S := (S + assR(S))/assR(S) ⊆ CR〈S−1〉. [12, corollary 2.2] shows that the rings R〈S−1〉

and R〈S
−1

〉 are R-isomorphic. For S = ∅, R〈∅−1〉 := R and assR(∅) := 0.

Definition 2.1. A subset S of a ring R is called a localizable set of R if R〈S−1〉 6= {0}. Let
L(R) be the set of localizable sets of R and

ass L(R) := {assR(S) |S ∈ L(R)}. (4)

For an ideal a of R, let L(R, a) := {S ∈ L(R) | assR(S) = a}. Then

L(R) =
∐

a∈ass L(R)

L(R, a) (5)

is a disjoint union of non-empty sets. The set (L(R),⊆) is a partially ordered set (poset) w.r.t.
inclusion ⊆, and (L(R, a),⊆) is a sub-poset of (L(R),⊆) for every a ∈ ass L(R).

Proposition 2.2 is the universal property of localization.

Proposition 2.2. Let R be a ring, S ∈ L(R), and σS : R → R〈S−1〉, r 7→ r + assR(S). Let f :
R → A be a ring homomorphism such that f(S) ⊆ A×. Then there is a unique R-homomorphism
f ′ : R〈S−1〉 → A such f = f ′σS , i.e. the diagram below is commutative

R
σS→ R〈S−1〉
f

ց ↓∃! f
′

A

5



Every Ore set is a localizable set. Let S be an Ore set of the ring R. Theorem 2.3 states
that every Ore set is localizable, gives an explicit description of the ideal assR(S) and the ring

R〈S−1〉. Theorem 2.3 also states that the ring R〈S−1〉 is R-isomorphic to the localization S
−1
R

of the ring R at the denominator set S of R.

Theorem 2.3. Let R be a ring and S ∈ Ore(R).

1. [5, Theorem 4.15] Every Ore set is a localizable set.

2. [11, Theorem 1.6.(1)] a := {r ∈ R | srt = 0 for some elements s, t ∈ S} is an ideal of R such
that a 6= R.

3. [11, Theorem 1.6.(2)] Let π : R → R := R/a, r 7→ r = r + a. Then S := π(S) ∈ Den(R, 0),

a = a(S) = assR(S), S ∈ L(R, a), and S−1R ≃ S
−1
R, an R-isomorphism. In particular,

every Ore set is localizable.

Equivalent conditions of the left Ore condition and applications. Let M be an R-
module and EM be the set of essential submodules of M .

Lemma 2.4. Let M and M ′ be R-modules.

1. For all f ∈ HomR(M,M ′), f−1(EM ′ ) := {f−1(L′) |L′ ∈ EM ′} ⊆ EM .

2. If M ⊆M ′ then EM = {M ∩ L′ |L′ ∈ EM ′}.

Proof. 1. Suppose that f−1(L′) 6∈ EM for some L′ ∈ EM ′ . Then we can choose a nonzero
submodule, say N , of M such that N ∩ f−1(L′) 6= {0}. Hence, f(N) 6= {0} and f(N) ∩L′ = {0},
a contradiction (since L′ ∈ EM ′ ).

2. By statement 1, {M ∩ L′ |L′ ∈ EM ′} ⊆ EM . Given L ∈ EM , we have to show that
L = M ∩ L′ for some L′ ∈ EM ′ . Let C be the complement of the submodule L ⊆ M ′. Then the
direct sum L′ := L⊕C is an essential submodule of M ′ such that M ∩L′ = L⊕ (M ∩C) = L, as
required (since L is an essential submodule of M).

For a ring R, its left ideal L and an element r ∈ R, the set (L : r) := {r′ ∈ R | r′r ∈ L} is a
left ideal of R.

Lemma 2.6 gives equivalent conditions to the left Ore condition. They are used in constructions
of (new large) classes of left Ore sets by strengthening some of them (Proposition 2.7).

Lemma 2.5. Suppose that S be a multiplicative subset of a ring R and a := assl(S) := {r ∈
R, | sr = 0 for some element s ∈ S}. Then the following statements are equivalent:

1. S ∈ Orel(R)

2. The set a is an ideal of R, S := S + a ∈ Orel(R) where R := R/a.

3. The set a is an ideal of R, Rs is an essential left ideal of R for all s ∈ S, and S∩(Rs : r) 6= ∅
for all s ∈ S and r ∈ R. Furthermore, for all r ∈ R and s ∈ S, the left ideal (Rs : r) is an
essential left ideal of R (Lemma 2.4.(1)).

4. For all left ideals L of R such that L 6⊆ a and all s ∈ S, L ∩Rs 6= {0}, and S ∩ (Rs : r) 6= ∅
for all s ∈ S and r ∈ R\a. Furthermore, for all r ∈ R\a and s ∈ S, the left ideal (Rs : r) is
an essential left ideal of R (Lemma 2.4.(1)).

Proof. (1 ⇒ 2) The implication is well-known (and easy to prove).
(2 ⇒ 3) Suppose that 0 6= r ∈ R. Then 0 6∈ Sr (since S ⊆ CR). Hence the left Ore condition

for S ∈ Orel(R) implies that Sr ∩ Rs 6= {0} for all s ∈ S. Hence Rr ∩ Rs 6= {0} for all s ∈ S.
Therefore, Rs is an essential left ideal of R for all s ∈ S and S ∩ (Rs : r) 6= ∅ for all 0 6= r ∈ R
and s ∈ S.

If r = 0 then S ∩ (Rs : 0) = S ∩R = S 6= ∅ for all s ∈ S.

6



(1 ⇒ 4) Suppose that r ∈ R\a. Then 0 6∈ Sr. Hence the left Ore condition for S ∈ Orel(R)
implies that Sr∩Rs 6= {0} for all s ∈ S. Hence, Rr∩Rs 6= {0} for all s ∈ S. Therefore, for all left
ideals L of R such that L 6⊆ a and all s ∈ S, L ∩Rs 6= {0}, and S ∩ (Rs : r) 6= ∅ for all r ∈ R\a.

(4 ⇒ 1) If r ∈ a then s′r = 0 for some element s ∈ S, and so s′r = 0 = 0s for all elements
s ∈ S.

If r 6∈ a then S ∩ (Rs : r) 6= ∅ for all s ∈ S, and so s′r = r′s for for some elements s′ ∈ S and
r′ ∈ R (that depend on the pair (s, r)). It follows that S ∈ Orel(R).

Corollary 2.6. Suppose that S is a multiplicative subset of a ring R such that S ⊆ CR. Then
S ∈ Orel(R) iff Rs is an essential left ideal of R for all s ∈ S, and S ∩ (Rs : r) 6= ∅ for all s ∈ S
and r ∈ R. Furthermore, for all r ∈ R and s ∈ S, the left ideal (Rs : r) is an essential left ideal
of R.

Proof. The corollary follows from the equivalence (1 ⇔ 3) of Lemma 2.5.

We strengthen the second condition of Corollary 2.6 to obtain Proposition 2.7.

Proposition 2.7. Suppose that S is a multiplicative subset of a ring R such that

(A) For every s ∈ S, the left ideal Rs of R is essential, and

(B) For all essential left ideals L of R, S ∩ L 6= ∅.

Then S ∈ Orel(R).

Proof. We have to show that the left Ore condition holds for the set S: Sr ∩Rs 6= ∅ for all s ∈ S
and r ∈ R. By the statement (A), Rs is an essential left ideal of R (Lemma 2.4.(1)). Then (Rs : r)
is also an essential left ideal of R. By the statement (B), S ∩ (Rs : r) 6= ∅, i.e. s′r = r′s for some
elements s′ ∈ S and r′ ∈ R, as required.

Recall that a ring R is called a left Goldie ring if R has finite left uniform dimension and
satisfies the a.c.c. on left annihilators. The following example shows that Proposition 2.7 covers
a lot of ground.

Example 2.8. It is known that the conditions (A) and (B) of Proposition 2.7 hold for all
semiprime left Goldie rings R and S = CR (the statement (A) follows at once from the fact that the
ring R has finite left uniform dimension and the statement (B) is [18, Proposition 2.3.5.(ii)]). By
Proposition 2.7, CR ∈ Denl(R, 0). This fact is the crucial step in the proof of Goldie’s Theorem.

Corollary 2.9. Suppose that S is a multiplicative subset of a ring R such that the conditions (A)
and (B) of Proposition 2.7 and their right analogues hold. Then:

1. S ∈ Ore(R).

2. a := {r ∈ R | srt = 0 for some elements s, t ∈ S} is an ideal of R such that a 6= R. Let
π : R → R := R/a, r 7→ r = r + a. Then S := π(S) ∈ Den(R, 0), a = a(S) = assR(S),

S ∈ L(R, a), and R〈S−1〉 ≃ S
−1
R, an R-isomorphism.

Proof. 1. Statement 1 follows from Proposition 2.7.
2. Statement 2 follows from Theorem 2.3.

The denominator sets ′Cle
R , C′

R
re

and Ce
R. For a ring R, let Rle and Rre be the sets that

contain elements r ∈ R such that the left ideal Rr and the ideal rR are essential, respectively. Let
Re := Rle ∩ Rre. Each element r ∈ R determines two maps r· : R → R, r′ 7→ rr′ and ·r : R → R,
r′ 7→ r′r. An element r ∈ R is called a left (resp., right) regular if ker(·r) = 0 (resp., ker(r·) = 0).
The sets of all left and right regular elements of the ring R are denoted by ′CR and C′

R, respectively.
Let ′Cle

R := ′CR ∩Rle, C′
R
re

:= C′
R ∩Rre and Ce

R := ′Cle
R ∩ C′

R
re

= CR ∩Re.

Proposition 2.10. 1. The sets ′Cle
R , C′

R
re

and Ce
R are multiplicative sets of R.
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2. Suppose that the set ′Cle
R meets all the essential left ideals of the ring R. Then ′Cle

R ∈ Denl(R).

3. Suppose that the set C′
R
re

meets all the essential right ideals of the ring R. Then C′
R
re ∈

Denr(R).

4. Suppose that the set Ce
R meets all the essential left ideals and essential right ideals of the ring

R. Then Ce
R ∈ Den(R, 0).

Proof. 1. It suffices to show that the set ′Cle
R is a multiplicative set since then by symmetry the

set C′
R
re

is also multiplicative. These two results imply that Ce
R is a multiplicative set.

Clearly, 1 ∈ ′Cle
R . Let s, t ∈ ′Cle

R . Then st ∈ ′CR. It remain to show that st ∈ Rle. The left
ideal Rs of R is an essential ideal. Then the R-module Rst is an essential submodule of Rt (since
t ∈ ′C). The inclusions of essential left ideals of R, Rst ⊆ Rt ⊆ R, imply that the left ideal Rst of
R is essential, as required.

2. By statement 1, the set ′Cle
R is a multiplicative set of R. Since ′Cle

R ⊆ ′CR, it remains to
show that ′Cle

R ∈ Orel(R). This follows from Proposition 2.7 (since the conditions (A) and (B) of
Proposition 2.7 are satisfied).

3. Statement 3 follows from statement 2 when apply to the opposite ring of the ring R.
4. Statement 4 follows from statements 2 and 3.

For two multiplicative sets S and T of R, let ST be a multiplicative submonoid of (R, ·)
generated by S and T . Clearly, the product is commutative, ST = TS, associative and {1}S = S.
The product ST is a multiplicative set iff 0 6∈ ST .

Lemma 2.11. ([6, Lemma 2.4])

1. Let S, T ∈ Orel(R). If 0 6∈ ST then ST ∈ Orel(R).

2. Let S, T ∈ Denl(R). If 0 6∈ ST then ST ∈ Denl(R).

3. Statements 1 and 2 hold also for Ore sets and denominator sets, respectively.

Lemma 2.12. Let S be a multiplicative set of a ring R. Then:

1. The set S contains the largest left/right/left and right Ore set which is denoted by SlO/SrO/SO.

2. The set S contains the largest left/right/left and right denominator set which is denoted by
Sld/Srd/Sd.

3. In the set ′CR every left Ore set is a left denominator set, and vice versa.

4. In the set C′
R every right Ore set is a right denominator set, and vice versa.

5. In the set CR every Ore set is a denominator set, and vice versa.

Proof. 1. Statement 1 follows from Lemma 2.11.(1) and the largest left/right/left and right Ore
set of S is a union of all left/right/left and right Ore sets in S.

2. Statement 2 follows from Lemma 2.11.(2) and the largest left/right/left and right denomi-
nator set of S is a union of all left/right/left and right denominator sets in S.

3-5. Statements 3-5 are obvious.

In view of Proposition 2.10.(1) and Lemma 2.12, we have the following definitions.

Definition 2.13. Let ′CleO
R be the largest left Ore/denominator set in the multiplicative set ′Cle

R .
Let ′Clee

R be the largest multiplicative subset of the multiplicative set ′Cle
R that meets all the essential

left ideals of R. Let C′
R
reO

be the largest right Ore/denominator set in the multiplicative set
C′
R
re
. Let C′

R
ree

be the largest multiplicative subset of the multiplicative set C′
R
re

that meets all the
essential right ideals of R.

Lemma 2.14 describes the sets ′CleO
R , C′

R
reO, ′Clee

R and C′
R
ree.
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Lemma 2.14. 1. The set ′CleO
R (resp., C′

R
reO

) is the union of all left (resp., right) Ore/denominator

sets in ′CleO
R (resp., C′

R
re
). In particular, ′CleO

R 6= ∅ and C′
R
reO 6= ∅.

2. ′Clee
R ∈ {∅, ′Cle

R} and C′
R
ree ∈ {∅, C′

R
re}. If ′Clee

R = ′Cle
R (resp., C′

R
ree

= C′
R
re
) then ′Clee

R =
′Cle

R ∈ Denl(R) (resp., C′
R
ree

= C′
R
re ∈ Denr(R)).

Proof. 1. By Proposition 2.10.(1), the sets ′Cle
R and C′

R
re

are multiplicative sets of R. Now,
statement 1 follows from Lemma 2.12.(1,2).

2. Suppose that ′Clee
R 6= ∅. Notice that ′Clee

R ⊆ ′Cle
R . Then clearly ′Clee

R = ′Cle
R . Similarly,

suppose that C′
R
ree 6= ∅. Notice that C′

R
ree ⊆ C′

R
re
. Then C′

R
ree

= C′
R
re
. The equalities in

statements 2 follows from Proposition 2.10.(2,3).

By Lemma 2.14, the sets ′CleO
R and ′Clee

R are left denominator sets of the ring R such that
′Clee

R ⊆ ′CleO
R provided ′Clee

R 6= ∅. By Lemma 2.14, the sets C′
R
reO

and C′
R
ree

are right denominator

sets of the ring R such that C′
R
ree ⊆ C′

R
reO

provided ′Cree
R 6= ∅.

Definition 2.15. Let ′Q(R)leO :=
(
′CleO

R

)−1
R, ′Q(R)lee :=

(
′Clee

R

)−1
R, Q′reO := R

(
C′
R
reO)−1

and Q′ree := R
(
C′
R
ree)−1

.

Recall that ′Sl(R) is the largest left denominator set in ′CR and ′Ql(R) :=
′Sl(R)

−1R is the

left regular left quotient ring of R, ′a := assR(
′Sl(R)) and

′π : R → R
′
:= R/′a, r 7→ r := r + ′a.

If ′Clee
R 6= ∅ and C′

R
ree 6= ∅ then, by Proposition 2.10.(2,3),

R× ⊆ ′Clee
R = ′Cle

R ⊆ ′CleO
R ⊆ ′Sl(R) ⊆

′CR and R× ⊆ C′
R
ree

= C′
R
re

⊆ C′
R
reO

⊆ S′
r(R) ⊆ C′

R. (6)

Hence there are R-homomorphisms:

′Q(R)leO → ′Q(R)lee, s1r 7→ s−1r and Q′reO → Q′ree, rt−1 7→ rt−1 (7)

with kernels assl(
′CleO

R )/assl(
′Clee

R ) and assr(C′
R
reO

)/assr(C′
R
ree

), respectively.

The left/right/two-sided regular sets of a ring R and monomorphism of R-modules.
For a right R-module MR, let

′CM := {r ∈ R | ker(·rM ) = 0} where ·rM : M → M, m → mr.
Similarly, for a left R-module RM , let C′

M := {r ∈ R | ker(rM ·) = 0} where rM · : M → M, m →
rm. For an R-bimodule M , let CM := ′CM ∩ C′

M .
Lemma 2.16 makes connections between the sets ′CR, C′

R and CR and ′CM , C′
M and CM , respec-

tively (under faithfulness condition).

Lemma 2.16. 1. If MR is a faithful right R-module then ′CM ⊆ ′CR.

2. If RM is a faithful left R-module then C′
M ⊆ C′

R.

3. If RMR is an R-module which is faithful as a left and right R-module then CM ⊆ CR.

4. If I is an ideal of the ring R which is faithful as a left and right R-module then CI ⊆ CR.

Proof. 1. Suppose that c ∈ ′CM but c 6∈ ′CR. Then dc = 0 or some nonzero element d ∈ R. By
the assumption, MR is a faithful right R-module. Hence, m′ := md 6= 0 for some element m ∈M .
Then 0 6= m′c = mdc = 0, a contradiction, and statement 1 follows.

2. By symmetry, statement 2 follows from statement 1.
3. Statement 3 follows from statements 1 and 2.
4. Statement 4 is a particular case of statement 3.

Applying Lemma 2.16 for faithful (one-sided) ideals I of a ring R we obtain even tighter
connections between the sets ′CR, C′

R and CR and ′CI , C′
I and CI , respectively.

Lemma 2.17. 1. If IR is a faithful right ideal of R then ′CR = ′CI .
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2. If RI is a faithful left ideal of R then C′
R = C′

I .

3. If I is an ideal of R which is faithful as a left and right R-module then CR = CI .

Proof. 1. By Lemma 2.16.(1), ′CR ⊇ ′CI . The opposite inclusion follows from the inclusion IR ⊆ R.
2. By symmetry, statement 2 follows from statement 1.
3. Statement 3 follows from statements 1 and 2.

For a module M and its submodule N , Lemma 2.18 makes connections between the sets ′CM ,
C′
M and CM and ′CN , C′

N and CN , respectively (under essentiality condition).

Lemma 2.18. 1. If MR is a right R-module and NR is an essential submodule of M then
′CM = ′CN .

2. If RM is a left R-module and RN is an essential submodule of M then C′
M = C′

N .

3. If RMR is an R-bimodule and RNR is an R-sub-bimodule such that RN and NR are essential
submodules of RM and MR, respectively. Then CM = CN .

Proof. 1.
Suppose that c ∈ ′CM but c 6∈ ′CR. Then dc = 0 or some nonzero element d ∈ R. By the

assumption, MR is a faithful right R-module. Hence, m′ := md 6= 0 for some element m ∈ M .
Then 0 6= m′c = mdc = 0, a contradiction, and statement 1 follows.

2. By symmetry, statement 2 follows from statement 1.
3. Statement 3 follows from statements 1 and 2.

Corollary 2.19 is a particular case of Lemma 2.18.

Corollary 2.19. 1. If IR is an essential right ideal of R then ′CR = ′CI .

2. If RI is an essential left ideal of R then C′
R = C′

I .

3. If I is an ideal of R which is essential as a left and right R-module then CR = CI .

Proof. 1. By Lemma 2.16.(1), ′CR ⊇ ′CI . The opposite inclusion follows from the inclusion IR ⊆ R.
2. By symmetry, statement 2 follows from statement 1.
3. Statement 3 follows from statements 1 and 2.

Let ICS(RM) (resp., ICS(MR)) be the set of isomorphism classes of simple submodules of
a semisimple left (resp. right) R-module M . Every semisimple left (resp. right) R-module
M is a unigue direct sum of its isotypic components, M = ⊕[V ]∈ICS(RM)M[V ] (resp., M =
⊕[U ]∈ICS(MR)M[U ]), where M[V ] (resp., MU ]) is the sum of all simple submodules of M that are
isomorphic to the module V (resp., U).

Corollary 2.20. 1. If IR is an essential right ideal of R which is a semisimple right R-module
then ′CR =

⋂
[U ]∈ICS(IR)

′CU .

2. If RI is an essential left ideal of R which is a semisimple left R-module then C′
R =

⋂
[V ]∈ICS(RI) C

′
V .

3. If I is an ideal of R which is essential and semisimple as a left and right R-module and then
CR =

⋂
[U ]∈ICS(IR),[V ]∈ICS(RI)

′CU ∩ C′
V .

Proof. 1 and 2. Statements 1 and 2 follows from Statements 1 and 2 of Corollary 2.19, respectively.
3. Statement 3 follows from statements 1 and 2.
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3 The rings ′Q(Sn),
′Q(In), Q

′(Sn) and Q′(In)

In this section, Theorem 3.11 and Corollary 3.15.(1) describe the algebras ′Q(Sn) and Q′(Sn),
respectively. Similarly, Corollary 3.18 describes the algebras ′Q(In) and Q′(In). Theorem 3.16
and Theorem 3.17 describe the sets ′CS1 and C′

S1
.

The algebra Sn of one-sided inverses of a polynomial algebra. We collect some results
on the algebras Sn from [2] that are used in the proofs later.

Definition 3.1. ([2]) The algebra of one-sided inverses of Pn = K[x1, . . . , xn], Sn, is an alge-
bra generated over a field K by 2n elements x1, . . . , xn, yn, . . . , yn subject to the defining relations:

y1x1 = · · · = ynxn = 1, [xi, yj] = [xi, xj ] = [yi, yj ] = 0 for all i 6= j,

where [a, b] := ab− ba, the commutator of elements a and b.

By the very definition, the algebra Sn is obtained from the polynomial algebra Pn by adding
commuting, left (or right) inverses of its canonical generators. Clearly, Sn = S1(1)⊗ · · ·⊗ S1(n) ≃
S
⊗n
1 where S1(i) := K〈xi, yi | yixi = 1〉 ≃ S1 and

Sn =
⊕

α,β∈Nn

Kxαyβ

where xα := xα1

1 · · ·xαn
n , α = (α1, . . . , αn), y

β := yβ1

1 · · · yβn
n and β = (β1, . . . , βn). In particular,

the algebra Sn contains two polynomial subalgebras Pn = K[x1, . . . , xn] and Yn := K[y1, . . . , yn]
and is equal, as a vector space, to their tensor product Pn ⊗Yn. Note that also the Weyl algebra
An is a tensor product (as a vector space) Pn ⊗K[∂1, . . . , ∂n] of two polynomial subalgebras.

When n = 1, we usually drop the subscript ‘1’ if this does not lead to confusion. So, S1 =
K〈x, y | yx = 1〉 =

⊕
i,j≥0Kx

iyj. For each natural number d ≥ 1, let Md(K) :=
⊕d−1

i,j=0KEij be
the algebra of d-dimensional matrices where {Eij} are the matrix units, and

M∞(K) := lim
−→

Md(K) =
⊕

i,j∈N

KEij

be the algebra (without 1) of infinite dimensional matrices. The algebra S1 contains the ideal
F :=

⊕
i,j∈N

KEij , where

Eij := xiyj − xi+1yj+1, i, j ≥ 0. (8)

For all natural numbers i, j, k, and l, EijEkl = δjkEil where δjk is the Kronecker delta function.
The ideal F is an algebra (without 1) isomorphic to the algebra M∞(K) via Eij 7→ Eij . For all
i, j ≥ 0,

xEij = Ei+1,j , yEij = Ei−1,j (E−1,j := 0), (9)

Eijx = Ei,j−1, Eijy = Ei,j+1 (Ei,−1 := 0). (10)

The algebra
S1 = K ⊕ xK[x]⊕ yK[y]⊕ F (11)

is the direct sum of vector spaces. Then

S1/F ≃ L1 := K[x, x−1], x 7→ x, y 7→ x−1, (12)

since yx = 1, xy = 1− E00 and E00 ∈ F .
The algebra Sn =

⊗n
i=1 S1(i) contains the ideal

Fn := F⊗n =
⊕

α,β∈Nn

KEαβ , where Eαβ :=
n∏

i=1

Eαiβi
(i), Eαiβi

(i) := xαi

i yβi

i − xαi+1
i yβi+1

i .
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Note that EαβEγρ = δβγEαρ for all elements α, β, γ, ρ ∈ Nn where δβγ is the Kronecker delta
function; Fn =

⊗n
i=1 F (i) and F (i) :=

⊕
s,t∈N

KEst(i).

The involution η on Sn. The algebra Sn admits the involution

η : Sn → Sn, xi 7→ yi, yi 7→ xi, i = 1, . . . , n. (13)

It is a K-algebra anti-isomorphism (η(ab) = η(b)η(a) for all a, b ∈ Sn) such that η2 = idSn , the
identity map on Sn. So, the algebra Sn is self-dual (i.e. it is isomorphic to its opposite algebra,
η : Sn ≃ Sopn ). The involution η acts on the ‘matrix’ ring Fn as the transposition,

η(Eαβ) = Eβα. (14)

The canonical generators xi, yj (1 ≤ i, j ≤ n) determine the ascending filtration {Sn,≤i}i∈N

on the algebra Sn in the obvious way (i.e. by the total degree of the generators): Sn,≤i :=⊕
|α|+|β|≤iKx

αyβ where |α| = α1 + · · · + αn (Sn,≤iSn,≤j ⊆ Sn,≤i+j for all i, j ≥ 0). Then

dim(Sn,≤i) =
(
i+2n
2n

)
for i ≥ 0, and so the Gelfand-Kirillov dimension GK (Sn) of the algebra Sn

is equal to 2n. It is not difficult to show that the algebra Sn is neither left nor right Noetherian.
Moreover, it contains infinite direct sums of left and right ideals (see [2]).

The set of height 1 primes of Sn. Consider the ideals of the algebra Sn:

p1 := F ⊗ Sn−1, p2 := S1 ⊗ F ⊗ Sn−2, . . . , pn := Sn−1 ⊗ F.

Then Sn/pi ≃ Sn−1 ⊗ (S1/F ) ≃ Sn−1 ⊗K[xi, x
−1
i ] and

⋂n
i=1 pi =

∏n
i=1 pi = F⊗n = Fn. Clearly,

pi 6⊆ pj for all i 6= j.

• The set H1 of height one prime ideals of the algebra Sn is {p1, . . . , pn}.

Let an := p1 + · · ·+ pn. Then the factor algebra

Sn/an ≃ (S1/F )
⊗n ≃ Ln :=

n⊗

i=1

K[xi, x
−1
i ] = K[x1, x

−1
1 , . . . , xn, x

−1
n ] (15)

is a Laurent polynomial algebra in n variables, and so an is a prime ideal of height and co-height
n of the algebra Sn.

Sy := {yα |α ∈ N
n} ∈ Denl(Sn, an) an S−1

y Sn ≃ Sn/an = Ln.

The proof of the following statements can be found in [2].

• The algebra Sn is central, prime and catenary. Every nonzero ideal of Sn is an essential left
and right submodule of Sn.

• The ideals of Sn commute (IJ = JI); and the set of ideals of Sn satisfy the a.c.c..

• The classical Krull dimension cl.Kdim(Sn) of Sn is 2n.

• Let I be an ideal of Sn. Then the factor algebra Sn/I is left (or right) Noetherian iff an ⊆ I.

Proposition 3.2. [2, Corollary 2.2] The polynomial algebra Pn is the only (up to isomorphism)
simple faithful left Sn-module.

In more detail, SnPn ≃ Sn/(
∑n

i=0 Snyi) =
⊕

α∈Nn Kxα1, 1 := 1 +
∑n

i=1 Snyi; and the action
of the canonical generators of the algebra Sn on the polynomial algebra Pn is given by the rule:

xi ∗ x
α = xα+ei , yi ∗ x

α =

{
xα−ei if αi > 0,

0 if αi = 0,
and Eβγ ∗ xα = δγαx

β , (16)

where the set e1 := (1, 0, . . . , 0), . . . , en := (0, . . . , 0, 1) is the canonical basis for the free Z-module
Zn. We identify the algebra Sn with its image in the algebra EndK(Pn) of all the K-linear maps
from the vector space Pn to itself, i.e. Sn ⊂ EndK(Pn).
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Corollary 3.3. The polynomial algebra P ′
n := η(Pn) = K[y1, . . . , yn] is the only (up to isomor-

phism) simple faithful right Sn-module.

Proof. In view of the involution η, the corollary follows from Proposition 3.2.

In more detail, (P ′
n)Sn ≃ Sn/(

∑n
i=0 xiSn) =

⊕
α∈Nn 1̃Kyα, 1̃ := 1+

∑n
i=1 xiSn; and the action

of the canonical generators of the algebra Sn on the polynomial algebra P ′
n is given by the rule:

yα ∗ yi = yα+ei , yα ∗ xi =

{
yα−ei if αi > 0,

0 if αi = 0,
and yα ∗Eβγ = δαβy

γ . (17)

Proposition 3.4. ([2, Proposition 3])

1. SnFn ≃ P
(Nn)
n .

2. (Fn)Sn ≃ (P ′
n)

(Nn).

Constructions of Ore and denominator sets. Below we collect and prove some useful
results that are used in the proofs. They also are of independent interest.

Lemma 3.5. ([10, Lemma 2.5]) Suppose that S, T ∈ Denl(R) and S ⊆ T . Then the map ϕ :
S−1R → S−1T , s−1r 7→ s−1r, is a ring homomorphism (where s ∈ S and r ∈ R).

1. ϕ is a monomorphism iff assR(S) = assR(T ).

2. ϕ is a epimorphism iff for each t ∈ T there exists an element r ∈ R such that rt ∈ S+assR(T ).

3. ϕ is a isomorphism iff assR(S) = assR(T ) and for each element t ∈ T there exists an element
r ∈ R such that rt ∈ S.

4. If, in addition, T ⊆ ′CR, then ϕ is a isomorphism iff assR(S) = assR(T ) and for each element
t ∈ T there exists an element r ∈ ′CR such that rt ∈ S.

Lemma 3.6. ([10, Lemma 6.1]) Suppose that T ∈ Denl(R) and S be a multiplicative set of R
such that S ⊆ T , assR(S) = assR(T ) and for each element t ∈ T there exists an element r ∈ R
such that rt ∈ S + assR(T ). Then S ∈ Denl(R) and S

−1R ≃ T−1R.

Definition 3.7. The pair (S, T ) that satisfies the conditions of Lemma 3.6 is called a left local-
ization pair of the ring R.

Lemma 3.8 provides sufficient conditions for the pre-image of a left Ore/denominator set being
a left Ore/denominator set.

Lemma 3.8. Let R be a ring, a be an ideal of R, πa : R → R := R/a, r 7→ r = r + a, b be an
ideal of R, b = π−1

a
(b), S be a multiplicative subset of R and S = π−1

a
(S).

1. If S ∈ Orel(R, b) and assl(S) = b then S ∈ Orel(R, b).

2. If S ∈ Denl(R, b) and assl(S) = b then S ∈ Denl(R, b).

3. If S ∈ Den(R, b) and assl(S) = assr(S) = b then S ∈ Den(R, b).

4. If S ∈ Orel(R, b) and T ⊆ S for some T ∈ Orel(R, b) then S ∈ Orel(R, b).

5. If S ∈ Denl(R, b) and T ⊆ S for some T ∈ Orel(R, b) then S ∈ Denl(R, b).

13



Proof. Clearly, the set S is a multiplicative subset in R.
1. We have to show that the left Ore condition holds for the multiplicative subset S of the

ring R. For elements s ∈ S and r ∈ R, s′r = r′s for some elements s′ ∈ S and r′ ∈ R (since
S ∈ Orel(R, b)). Therefore, d := s′r − r′s ∈ b. By the assumption assl(S) = b. So, there is an
element s′′ ∈ S, such that 0 = s′′d = s′′s′r − s′′r′s, i.e. the left Ore condition holds for S.

2. By statement 1, S ∈ Orel(R, b). It remains to show that assr(S) ⊆ assl(S) = b. Suppose
that r ∈ assr(S), i.e. rs = 0 for some element s ∈ S. Then rs = 0. It follows that r ∈ b (since
S ∈ Denl(R, b)), and so r ∈ π−1

a
(b) = b = assl(S). Hence, assr(S) ⊆ assl(S) = b.

3. Statement 3 follows from statement 2 and its right analogue.
4. Since S ∈ Orel(R, b), assl(S) ⊆ b. Since T ⊆ S and T ∈ Orel(R, b), b = assl(T ) ⊆ assl(S).

Hence, assl(S) = b. Now, S ∈ Orel(R, b), by statement 1.
5. By statement 4, S ∈ Orel(R, b). It remains to show that assr(S) ⊆ assl(S) = b. Suppose

that r ∈ assr(S), i.e. rs = 0 for some element s ∈ S. Then rs = 0 and so r ∈ b (since
S ∈ Denl(R, b)), and so r ∈ π−1

a
(b) = b = assl(S). Therefore, assr(S) ⊆ assl(S) = b.

Now, we obtain a useful corollary.

Corollary 3.9. Let R be a ring, a be an ideal of R and πa : R → R := R/a, r 7→ r = r + a.

1. If S ∈ Orel(R, a) then S + a ∈ Orel(R, a).

2. If S ∈ Denl(R, a) then S + a ∈ Denl(R, a) and (S + a)−1R ≃ S−1R.

3. If S ∈ Den(R, a) then S + a ∈ Den(R, a) and (S + a)−1R ≃ S−1R.

Proof. 1 and 2. We keep the notation of Lemma 3.8. Suppose that S ∈ Orel(R, a)/Denl(R, a).
Then S′ := S + a = π−1

a
(S) is a multiplicative subset of R that contains S. Therefore, a =

assl(S) ⊆ assl(S
′). Let r ∈ assl(S

′). Then (s + a)r = 0 for some elements s ∈ S and a ∈ a,
and so sr = −ar ∈ a. There is an element t ∈ S such that tsr = 0, i.e. r ∈ a. Therefore,
assl(S) = a = assl(S

′). Clearly, S := πa(S) ∈ Orel(R, 0)/Denl(R, 0). Now, by Lemma 3.8.(1,2),

S′ ∈ Orel(R, a)/Denl(R, a). If S
′ ∈ Denl(R, a) then S

′−1
R ≃ πa(S

′)−1R = πa(S)
−1R ≃ S−1R.

3. Statement 3 follows from statement 2 and its right analogue.

Lemma 3.10 provides sufficient conditions for a left Ore/denominator of a larger ring being a
left Ore/denominator set of a smaller ring which contains it.

Lemma 3.10. Let R be a subring of a ring R′ and S be a multiplicative subset of R such that the
left R-module R′/R is S-torsion (for each r′ ∈ R′ there is an element s ∈ S such that sr′ ∈ R).

1. If S ∈ Orel(R
′, a′) then S ∈ Orel(R,R ∩ a′).

2. If S ∈ Denl(R
′, a′) then S ∈ Denl(R,R ∩ a′) and S−1R ≃ S−1R′.

Proof. 1. (i) S ∈ Orel(R): For each element s ∈ S and r ∈ R, s′r = r′s for some elements s′ ∈ S
and r′ ∈ R′ (since S ∈ Orel(R

′, a′)). By the assumption, the left R-module R′/R is S-torsion,
and so tr′ ∈ R for some element t ∈ S. Now, ts′r = tr′s where ts′ ∈ S and tr′ ∈ R, and the
S ∈ Orel(R).

(ii) assl,R(S) = R∩ a′: Since R ⊆ R′ and S ∈ Orel(R
′, a′), assl,R(S) = R∩ assl,R′(S) = R∩ a′.

2. (i) S ∈ Denl(R,R ∩ a′): By statement 1, S ∈ Orel(R,R ∩ a′). It remain to show that
assr(S) ⊆ R ∩ a′. Given an element r ∈ R such that rs = 0 for some s ∈ S. Then r ∈ a′ (since
S ∈ Denl(R

′, a′)), and so r ∈ R ∩ a′, as required.
(ii) S−1R ≃ S−1R′: By the statement (i), the map φ : S−1R→ S−1R′, s−1r 7→ s−1r is a ring

homomorphism. Suppose that a := s−1r ∈ ker(φ). Then r ∈ a′, and so r ∈ R ∩ a′, i.e. a = 0.
So, the map φ is a monomorphism. It remains to show that the map φ is an epimorphism. Given
element s−1r′ ∈ S−1R′ where s ∈ S and r′ ∈ R′. Since the R-module R′/R is S-torsion, there is
an element t ∈ S such that r := tr′ ∈ R. Then s−1r′ = (ts)−1tr′ = (ts)−1r ∈ S−1R. Therefore,
the map φ is epimorphism and the statement (ii) follows.
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The ring ′Q(Sn). Recall that Yn = K[y1, . . . , yn] is a polynomial algebra. Let Y0
n := Yn\{0},

′Y0
n := Yn ∩ ′CSn ,

′
Yn := Yn ∩ ′S(Sn) and ′̃Yn := {c ∈ Yn | y

αc ∈ ′S(Sn) for some α ∈ N
n},

T = π−1
an

(Ln\{0}) = Sn\an and S := π−1
an

(Yn\{0}) = Yn\{0}+ an where πan
: Sn → Sn/an = Ln,

r 7→ r := r + an. Clearly,
′Yn ⊆ ′Y0

n ⊆ Y0
n and S ⊆ T .

Theorem 3.11 describes the algebra ′Q(Sn).

Theorem 3.11. 1. ′Q(Sn) ≃ K(y1, . . . , yn).

2. ′Yn ∈ Denl(Sn, an) and ′Y−1
n Sn ≃ ′Q(Sn). Furthermore, the subset ′Yn of Yn is a left

denominator set of Sn which is the largest left denominator set that is contained in the
multiplicative set Yn ∩ ′CSn .

3. S, T ∈ Denl(Sn, an) and
′Y−1

n Sn ≃ T −1Sn ≃ S−1Sn ≃ K(y1, . . . , yn).

Proof. 1. Statement 1 follows from statements 2 and 3.
2. (i) The pair (′Yn,

′S(Sn)) is a left localization pair of the ring Sn: By the definition, the set
′Yn is a multiplicative subset of ′S(Sn) ⊆ Sn. It follows from the inclusions Sy ⊆ ′Yn ⊆ ′S(Sn)
that

an = assl(Sy) ⊆ assl(
′
Yn) ⊆ assl(

′S(Sn)) = an,

and so assl(
′Yn) = an = assl(

′S(Sn)). For each element s ∈ ′S(Sn), there is an element α ∈ Nn

such that yαs ∈ ′Yn. Notice that yα ∈ Sy ⊆ ′Yn, and the statement (i) follows.
(ii) ′Yn ∈ Denl(Sn, an) and ′Y−1

n Sn ≃ ′Q(Sn): The statement (i) follows from the statement
(i) and Lemma 3.6 where T = ′S(Sn) ∈ Denl(Sn, an) and S = ′Yn.

(iii) The subset ′
Yn of Sn is a left denominator set of Sn which is the largest left denominator

set that is contained in the multiplicative set Yn ∩ ′CSn : Let T be a left denominator set of Sn
which is the largest left denominator set that is contained in the multiplicative set Yn ∩ ′CSn . By
the statement (ii), ′Yn ∈ Denl(Sn, an). Clearly,

′
Yn = Yn ∩ ′S(Sn) ⊆ Yn ∩ ′CSn ,

and so ′Yn ⊆ T . Since T ⊆ ′CSn and ′S(Sn) is a the largest left denominator set in ′CSn , we have
the inclusion T ⊆ Yn ∩ ′S(Sn) =

′Yn. Therefore, T = ′Yn.
3. (i) T ∈ Denl(Sn, an) and T −1

Sn ≃ K(y1, . . . , yn): Since Sy ∈ Denl(Sn, an) and Sy ⊆ T ,
an = assl(Sy) ⊆ assl(T ). The opposite inclusion follows from the fact that the factor ring Sn/an ≃
K[y±1

1 , . . . , y±1
n ] is a domain. So, assl(T ) = an. Notice that

πan
(T ) = K[y±1

1 , . . . , y±1
n ]\{0} ∈ Denl(K[y±1

1 , . . . , y±1
n ], 0).

By Lemma 3.9.(2), T ∈ Denl(Sn, an) and

T −1
Sn ≃ πan

(T )−1(Sn/an) ≃ πan
(T )−1(K[y±1

1 , . . . , y±1
n ]) ≃ K(y1, . . . , yn).

(ii) The pair (′Yn, T ) is a left localization pair of the ring Sn: By statement 2, ′Yn ∈
Denl(Sn, an). For each element t ∈ T , there is an element α ∈ Nn such that yαt ∈ ′Yn. No-
tice that yα ∈ Sy ⊆ ′

Yn, and the statement (ii) follows.
(iii) ′Y−1

n Sn ≃ T −1Sn: The statement (iii) follows from the statement (ii) and Lemma 3.6
where T = T ∈ Denl(Sn, an) and S = ′Yn.

(iv) The pair (S, T ) is a left localization pair of the ring Sn: By the statement (i), T ∈
Denl(Sn, an). By the definition, the set S is a multiplicative subset of Sn. The inclusions Sy ⊆
S ⊆ T imply that

an = assl(Sy) ⊆ assl(S) ⊆ assl(T ) = an,

and so assl(S) = an = assl(T ). For each element t ∈ T , there is an element α ∈ Nn such that
yαt ∈ S. Notice that yα ∈ Sy ⊆ S, and the statement (iv) follows.

(v) S−1Sn ≃ T −1Sn: The statement (v) follows from the statement (iv) and Lemma 3.6 where
T = T ∈ Denl(Sn, an) and S = S.

Now, statement 3 follows.
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Theorem 3.12. ([10, Theorem 4.3]) Let R be a ring. Then

1. ′Ql(R) is a left Artinian ring iff ′Ql,cl(R) is a left Artinian ring. If one of the equivalent
conditions holds then ′Sl(R) =

′CR and ′Ql(R) =
′Ql,cl(R).

2. ′Ql(R) is a semisimple Artinian ring iff ′Ql,cl(R) is a semisimple Artinian ring. If one of
the equivalent conditions holds then ′Sl(R) =

′CR and ′Ql(R) =
′Ql,cl(R).

Corollary 3.13. ′CSn = ′S(Sn) and
′Ql,cl(Sn) =

′Q(Sn) ≃ K(y1, . . . , yn).

Proof. By Theorem 3.11, the ring ′Q(Sn) ≃ K(y1, . . . , yn) is a field. In particular, it is a semisimple
Artinian ring. Now, the corollary follows from Theorem 3.12.(2).

Theorem 3.11 and Corollary 3.14 produce explicit left denominators sets S ∈ Denl(Sn, an)
such that S−1In ≃ ′Q(Sn). By Theorem 3.11 and Corollary 3.14, there are inclusions in the set
Denl(Sn, an) apart from Sy:

Sy ⊆ ′
Yn ⊆ ′S(Sn) ⊆

′S(Sn) + an ⊆ T , ′
Yn ⊆ ′̃Yn ⊆ ′

Yn + an ⊆ ′S(Yn) + an,
′
Yn + an ⊆ S ⊆ T .

(18)

Corollary 3.14. Let S = ′̃Yn,
′Yn + an,

′S(Yn) + an. Then S ∈ Denl(Sn, an) an S−1Sn ≃
′Q(Sn) ≃ K(y1, . . . , yn).

Proof. By Theorem 3.11.(2) and Corollary 3.9.(2), ′Yn + an,
′S(Yn) + an ∈ Denl(Sn, an). Now,

for S = ′Yn + an,
′S(Yn) + an, the corollary follows from Corollary 3.9.(2). It remains to consider

the case when S = ′̃Yn.
(i) The pair (′̃Yn,

′Yn + an) is a left localization pair of the ring Sn: The inclusions ′Yn ⊆
′̃Yn ⊆ ′Yn + an yield

an = assl(
′
Yn) ⊆ assl(′̃Yn) ⊆ assl(

′
Yn + an) = an.

Therefore, assl(′̃Yn) = an = assl(
′
Yn + an). For each element s ∈ ′

Yn + an, there is an element

α ∈ Nn such that yαs ∈ ′Yn ⊆ ′̃Yn. Notice that yα ∈ Sy ⊆ ′Yn ⊆ ′̃Yn, and the statement (i)
follows.

(ii) ′̃Yn ∈ Denl(Sn, an) and ′̃Yn

−1
Sn ≃ (′Yn + an)

−1Sn ≃ K(y1, . . . , yn): The statement (ii)

follows from the statement (i) and Lemma 3.6 where S = ′̃Yn and T = ′Yn+an ∈ Denl(Sn, an).

Corollary 3.15. 1. Q′(Sn) ≃ η(′Q(Sn)) = K(x1, . . . , xn).

2. C′
Sn

= S′(Sn) and Q
′
l,cl(Sn) = Q′(Sn) ≃ K(x1, . . . , xn).

Proof. 1. Since η is an involution of the algebra Sn, Q
′(Sn) ≃ η(′Q(Sn)). Since η(yi) = xi for all

i = 1, . . . , n, η(′Q(Sn)) = η(K(y1, . . . , yn) = K(x1, . . . , xn), by Theorem 3.11.(1).
2. By statement 1, the ring Q′(Sn) ≃ K(x1, . . . , xn) is a field. In particular, it is a semisimple

Artinian ring, and so statement 2 follows from Theorem 3.12.(2).

Descriptions of the sets ′CS1 and C′
S1
.

(i) ′CS1 ⊆ S1\F : It is obvious that every element of the ideal F = ⊕i,j∈NKEij ≃ M∞(K) is a
left and right zero divisor of the algebra F (without 1) and of S1.

(ii) Y0
1 ⊆ ′CS1 : The ideal F is an essential right ideal of the algebra S1 such that FS1 ≃ (P ′

1)
(N)

is a semisimple right S1-module (Proposition 3.4). By Corollary 2.20.(1), ′CS1 = ′CP ′

1
where

P ′
1 = K[y] is the only simple faithful right S1-module. Now, the statement (ii) follows from (17).
(iii) For each nonzero element d ∈ S1\F , ∂

id ∈ Y
0
1 for some i ∈ N: The statement (iii) follows

(11).
(iv) For each nonzero element d ∈ S1\F , ∂id ∈ ′CS1 for some i ∈ N: The statement (iii) follows

from the statements (ii) and (iii).
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Then the well-defined map

d : S1\F → N, a 7→ d(a) := min{i ∈ N | ∂ia ∈ ′CS1} (19)

is called the left regularity degree function and the natural number d(a) is called the left regularity
degree of a. For each element a ∈ S1\F , d(a) can be found in finitely many steps. Now, Theorem
3.16.(1) follows. Then Theorem 3.16.(2) follows from Theorem 3.16.(1).

Theorem 3.16. 1. ′CS1 = {∂d(a)a | a ∈ S1\F}.

2. C′
S1

= η(′CS1).

By (11), each element a ∈ S1 is a unique sum a =
∑l

i=0 λ−iy
i+

∑m
j=1 λjx

j+aF where λk ∈ K,

k = −l, . . . ,m and aF ∈ F . Let ay :=
∑l

i=0 λ−iy
i. The integer

s(aF ) :=

{
min{n ∈ N | aF ∈

⊕n
i,j=0Keij} if aF 6= 0,

−1 if aF = 0.

is called the size of the element aF ∈ F . The integer s(a) := s(aF ) is called the size of the element
a. For each i ∈ N, let P ′

1,≤i := {a ∈ P ′
1 | degy(a) ≤ i} where degy is the degree of the polynomial

a ∈ P ′
1 in the variable y.

Theorem 3.17. 1. ′CS1 = {a ∈ S1\(xK[x] + F ) | · a : P ′
1,≤s(a) → P ′

1,≤s(a)+degy(ay)
, p 7→ pa is

an injection}.

2. C′
S1

= η(′CS1) where η is the involution of the algebra S1, see (13).

Proof. 1. (i) ′CS1 ∩ (xK[x] + F ) = ∅: Suppose that a ∈ xK[x]. Then 1 ∈ ker(·a). Recall that
′CS1 ⊆ S1\F (see the statement (i) in the proof of Theorem 3.16). So, it remains to consider the
case when a ∈ (xK[x] + F )\(xK[x] ∪ F ). Then the map ·a : P ′

1,≤s(a)+1 → P ′
1,≤s(a), p 7→ pa is a

well-defined map. Since

dimK(P ′
1,≤s(a)+1) = s(a) + 2 > s(a) + 1 = dimK(P ′

1,≤s(a)),

ker(·a) 6= 0. Therefore, ′CS1 ∩ (xK[x] + F ) = ∅.
(ii) For each element a ∈ S1\(xK[x] + F ), kerP ′

1
(·a) ⊆ P ′

1,≤s(a): Since a ∈ S1\(xK[x] + F ),

ay :=
∑l

i=0 λ−iy
i 6= 0 where λ−i ∈ K. Suppose that λ−l 6= 0. Suppose that p ∈ kerP ′

1
(·a)\P ′

1,≤s(a),

i.e. degy(p) > s(a). Then
deg(pa) = l + degy(p),

a contradiction (since pa = 0).
Now, statement 1 follows from statements (i) and (ii).
2. Statement 2 follows from statement 1.

The algebras In of scalar integro-differential operators. In the next section, we will
see that the algebra In of polynomial integro-differential operators contains the algebra of scalar
integro-differential operators, [3]:

In := K
〈
∂1, . . . , ∂n,

∫

1

, . . . ,

∫

n

〉
.

The algebra In is canonically isomorphic to the algebra Sn, [3, Eq. (9)], see (20) for an explicit
isomorphism.

Corollary 3.18. 1. ′CIn
= ′S(In) and ′Ql,cl(In) = ′Q(In) ≃ ′Q(Sn) ≃ K(y1, . . . , yn).

2. CIn
= S′(In) and Q′

l,cl(In) = Q′(In) ≃ Q′(Sn) ≃ K(x1, . . . , xn).

Proof. 1. The algebras In and Sn are isomorphic (see (20)) and statement 1 follows from Theorem
3.11 and Corollary 3.13.

2. Statement 2 follows from Corollary 3.15.

Corollary 3.19. ′CI1
= ξ(′CS1) and C′

I1
= ξ(C′

S1
).
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4 The rings ′Q(In) and Q′(In)

The aim of the section is to prove Theorem 4.4, to obtain a description of the sets ′CI1 and C′
I1

(Theorem 4.7), and to prove Theorem 4.6 which is a criterion for ′Q(In) ≃ Q(In).

The rings In of integro-differential operators and the Jacobian algebras An. In this
section the following notation is fixed: K is a field of characteristic zero and K∗ is its group of
units; Pn := K[x1, . . . , xn] is a polynomial algebra overK; ∂1 := ∂

∂x1
, . . . , ∂n := ∂

∂xn
are the partial

derivatives (K-linear derivations) of Pn; EndK(Pn) is the algebra of all K-linear maps from Pn to
Pn; the subalgebra An := K〈x1, . . . , xn, ∂1, . . . , ∂n〉 of EndK(Pn) is called the n’th Weyl algebra.

Definition 4.1. ([1]) The Jacobian algebra An is the subalgebra of EndK(Pn) generated by the
Weyl algebra An and the elements H−1

1 , . . . , H−1
n ∈ EndK(Pn) where

H1 := ∂1x1, . . . , Hn := ∂nxn.

Clearly, An =
⊗n

i=1 A1(i) ≃ A
⊗n
1 where A1(i) := K〈xi, ∂i, H

−1
i 〉 ≃ A1. The algebra An

contains all the integrations
∫
i
: Pn → Pn, p 7→

∫
p dxi, i.e.

∫

i

= xiH
−1
i : xα 7→ (αi + 1)−1xix

α.

The algebra An contains the algebra of polynomial integro-differential operators, [3]:

In := K
〈
x1, . . . , xn, ∂1, . . . , ∂n,

∫

1

, . . . ,

∫

n

〉
.

Notice that In =
⊗n

i=1 I1(i) ≃ I
⊗n
1 where I1(i) := K〈xi, ∂i,

∫
i
〉 ≃ I1. The algebra In contains the

algebra of scalar integro-differential operators, [3]:

In := K
〈
∂1, . . . , ∂n,

∫

1

, . . . ,

∫

n

〉
.

The algebra In is canonically isomorphic to the algebra Sn, [3, Eq. (9)]:

ξ : Sn → In, xi 7→

∫

i

, yi 7→ ∂i, i = 1, . . . , n. (20)

For the reader’s convenience we collect some known results on the algebras In and An from the
papers [1, 3] that are used later in the paper. The algebra In is a prime, central, catenary, non-
Noetherian algebra of classical Krull dimension n and of Gelfand-Kirillov dimension 2n, [3]. Since
xi =

∫
i
Hi, where Hi := ∂ixi, the algebra In is generated by the elements {∂i, Hi,

∫
i
| i = 1, . . . , n},

and In =
⊗n

i=1 I1(i) where

I1(i) := K
〈
∂i, Hi,

∫

i

〉
= K

〈
∂i, xi,

∫

i

〉
≃ I1.

When n = 1 we usually drop the subscript ‘1’ in ∂1,
∫
1
, H1, and x1. The algebra I1 = ⊕i∈ZI1,i

is a Z
n-graded algebra where

I1,i =





∫ i
D1 if i ≥ 1,

D1 if i = 0,

D1∂
−i if i ≤ −1,

(21)

where D1 := K[H ]⊕
⊕

i∈N
Keii is a commutative, not Noetherian, not finitely generated algebra

and K[H ] is a polynomial algebra in the variable H and H = ∂x = x∂ + 1.
The following elements of the algebra I1 = K〈∂,H,

∫
〉,

eij :=

∫ i

∂j −

∫ i+1

∂j+1, i, j ∈ N, (22)
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satisfy the relations: eijekl = δjkeil where δij is the Kronecker delta. The matrices of the linear
maps eij ∈ EndK(K[x]) with respect to the basis {x[s] := xs

s! }s∈N of the polynomial algebra K[x]
are the elementary matrices, i.e.

eij ∗ x
[s] =

{
x[i] if j = s,

0 if j 6= s.

The direct sum F :=
⊕

i,j∈N
Keij is the only proper (hence maximal) ideal of the algebra I1. As

an algebra without 1 it is isomorphic to the algebra without 1 of infinite dimensional matrices
M∞(K) := lim

−→
Md(K) =

⊕
i,j∈N

KEij via eij 7→ Eij where Eij are the matrix units. For all
i, j ∈ N, ∫

eij = ei+1,j , eij

∫
= ei,j−1, ∂eij = ei−1,j , eij∂ = ei,j+1, (23)

where e−1,j := 0 and ei,−1 := 0.

I1 =
⊕

i≥1

K[H ]∂i ⊕K[H ]⊕
⊕

i∈≥1

K[H ]

∫ i

⊕F (24)

and K[H ]∂i = ∂iK[H ] and K[H ]
∫ i

=
∫ i
K[H ] for all i ≥ 1. The algebra I1 is generated by the

elements ∂,
∫
and H subject to the following defining relations (Proposition 2.2, [3]):

∂

∫
= 1,

[
H,

∫ ]
=

∫
, [H, ∂] = −∂, H

(
1−

∫
∂
)
=

(
1−

∫
∂
)
H = 1−

∫
∂.

The algebra In = ⊗n
i=1I1(i) = ⊕α∈ZnIn,α is a Zn-graded algebra where In,α := ⊗n

k=1I1,αk
(k)

for α = (α1, . . . , αn). The algebra In contains the ideal

Fn := F⊗n =

n⊗

i=1

F (i) =
⊕

α,β∈Nn

Keαβ

where eαβ :=
∏n

i=1 eαiβi
(i), eαiβi

(i) :=
∫ αi

i
∂βi

i −
∫ αi+1

i
∂βi+1
i and F (i) =

⊕
s,t∈N

Kest(i).

Lemma 4.2. 1. ([3, Corollary 3.3.(2)]) The set of height one prime ideals of the algebra In is
{p1 := F ⊗ In−1, p1 := I1 ⊗ F ⊗ In−2, . . . , pn := In−1 ⊗ F}.

2. ([3, Corollary 3.3.(3)]) Each ideal of the algebra In is an idempotent ideal (a2 = a).

3. ([3, Lemma 5.2.(2)]) Each nonzero ideal of the algebra In is an essential left and right
submodule of In.

4. ([3, Corollary 3.3.(8)]) The ideal an := p1 + · · · + pn is the largest (i.e. the only maximal)
ideal of In and Fn = F⊗n = ∩n

i=1pi is the smallest nonzero ideal of In.

5. ([3, Proposition 3.8]) The polynomial algebra Pn is the only (up to isomorphism) faithful
simple left In-module and InPn ≃ In/In(∂1, . . . , ∂n) ([4, Proposition 3.4.(3)])).

6. ([3, Lemma 5.2.(1)]) For all nonzero ideals a of the algebra In, l.annIn(a) = r.annIn(a) = 0.

7. ([3, Lemma 5.2.(2)]) Each nonzero ideal of the algebra In is an essential left and right
submodule of In.

The involution ∗ on the algebra In. The algebra In admits the involution:

∗ : In → In, ∂i 7→

∫

i

,

∫

i

7→ ∂i, Hi 7→ Hi, i = 1, . . . , n, (25)
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i.e. it is a K-algebra anti-isomorphism ((ab)∗ = b∗a∗) such that ∗ ◦ ∗ = idIn . Therefore, the
algebra In is self-dual, i.e. is isomorphic to its opposite algebra Iopn . As a result, the left and the
right properties of the algebra In are the same. For all elements α, β ∈ Nn,

e∗αβ = eβα. (26)

The involution ∗ can be extended to an involution of the algebra An by setting

x∗i = Hi∂i, ∂∗i =

∫

i

, (H±1
i )∗ = H±1

i , i = 1, . . . , n.

Note that y∗i = (H−1
i ∂i)

∗ =
∫
i
H−1

i = xiH
−2
i , A∗

n 6⊆ An, but I∗
n = In where

In := K
〈
∂1, . . . , ∂n

∫

1

, . . . ,

∫

n

〉

is the algebra of integro-differential operators with constant coefficients.
For a subset S of a ring R, the sets l.annR(S) := {r ∈ R | rS = 0} and r.annR(S) := {r ∈

R |Sr = 0} are called the left and the right annihilators of the set S in R. Using the fact that the
algebra In is a GWA and its Zn-grading, we see that

l.annIn

( ∫

i

)
=

⊕

k∈N

Kek0(i)
⊗⊗

i6=j

I1(j), r.annIn

( ∫

i

)
= 0. (27)

r.annIn(∂i) =
⊕

k∈N

Ke0k(i)
⊗⊗

i6=j

I1(j), l.annIn(∂i) = 0. (28)

Let a be an ideal of the algebra In. The factor algebra In/a is a Noetherian algebra iff
a = an (Proposition 4.1, [3]). The factor algebra Bn := In/an is isomorphic to the skew Laurent
polynomial algebra

n⊗

i=1

K[Hi][∂i, ∂
−1
i ; τi] = Pn[∂

±1
1 , . . . , ∂±1

n ; τ1, . . . , τn],

via ∂i 7→ ∂i,
∫
i
7→ ∂−1

i , H1 7→ Hi (and xi 7→ ∂−1
i Hi) where Pn := K[H1, . . . , Hn] and τi(Hi) =

Hi + 1. We identify these two algebras via this isomorphism. It is obvious that

Bn =

n⊗

i=1

K[Hi][zi, z
−1
i ;σi] = Pn[z

±1
1 , . . . , z±1

n ;σ1, . . . , σn],

where zi := ∂−1
i and σi = τ−1

i : Hi 7→ Hi − 1. The algebra Bn is also the left (but not right)
localization of the algebra In at the multiplicatively closed set

S∂ := S∂1,...,∂n
:= {∂α1

1 · · ·∂αn
n | (αi) ∈ N

n}, and Bn ≃ S−1
∂ In.

The algebra Bn contains the algebra ∆n := Pn[∂1, . . . , ∂n; τ1, . . . , τn] which is a skew polynomial
ring.

Using the involution on the algebra ∗ on In, the polynomial algebra Pn can be seen as the right
In-module by the rule

pa := a∗p for all p ∈ Pn and a ∈ In.

By Lemma 4.2.(5), Pn = K[x1, . . . , xn] is the only faithful, simple, right An-module. Let P ′
n :=

(Pn)
∗ = K[∂1, . . . , ∂n], a polynomial algebra in n variables. Clearly,

(Pn)An
≃ (In/In(H1−1, . . . , Hn−1, ∂1, . . . , ∂n)

)∗
= In/

(
H1−1, . . . , Hn−1,

∫

1

, . . . ,

∫

n

)
In ≃ P ′

n1̃ ≃ (P ′
n)P ′

n

where 1̃ := 1 +
( ∫

1, . . . ,
∫
n

)
In. So, P

′
n is the only faithful, simple, right In-module.
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Lemma 4.3. 1. InFn ≃ P
(Nn)
n is a direct sum of Nn copies of the simple faithful left In-module

Pn.

2. (Fn)In ≃ (P ′
n)

(Nn) is a direct sum of Nn copies of the simple faithful right In-module P ′
n.

Proof. 1. InFn = ⊕α,β∈NnKEαβ = ⊕β∈Nn

(
⊕α,∈Nn KEαβ

)
≃ ⊕β∈NnPn ≃ P

(Nn)
n .

2. Statement 2 follows from statement 1 by applying the involution ∗ and using the fact that
F ∗
n = Fn.

The ring ′Q(In). Recall that ∆n = Pn[∂1, . . . , ∂n; τ1, . . . , τn]. Let ∆0
n := ∆n\{0}, ′∆0

n :=
∆n ∩ ′CIn ,

′∆n := ∆n ∩ ′S(In) and ′̃∆n := {c ∈ ∆n | ∂
αc ∈ ′S(In) for some α ∈ N

n}.

Notice that ′∆n ⊆ ′∆0
n ⊆ ∆0

n. Theorem 4.4 produces explicit left denominators sets S ∈
Denl(In, an) such that S−1In ≃ ′Q(In). By Theorem 4.4, there are inclusions in the set Denl(In, an)
apart from S∂ :

S∂ ⊆ ′∆n ⊆ ′S(In) ⊆
′S(In) + an and ′∆n ⊆ ′̃∆n ⊆′ ∆n + an ⊆ ′S(In) + an. (29)

Theorem 4.4. 1. ′∆n ∈ Denl(In, an) and ′∆−1
n In ≃ ′Q(In). Furthermore, the subset ′∆n of

In is a left denominator set of In which is the largest left denominator set that is contained
in the multiplicative set ′CIn ∩∆n.

2. ′∆n + an,
′S(In) + an ∈ Denl(In, an) and

(
′∆n + an

)−1
In ≃

(
′S(In) + an

)−1
In ≃ ′Q(In).

3. ′∆n = ′∆n, ′∆n + an, ′S(In) + an ∈ Denl(Ln, 0) and

′∆−1
n Ln ≃ ′∆n + an

−1
Ln ≃ ′S(In) + an

−1
Ln ≃ ′Q(In)

where S := πan
(S) and πan

: In → Ln = In/an, r 7→ r := r + an.

4. ′̃∆n ∈ Denl(In, an) and ′̃∆n

−1
In ≃ ′Q(In). ′̃∆n ∈ Denl(Ln, 0) and ′̃∆n

−1

Ln ≃ ′Q(In).

5. ′̃∆n + an ∈ Denl(In, an) and
(
′̃∆n + an

)−1
In ≃ ′Q(In).

6. ′∆n ∈ Denl(∆n, 0) and
′∆−1

n ∆n ≃ ′Q(In).

7. ′′∆n := ′S(In) ∩ (′C∆n+an
+ an) + an ∈ Denl(In, an),

′∆n ⊆ ′′∆n and ′′∆−1
n In ≃ ′Q(In).

Proof. 1. (i) ′∆n ∈ Denl(In, an) and ′∆−1
n In ≃ ′Q(In): By the definition, the set ′∆n is a

multiplicative subset of ′S(In) ⊆ In. It follows from the inclusions S∂ ⊆ ′∆n ⊆ ′S(In) that

an = assl(S∂) ⊆ assl(
′∆n) ⊆ assl(

′S(In)) = an,

and so assl(
′∆n) = an = assl(

′S(In)). For each element s ∈ ′S(In), there is an element α ∈ N
n

such that ∂αs ∈ ′∆n. Notice that ∂α ∈ S∂ ⊆ ′∆n. Now, the statement (i) follows from Lemma
3.6 where T = ′S(In) ∈ Denl(In, an) and S = ′∆n.

(ii) The subset ′∆n of In is a left denominator set of In which is the largest left denominator
set that is contained in the multiplicative set ′CIn∩∆n: Let T be a left denominator set of In which
is the largest left denominator set that is contained in the multiplicative set ′CIn ∩ ∆n. By the
statement (i), ′∆n ∈ Denl(In, an). Clearly, ′∆n ⊆ ′CIn ∩∆n and so ′∆n ⊆ T . Since T ⊆ ′CIn and
′S(In) is a the largest left denominator set in ′CIn , we have the inclusion T ⊆ ∆n ∩ ′S(In) =

′∆n.
Therefore, T = ′∆n.
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2. By statement 1, ′∆n,
′S(In) ∈ Denl(In, an) and ′∆−1

n In ≃ ′S(In)
−1In = ′Q(In). Now,

statement 2 follows from Corollary 3.9.(2).
3. Statement 3 follows at once from statement 2 (If S ∈ Denl(R, a) then S := S+a ∈ Denl(R, 0)

and S−1R ≃ S
−1
R where R := R/a).

4. By the definition, the set ′̃∆n is a multiplicative set such that ′∆n ⊆ ′̃∆n ⊆ ′S(In).

Therefore, an = assl(
′∆n) ⊆ assl(′̃∆n) ⊆ assl(

′S(In)) = an, and so assl(′̃∆n) = an. Now, the first

part of statement 4 follows from the definition of the set ′̃∆n and Lemma 3.6 where S = ′̃∆n and
T = ′S(In).

The second part of statement 4 follows from the first one.
5. Statement 5 follows from statement 4.
6. By statement 3, ′∆n ∈ Denl(Ln, 0) and

′∆−1
n Ln ≃ ′Q(In). Now, statement 6 follows from

Lemma 3.10.(2) where R = ∆n, R
′ = Ln and S = ′∆n (The R-module R′/R is S∂-torsion. Hence

it is also ′∆n-torsion as S∂ ⊆ ′∆n).
7. By the definition, the subset ′′∆n of In is a multiplicative set such that ′∆n ⊆ ′′∆n ⊆

′S(In), see statements 1 and 2. Hence, an = assl(
′∆n) ⊆ assl(

′′∆n) ⊆ assl(
′S(In)) = an, and so

assl(
′′∆n) = an = assl(

′S(In)). Notice that S∂ ⊆ ′∆n ⊆ ′′∆n and for each element s ∈ ′′∆n there
is an element α ∈ Nn such that ∂αs ∈ ′∆n ⊆ ′′∆n. Now, statement 7 follows from Lemma 3.6
where S = ′′∆n and T = ′S(In).

In order to prove Theorem 4.6, we need the following lemma which is a characterization of the
set ′CIn .

Lemma 4.5. Let a ∈ In. Then the following statements are equivalent:

1. a ∈ ′CIn.

2. a ∈ ′CFn
.

3. a ∈ ′CP ′

n
where P ′

n = K[∂1, . . . , ∂n] is the only simple, faithful, right In-module.

4. a∗ ∈ C′
Pn

where Pn = K[x1, . . . , xn] is the only simple, faithful, left In-module.

Proof. (1 ⇔ 2) The equivalence follows from Corollary 2.19.(1) and the fact that every nonzero
ideal is an essential right ideal of the algebra In (Lemma 4.2.(7)).

(2 ⇔ 3) The equivalence follows from Corollary 2.20.(1) and Lemma 4.3.(1).
(3 ⇔ 4) The equivalence follows from the fact that P ′

n = P ∗
n .

By applying the involution ∗ to Lemma 4.5, we obtain a similar characterization of right reg-
ular elements of the ring In (a ∈ ′CIn iff a∗ ∈ C′

In
).

Criterion for ′Q(In) ≃ Q(An). The algebras ∆n and Bn are Noetherian domains. By Goldie’s
Theorem, their quotient rings are division rings. It follows from the inclusions An ⊆ Bn ⊆ Q(An)
and ∆n ⊆ S−1

∂ ∆n ≃ Bn ⊆ Q(An) that

Q(∆n) = Q(Bn) = Q(An). (30)

Theorem 4.6. The following statements are equivalent:

1. ′Q(In) ≃ Q(An).

2. ′Ql,cl(In) ≃ Q(An).

3. The set ′S(In) is dense in Bn\{0}.

4. The set ′CIn is dense in Bn\{0}.

5. The set ′∆n is dense in Bn\{0}.
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6. The set ′∆n is left dense in ∆0
n.

7. For each element s ∈ ∆0
n, there is an element s′ ∈ ∆0

n such that s′s ∈ ′CFn
.

8. For each element s ∈ ∆0
n, there is an element s′ ∈ ∆0

n such that s′s ∈ ′CP ′

n
where P ′

n =
K[∂1, . . . , ∂n] is the unique simple faithful right In-module.

Proof. (1 ⇔ 2 ⇔ 3 ⇔ 4) The equivalence (1 ⇔ 2) follows from Theorem 3.12.(2). The equivalences
(1 ⇔ 3) and (2 ⇔ 4)follows from Theorem 1.1 and Theorem 3.12.(2) (since assl(

′S(In)) = an is a
prime ideal of In, the algebra In/an = Bn is a domain and Q(In/an) = Q(Bn) is a division ring).

(1 ⇔ 5) By Theorem 4.4.(1), ′∆n ∈ Denl(In, an) and ′∆−1
n In ≃ ′Q(In). Since the set ′∆n is

dense in ′S(In), the equivalence (1 ⇔ 5) holds iff the equivalence (1 ⇔ 3) holds.
(5 ⇔ 6) Recall that ′∆n,∆

0
n ∈ Denl(∆n, 0),

′∆n ⊆ ∆0
n and Q(∆n) = Q(An), see (30). By [10,

Lemma 3.5.(3)], ′∆−1
n ∆n ≃ (∆0

n)
−1∆n = Q(An) iff the set ′∆n is left dense in ∆0

n.
(6 ⇔ 7) By Lemma 4.5, the inclusion s′s ∈ ′CFn

is equivalent to the inclusion s′s ∈ ′CIn .
Hence, statement 7 is equivalent to the statement that for each element s ∈ ∆0

n, there is an
element s′ ∈ ∆0

n such that s′s ∈ ′CIn , i.e. s
′s ∈ ∆n ∩ ′CIn = ′∆n, i.e. it is equivalent to statement

6.
(7 ⇔ 8) The equivalence follows from Lemma 4.5.

Description of the set ′CA1
. By (24), each element a ∈ I1 is a unique sum a =

∑l
i=0 d−i∂

i+∑m
j=1

∫ j
dj+aF where dk ∈ K[H ], k = −l, . . . ,m and aF ∈ F . Let a∂ :=

∑l
i=0 d−i∂

i. The integer

s(aF ) :=

{
min{n ∈ N | aF ∈

⊕n
i,j=0Keij} if aF 6= 0,

−1 if aF = 0.

is called the size of the element aF ∈ F . The integer s(a) := s(aF ) is called the size of the element
a. For each i ∈ N, let P ′

1,≤i := {a ∈ P ′
1 | degy(a) ≤ i} where degy ∂ is the degree of the polynomial

a ∈ P ′
1 = K[∂] in the variable ∂.

For all polynomials p ∈ K[H ], ∂p = τ(p)∂ where τ ∈ AutK(K[H ]) and τ(H) = H + 1. For
each nonzero polynomials p ∈ K[H ], let

µ(p) := min{i ∈ N | the polynomial τ i(p) ∈ K[H ] has no root in N+}.

Let Ψ :=
⊕

i≥1

∫ i
K[H ] ⊕ F . If a =

∑n
i=0 d−i∂

i +
∑m

j=1

∫ j
dj + aF ∈ I1\Ψ then a∂ 6= 0 and so

d−n 6= 0 where n = deg∂(a∂). Let

µ(a) := µ(d−n) and ν(a) := max{s(a), µ(a)}.

Theorem 4.7. 1. ′CI1 = {a ∈ I1\Ψ | ·a : P ′
1,≤ν(a) → P ′

1,≤ν(a)+degy(ay)
, p 7→ pa is an injection}.

2. C′
I1
= ′C∗

I1
where ∗ is the involution of the algebra I1, see (25).

Proof. 1. (i) ′CI1 ∩ Ψ = ∅: Suppose that a ∈ Ψ. Then the map ·a : P ′
1,≤s(a)+1 → P ′

1,≤s(a), p 7→ pa
is a well-defined map. Since

dimK(P ′
1,≤s(a)+1) = s(a) + 2 > s(a) + 1 = dimK(P ′

1,≤s(a)),

ker(·a) 6= 0, a 6∈ ′CI1 . Therefore,
′CI1 ∩Ψ = ∅.

(ii) For each element a ∈ I1\Ψ, kerP ′

1
(·a) ⊆ P ′

1,≤ν(a): Since a ∈ I1\Ψ, ay :=
∑l

i=0 d−i∂
i 6= 0

where d−i ∈ K[H ]. Suppose that d−l 6= 0. Suppose that p ∈ kerP ′

1
(·a)\P ′

1,≤ν(a), i.e. degy(p) >

ν(a). Then
deg(pa) = l + degy(p),

a contradiction (since pa = 0).
Now, statement 1 follows from statements (i) and (ii).
2. Statement 2 follows from statement 1.
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Lemma 4.8 provides examples of rings R such that ′Clee
R = ∅, C′ree

R = ∅ and Cee
R = ∅.

Lemma 4.8. Let R be either In or Sn. Then:

1. ′CR ∩ Fn = ∅, C′
R ∩ Fn = ∅ and CR ∩ F = ∅.

2. ′Clee
R = ∅, C′ree

R = ∅ and Cee
R = ∅.

Proof. 1. Clearly, every element of the ideal F is a left and right zero-divisor, and statement 1
follows.

2. The ideal Fn is a left and right essential ideal of R, and so statement 2 follows from statement
1.

5 The rings ′Q(An) and Q′(An)

The aim of the section is to prove Theorem 5.1 and Theorem 5.5. Theorem 5.4 a criterion for
′Q(An) ≃ Q(An). As a corollary we obtain that ′Q(A1) ≃ Q(A1) (Theorem 5.5). Theorem 5.8
and Theorem 5.7 describe the set ′CA1

. At the beginning of the section, we recall necessary facts
about the Jacobian algebras An that are used in the proofs. The details can found in [1].

The Weyl algebra An = An(K) is a simple, Noetherian domain of Gelfand-Kirillov dimension
GK (An) = 2n. The Jacobian algebra An is neither left nor right Noetherian, it contains infinite
direct sums of nonzero left and right ideals. This means that adding the inverses of the commuting
regular elements H1, . . . , Hn to the Weyl algebra An is neither a left nor right Ore localization of
the algebra Weyl An. This fact is a prime reason why the properties of the Jacobian algebras are
almost opposite to the ones of the Weyl algebras.

The algebra An is a central, prime algebra of Gelfand-Kirillov dimension 3n ([1, Corollary
2.7]). The canonical involution θ of the Weyl algebra An can be uniquely extended to the algebra
An (see (32)). So, the algebra An is self-dual (An ≃ Aop

n ) and its left and right algebraic properties
are the same. Note that the Fourier transform on the Weyl algebra An cannot be lifted to An.
Many properties of the algebra An = A

⊗n
1 are determined by properties of A1. When n = 1 we

usually drop the subscript ‘1’ in x1, ∂1, H1, etc. The algebra A1 contains the only proper ideal
F = ⊕i,j∈NKEij where

Eij :=

{
xi−j(xj 1

∂jxj ∂
j − xj+1 1

∂j+1xj+1 ∂
j+1) if i ≥ j,

( 1
∂x
∂)j−i(xj 1

∂jxj ∂
j − xj+1 1

∂j+1xj+1 ∂
j+1) if i < j.

As a ring without 1, the ring F is canonically isomorphic to the ring M∞(K) := lim
−→

Md(K) =
⊕i,j∈NKEij of infinite-dimensional matrices where Eij are the matrix units (F →M∞(K), Eij 7→
Eij). This is a very important fact as we can apply concepts of finite-dimensional linear algebra
(like trace, determinant, etc) to integro-differential operators which is not obvious from the outset.
This fact is crucial in finding an inversion formula for elements of A∗

1.
Notice that An = ⊗n

i=1A1(i) ≃ A
⊗n
1 where A1(i) := K〈xi, ∂i, H

±1
i 〉 and Hi = ∂ixi. The algebra

An = ⊕α∈ZnAn,α is a Zn-graded algebra where An,α := ⊗n
k=1A1,αk

(k) for α = (α1, . . . , αn). For
n = 1, ([1, Theorem 2.3]),

A1,i =





xiD1 if i ≥ 1,

D1 if i = 0,

D1∂
−i if i ≤ −1,

(31)

where D1 := L⊕ (⊕i,j≥1Kx
iH−j∂i) is a commutative, non-Noetherian algebra and

L := K[H±1, (H + 1)−1, (H + 2)−1, . . .] and H = ∂x = x∂ + 1.

This gives a ‘compact’ K-basis for the algebra A1 (and An). This basis ‘behaves badly’ under
multiplication. A more conceptual (‘multiplicatively friendly’) basis is given in [1, Theorem 2.5],
see also [1, Corollary 2.4] below.
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• ([1, Corollary 2.4]) D1 = L⊕ (⊕i≥1,j≥0Kρji) where ρji := xi 1
Hj∂ixi ∂

i.

• For all i ≥ 1 and j ≥ 0, ∂iρji =
1
Hj ∂

i (a direct computation).

• ([1, Corollary 2.7.(10)]) Pn = K[x1, . . . , xn] is the only faithful, simple An-module.

• ([1, Corollary 3.5]) p1 := F ⊗An−1, p2 := A1 ⊗ F ⊗An−2, . . . , pn := An−1 ⊗ F, are precisely
the prime ideals of height 1 of An.

• ([1, Corollary 3.15]) an := p1 + · · · + pn is the only prime ideal of An which is completely
prime; an is the only ideal a of An such that a 6= An and An/a is a Noetherian (resp. left
Noetherian, resp. right Noetherian) ring.

• ([1, Theorem 3.1.(2)]) Each ideal I of An is an idempotent ideal (I2 = I).

• ([1, Corollary 2.7.(4)]) The ideal Fn := F⊗n is the smallest nonzero ideal of the algebra An.

• ([1, Corollary 2.7.(8)]) An
F⊗n ≃ P

(Nn)
n is a faithful, semi-simple, left An-module; F⊗n

An
≃

P
(Nn)
n An

is a faithful, semi-simple, right An-module; An
F⊗n
An

is a faithful, simple An-bimodule.

Recall that Pn is a polynomial algebra K[H1, . . . , Hn] in n indeterminates and σ = (σ1, ..., σn)
is an n-tuple of commuting automorphisms of Pn where σi(Hi) = Hi − 1 and σi(Hj) = Hj , for
i 6= j. By [4, Theorem 2.2], an is the only maximal ideal of the Jacobian algebra An. The factor
algebra An := An/an is the skew Laurent polynomial algebra

An := Ln[∂
±1
1 , . . . , ∂±1

n ; τ1, . . . , τn] = Ln[x
±1
1 , . . . , x±1

n ;σ1, . . . , σn],

Ln := K[H±1
1 , (H1 ± 1)−1, (H1 ± 2)−1, . . . , H±1

n , (Hn ± 1)−1, (Hn ± 2)−1, . . .],

where τi(Hj) = Hj + δij , δij is the Kronecker delta, zi = ∂−1
i and σi = τ−1

i . The algebra Bn is a
subalgebra of An. Let Sn be a multiplicative submonoid of Pn generated by the elements Hi + j,
i = 1, . . . , n, and j ∈ Z. Then Sn is an Ore set for the Weyl algebra An, the algebras Bn and the
polynomial algebra Pn such that An := S−1

n An ≃ S−1
n Bn and

S−1
n Pn = K[H±1

1 , (H1 ± 1)−1, (H1 ± 2)−1, . . . , H±1
n , (Hn ± 1)−1, (Hn ± 2)−1, . . .].

We identify the Weyl algebra An with a subalgebra of An via the monomorphism

An → An, xi 7→ xi, ∂i 7→ Hix
−1
i , i = 1, . . . , n.

The Weyl algebra An is a Noetherian domain. So, by Goldie’s Theorem, the (left and right)
quotient ring of An, Q(An), is a division ring. Then the algebra An is a K-subalgebra of Q(An)
generated by the elements xi, x

−1
i , Hi and H

−1
i , i = 1, . . . , n since

(Hi ± j)−1 = x∓j
i H−1

i x±j
i , i = 1, . . . , n and j ∈ N.

Clearly, An ≃ A⊗n
1 .

The involution θ on An. The Weyl algebra An admits the involution

θ : An → An, xi 7→ ∂i, ∂i 7→ xi, i = 1, . . . , n.

The involution θ is uniquely extended to an involution of An by the rule

θ : An → An, xi 7→ ∂i, ∂i 7→ xi, θ(H−1
i ) = H−1

i , i = 1, . . . , n. (32)

Uniqueness is obvious: θ(Hi) = θ(∂ixi) = θ(xi)θ(∂i) = ∂ixi = Hi and so θ(H−1
i ) = H−1

i . So, the
algebra An is self-dual and left and right algebraic properties of the algebra An are the same.
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The polynomial algebra Pn is a left An-module where ∂i ∗ f := ∂f
∂xi

for all i = 1, . . . , n and
f ∈ Pn. The left An-module Pn is isomorphic to the An-module

An/An(∂1, . . . , ∂n) ≃ Pn1 ≃ Pn
Pn where 1 := 1 +An(∂1, . . . , ∂n).

The maps Hi : Pn → Pn are invertible for all i = 1, . . . , n since Hix
α1 = (αi + 1)xα for all

α = (α1, . . . , αn) ∈ Nn where xα :=
∏n

i=1 x
αi

i . Therefore, the polynomial algebra Pn is also a left
An-module which is isomoprphic to

An/An(H1− 1, . . . , Hn− 1, ∂1, . . . , ∂n) ≃ Pn1, where 1 := 1+An(H1− 1, . . . , Hn− 1, ∂1, . . . , ∂n),

by [1, Theorem 2.3]. Using the involution θ on An, the polynomial algebra Pn can be seen as the
right An-module by the rule

pa := θ(a)p for all p ∈ Pn and a ∈ An.

By [1, Corollary 2.7.(10)]), Pn = K[x1, . . . , xn] is the only faithful, simple, right An-module. Let
P ′
n := θ(Pn) = K[∂1, . . . , ∂n], a polynomial algebra in n variables. Clearly,

(Pn)An
= θ(Pn1) = 1̃θ(Pn) = 1̃P ′

n ≃ An/(H1 − 1, . . . , Hn − 1, x1, . . . , xn)An ≃ (P ′
n)P ′

n

where 1̃ := 1 + (H1 − 1, . . . , Hn − 1, ∂1, . . . , ∂n)An.
For n = 1, the set F is the only proper ideal of A1, hence θ(F ) = F . Moreover,

θ(Eij) =
i!

j!
Eji (33)

where 0! := 1. The ring F = ⊕i,j∈NKEij is equal to the matrix ring M∞(K) := ∪d≥1Md(K)
where Md(K) := ⊕0≤i,j≤d−1KEij . The ring F = M∞(K) admits the canonical involution which
is the transposition (·)t : Eij 7→ Eji. Let D! be the infinite diagonal matrix diag(0!, 1!, 2!, . . .).
Then, for u ∈ F =M∞(K),

θ(u) = D−1
! utD!. (34)

Note that D! 6∈ M∞(K). For n ≥ 1, Fn := F⊗n = ⊕α,β∈NnKEαβ = M∞(K)⊗n where Eαβ :=
⊗n

i=1Eαiβi
. By (33),

θ(Eαβ) =
α!

β!
Eβα, (35)

θ(F⊗n) = F⊗n. (36)

Let Dn,! := D⊗n
! . Then, for u ∈ F⊗n,

θ(u) = D−1
n,!u

tDn,! (37)

where (·)t :M∞(K)⊗n →M∞(K)⊗n, Eαβ 7→ Eβα, is the transposition map.
Consider the bilinear, symmetric, nondegenerate form (·, ·) : Pn × Pn → K given by the rule

(xα, xβ) := α!δα,β for all α, β ∈ Nn. Then, for all p, q ∈ Pn and a ∈ An,

(p, aq) = (θ(a)p, q). (38)

The Weyl algebra An admits, the so-called, Fourier transform, which is the K-algebra auto-
morphism

F : An → An, xi 7→ ∂i, ∂i 7→ −xi for i = 1, . . . , n.

Since F(Hi) = −(Hi − 1), Hi is a unit of An and Hi − 1 is not, one cannot extend the Fourier
transform to An.

For all i = 1, . . . , n, ∂i ∈ ′CAn
. Recall that if n = 1 then ∂iρji =

1
Hj ∂

i for all i ≥ 1 and j ≥ 0.
It follows that

S∂ := S∂1,...,∂n
:= {∂α1

1 · · · ∂αn
n | (αi) ∈ N

n} ∈ Denl(An, an), S∂ ⊆ ′CAn
and S−1

∂ An ≃ An.
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The ring ′Q(An). The ring

∆n := L+
n [∂1, . . . , ∂n; τ1, . . . , τn], where

L+
n := K[H±1

1 , (H1 + 1)−1, (H1 + 2)−1, . . . , H±1
n , (Hn + 1)−1, (Hn + 2)−1, . . .] ≃ L⊗n,

is a skew polynomial ring where τi(Hj) = Hi + δij , ∆
0
n := ∆n\{0}, ′∆0

n := ∆n ∩ ′CAn
,

′∆n := ∆n ∩ ′S(An) and ′̃∆n := {c ∈ ∆n | ∂
αc ∈ ′S(An) for some α ∈ N

n}.

Notice that ′∆n ⊆ ′∆0
n ⊆ ∆0

n. Theorem 5.1 produces explicit left denominators sets S ∈
Denl(An, an) such that S−1An ≃ ′Q(An). By Theorem 5.1, there are inclusions in the set
Denl(An, an) apart from S∂ :

S∂ ⊆ ′∆n ⊆ ′S(An) ⊆
′S(An) + an and ′∆n ⊆ ′̃∆n ⊆′ ∆n + an ⊆ ′S(An) + an. (39)

Theorem 5.1. 1. ′∆n ∈ Denl(An, an) and
′∆−1

n An ≃ ′Q(An). Furthermore, the subset ′∆n of
An is a left denominator set of An which is the largest left denominator set that is contained
in the multiplicative set ′CAn

∩∆n.

2. ′∆n + an,
′S(An) + an ∈ Denl(An, an) and

(
′∆n + an

)−1
An ≃

(
′S(An) + an

)−1
An ≃ ′Q(An).

3. ′∆n = ′∆n, ′∆n + an, ′S(An) + an ∈ Denl(Ln, 0) and

′∆−1
n Ln ≃ ′∆n + an

−1
Ln ≃ ′S(An) + an

−1
Ln ≃ ′Q(An)

where S := πan
(S) and πan

: An → Ln = An/an, r 7→ r := r + an.

4. ′̃∆n ∈ Denl(An, an) and ′̃∆n

−1
An ≃ ′Q(An). ′̃∆n ∈ Denl(Ln, 0) and ′̃∆n

−1

Ln ≃ ′Q(An).

5. ′̃∆n + an ∈ Denl(An, an) and
(
′̃∆n + an

)−1
An ≃ ′Q(An).

6. ′∆n ∈ Denl(∆n, 0) and
′∆−1

n ∆n ≃ ′Q(An).

7. ′′∆n := ′S(An) ∩ (′C∆n+an
+ an) + an ∈ Denl(An, an),

′∆n ⊆ ′′∆n and ′′∆−1
n An ≃ ′Q(An).

Proof. 1. (i) ′∆n ∈ Denl(An, an) and ′∆−1
n An ≃ ′Q(An): By the definition, the set ′∆n is a

multiplicative subset of ′S(An) ⊆ An. It follows from the inclusions S∂ ⊆ ′∆n ⊆ ′S(An) that

an = assl(S∂) ⊆ assl(
′∆n) ⊆ assl(

′S(An)) = an,

and so assl(
′∆n) = an = assl(

′S(An)). For each element s ∈ ′S(An), there is an element α ∈ N
n

such that ∂αs ∈ ′∆n. Notice that ∂α ∈ S∂ ⊆ ′∆n. Now, the statement (i) follows from Lemma
3.6 where T = ′S(An) ∈ Denl(An, an) and S = ′∆n.

(ii) The subset ′∆n of An is a left denominator set of An which is the largest left denominator
set that is contained in the multiplicative set ′CAn

∩∆n: Let T be a left denominator set of An which
is the largest left denominator set that is contained in the multiplicative set ′CAn

∩∆n. By the
statement (i), ′∆n ∈ Denl(An, an). Clearly,

′∆n ⊆ ′CAn
∩∆n and so ′∆n ⊆ T . Since T ⊆ ′CAn

and
′S(An) is a the largest left denominator set in ′CAn

, we have the inclusion T ⊆ ∆n∩ ′S(An) =
′∆n.

Therefore, T = ′∆n.
2. By statement 1, ′∆n,

′S(An) ∈ Denl(An, an) and
′∆−1

n An ≃ ′S(An)
−1An = ′Q(An). Now,

statement 2 follows from Corollary 3.9.(2).
3. Statement 3 follows at once from statement 2 (If S ∈ Denl(R, a) then S := S+a ∈ Denl(R, 0)

and S−1R ≃ S
−1
R where R := R/a).
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4. By the definition, the set ′̃∆n is a multiplicative set such that ′∆n ⊆ ′̃∆n ⊆ ′S(An).

Therefore, an = assl(
′∆n) ⊆ assl(′̃∆n) ⊆ assl(

′S(An)) = an, and so assl(′̃∆n) = an. Now, the first

part of statement 4 follows from the definition of the set ′̃∆n and Lemma 3.6 where S = ′̃∆n and
T = ′S(An).

The second part of statement 4 follows from the first one.
5. Statement 5 follows from statement 4.
6. By statement 3, ′∆n ∈ Denl(Ln, 0) and

′∆−1
n Ln ≃ ′Q(An). Now, statement 6 follows from

Lemma 3.10.(2) where R = ∆n, R
′ = Ln and S = ′∆n (The R-module R′/R is S∂-torsion. Hence

it is also ′∆n-torsion as S∂ ⊆ ′∆n).
7. By the definition, the subset ′′∆n of An is a multiplicative set such that ′∆n ⊆ ′′∆n ⊆

′S(An), see statements 1 and 2. Hence, an = assl(
′∆n) ⊆ assl(

′′∆n) ⊆ assl(
′S(An)) = an, and so

assl(
′′∆n) = an = assl(

′S(An)). Notice that S∂ ⊆ ′∆n ⊆ ′′∆n and for each element s ∈ ′′∆n there
is an element α ∈ Nn such that ∂αs ∈ ′∆n ⊆ ′′∆n. Now, statement 7 follows from Lemma 3.6
where S = ′′∆n and T = ′S(An).

In order to prove Theorem 5.4, we need the following two lemmas that are also interesting on
their own.

Lemma 5.2. 1. Every nonzero ideal of the algebra An has zero left and right annihilator.

2. Every nonzero ideal of the algebra An is an essential left and right ideal of An.

Proof. The ideal Fn is the smallest nonzero ideal of the algebra An. So, it suffices to prove
statements 1 and 2 for the ideal Fn. Suppose that the left or right annihilator of Fn is a nonzero
ideal of An. Hence, it contains the idempotent ideal Fn, and so their product, which is the zero
ideal, contains F 2

n = Fn 6= 0, a contradiction.
Let I and J be left and right ideals of An, respectively. By statement 1, I ⊇ FnI 6= 0 and

J ⊇ JFn 6= 0, and statement 2 follows.

Lemma 5.3 gives a characterization of left regular elements of the ring An. By applying the
involution θ, we obtain a similar characterization of right regular elements of the ring An (a ∈ ′CAn

iff θ(a) ∈ C′
An

).

Lemma 5.3. Let a ∈ An. Then the following statements are equivalent:

1. a ∈ ′CAn
.

2. a ∈ ′CFn
.

3. a ∈ ′CP ′

n
where P ′

n = K[∂1, . . . , ∂n] is the only simple, faithful, right An-module.

4. θ(a) ∈ C′
Pn

where Pn = K[x1, . . . , xn] is the only simple, faithful, left An-module.

Proof. (1 ⇔ 2) The equivalence follows from Corollary 2.19.(1) and Lemma 5.2.(2).
(2 ⇔ 3) The equivalence follows from Corollary 2.20.(1) and the fact that (Fn)An

≃ (P ′
n)

(Nn)

([1, Corollary 2.7.(8)]).
(3 ⇔ 4) The equivalence follows from the fact that P ′

n = θ(Pn).

Criterion for ′Q(An) ≃ Q(An). The algebras ∆n, Bn and An are Noetherian domains. By
Goldie’s Theorem, their quotient rings are division rings. It follows from the inclusions An ⊆
Bn ⊆ An ⊆ Q(An) and ∆n ⊆ S−1

∂ ∆n ≃ An ⊆ Q(An) that

Q(∆n) = Q(Bn) = Q(An) = Q(An). (40)

Theorem 5.4. The following statements are equivalent:

1. ′Q(An) ≃ Q(An).

2. ′Ql,cl(An) ≃ Q(An).
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3. The set ′S(An) is left dense in An\{0}.

4. The set ′CAn
is left dense in An\{0}.

5. The set ′∆n is left dense in An\{0}.

6. The set ′∆n is left dense in ∆0
n.

7. For each element s ∈ ∆0
n, there is an element s′ ∈ ∆0

n such that s′s ∈ ′CFn
.

8. For each element s ∈ ∆0
n, there is an element s′ ∈ ∆0

n such that s′s ∈ ′CP ′

n
where P ′

n =
K[∂1, . . . , ∂n] is the unique simple faithful right An-module.

Proof. (1 ⇔ 2 ⇔ 3 ⇔ 4) The equivalence (1 ⇔ 2) follows from Theorem 3.12.(2). The equivalences
(1 ⇔ 3) and (2 ⇔ 4) follows from Theorem 1.1 and Theorem 3.12.(2) (since assl(

′S(An)) = an is
a prime ideal of An, the algebra An/an = An is a domain and Q(An/an) = Q(An) is a division
ring).

(1 ⇔ 5) By Theorem 5.1.(1), ′∆n ∈ Denl(An, an) and
′∆−1

n An ≃ ′Q(An). Since the set ′∆n is
dense in ′S(An), the equivalence (1 ⇔ 5) holds iff the equivalence (1 ⇔ 3) holds.

(5 ⇔ 6) Recall that ′∆n,∆
0
n ∈ Denl(∆n, 0),

′∆n ⊆ ∆0
n and Q(∆n) = Q(An), see (40). By [10,

Lemma 3.5.(3)], ′∆−1
n ∆n ≃ (∆0

n)
−1∆n = Q(An) iff the set ′∆n is left dense in ∆0

n.
(6 ⇔ 7) By Lemma 5.3, the inclusion s′s ∈ ′CFn

is equivalent to the inclusion s′s ∈ ′CAn
.

Hence, statement 7 is equivalent to the statement that for each element s ∈ ∆0
n, there is an

element s′ ∈ ∆0
n such that s′s ∈ ′CAn

, i.e. s′s ∈ ∆n ∩ ′CAn
= ′∆n, i.e. it is equivalent to statement

6.
(7 ⇔ 8) The equivalence follows from Lemma 5.3.

The ring ′Q(A1). As an application of Theorem 5.4 we obtain Theorem 5.5.

Theorem 5.5. ′Q(A1) ≃ Q(A1).

Proof. (i) A nonzero rational function φ ∈ L1 belongs to the set ′CA1
iff it has no root in the set

N+ = {1, 2, . . .}: The right A1-module F is an essential right ideal of the algebra A1 ([1, Corollary
2.7.(6)]). Therefore, φ ∈ ′CA1

iff the map ·φF : F → F , f 7→ fφ is an injection. The right

A1-module F = ⊕i∈NEi0A1 ≃
(
E00A1

)(N)
is a direct sum of countably many copies of the right

A1-module

E00A1 = E00F ≃ E00K[∂] ≃ K[∂]K[∂] and E00∂
iH = E00∂

i(i+ 1) for all i ≥ 0,

and the statement (i) follows.
(ii) For each nonzero rational function φ ∈ L1, τ

i(φ) ∈ ′CA1
for all i≫ 1 where τ(H) = H+1:

The statement (ii) follows from the statement (i).
(iii) For each nonzero element d ∈ ∆n, ∂

id ∈ ′∆n for all i≫ 1: The element d is a unique sum
φn∂

n + φn+1∂
n+1 + · · ·+ φm∂

m where φi ∈ L1 and φn 6= 0. By the statement (ii), τ i(φn) ∈ ′CA1

for some i ≥ 0. Therefore, the map ·τ i(φn) : F → F , f 7→ fτ i(φn) is an injections. Hence, the
map ·∂id : F → F , f 7→ f∂id is also an injections since

∂id = τ(φn)
i∂n+i + · · ·+ τ(φm)i∂m+i and τ(φn)

i∂n+i ∈ ′CA1
.

Therefore, ∂id ∈ ′CA1
.

(iv) The set ′∆1 is left dense in A1\{0}: Clearly, the set ′∆1\{0} is left dense in A1\{0}. Now,
the statement (iv) follows from the statement (iii).

The theorem follows from Theorem 5.4 and the fact that the set ′∆1 is left dense in A1\{0},
the statement (iv).

Corollary 5.6. Q′(A1) ≃ Q(A1).

Proof. The result follows from Theorem 5.5: Q′(A1) = θ(′Q(A1)) ≃ θ(Q(A1) = Q(θ(A1)) =
Q(A1).
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Descriptions of the sets ′CA1
and C′

A1
.

(i) ′CA1
⊆ A1\F : It is obvious that every element of the ideal F = ⊕i,j∈NKEij ≃M∞(K) is a

left and right zero divisor of the algebra F (without 1) and of A1.
(ii) For each nonzero element d ∈ A1\F , ∂id ∈ ∆0

1 for some i ∈ N: The statement (ii) follows
(31) and the equality D1 = L⊕ (⊕i,j≥1Kx

iH−j∂i).
(iii) For each nonzero element d ∈ A1\F , ∂id ∈ ′CA1

for some i ∈ N: The statement (iii)
follows from the statement (ii) and the statement (iii) of the proof of Theorem 5.5.

Then the well-defined map

d : A1\F → N, a 7→ d(a) := min{i ∈ N | ∂ia ∈ ′CA1
} (41)

is called the left regularity degree function and the natural number d(a) is called the left regularity
degree of a. For each element a ∈ A1\F , d(a) can be found in finitely many steps, see the proof of
Theorem 5.5. Now, Theorem 5.7.(1) follows. Then Theorem 5.7.(2) follows from Theorem 5.7.(1).

Theorem 5.7. 1. ′CA1
= {∂d(a)a | a ∈ A1\F}.

2. C′
A1

= θ(′CA1
).

By (31), each element a ∈ A1 is a unique sum a =
∑l

i=0 d−i∂
i+

∑m
j=1 x

jdj+aF where dk ∈ D1,

k = −l, . . . ,m and aF ∈ F . Let a∂ :=
∑l

i=0 d−i∂
i. The integer

s(aF ) :=

{
min{n ∈ N | aF ∈

⊕n
i,j=0Keij} if aF 6= 0,

−1 if aF = 0.

is called the size of the element aF ∈ F . The integer s(a) := s(aF ) is called the size of the element
a. For each i ∈ N, let P ′

1,≤i := {a ∈ P ′
1 | degy(a) ≤ i} where degy ∂ is the degree of the polynomial

a ∈ P ′
1 = K[∂] in the variable ∂. Let

L⊥ :=
⊕

i,j≥1

KxiH−j∂i and Ξ :=
(⊕

i≥0

L⊥∂i ⊕
⊕

i≥1

xiD1

)⋃(⊕

i≥1

xiD1 + F
)
.

Then D1 = L⊕ L⊥. For a nonzero element l⊥ =
∑

i,j≥1 λijx
iH−j∂i ∈ L⊥, let

φ(l⊥) :=
∑

i,j≥1

λij
(H − i)(H − i+ 1) · · · (H − 1)

(H − i)j
δ(l⊥) := max{i ≥ 1 |λij 6= 0 for some j ≥ 1}

and δ(0) := 0. Then for all k ≥ δ(l⊥),

∂kl⊥ = τ(φ(l⊥))∂k and τ(φ(l⊥)) ∈ L

where τ(H) = H + 1. For each nonzero element d = l + l⊥ ∈ D1 = L ⊕ D⊥, where l ∈ Λ and
l⊥ ∈ L⊥, let

µ(d) := min{i ≥ δ(l⊥) | the rational function τ i(l + φ(l⊥)) ∈ L has no root in N+}.

If a =
∑n

i=0 d−i∂
i +

∑m
j=1 x

jdj + aF ∈ A1\Ξ then a∂ 6= 0 and so d−n 6= 0 where n = deg∂(a∂).
Let

µ(a) := µ(d−n) and ν(a) := max{s(a), µ(a)}.

Theorem 5.8. 1. ′CA1
= {a ∈ A1\Ξ | · a : P ′

1,≤ν(a) → P ′
1,≤ν(a)+degy(ay)

, p 7→ pa is an

injection}.

2. C′
A1

= θ(′CA1
) where θ is the involution of the algebra A1, see (32).
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Proof. 1. (i) ′CA1
∩ Ξ = ∅: Let a ∈ Ξ. We have to show that a 6∈ ′CA1

. Suppose that a ∈⊕
i≥0 L

⊥∂i ⊕
⊕

i≥1 x
iD1. Then 1 ∈ ker(·a), and so a 6∈ ′CA1

.

Suppose that a ∈
⊕

i≥1 x
iD1 + F . Then the map ·a : P ′

1,≤s(a)+1 → P ′
1,≤s(a), p 7→ pa is a

well-defined map. Since

dimK(P ′
1,≤s(a)+1) = s(a) + 2 > s(a) + 1 = dimK(P ′

1,≤s(a)),

ker(·a) 6= 0, a 6∈ ′CA1
. Therefore, ′CA1

∩ Ξ = ∅.

(ii) For each element a ∈ A1\Ξ, kerP ′

1
(·a) ⊆ P ′

1,≤ν(a): Since a ∈ A1\Ξ, ay :=
∑l

i=0 d−i∂
i 6= 0

where d−i ∈ D1. Suppose that d−l 6= 0. Suppose that p ∈ kerP ′

1
(·a)\P ′

1,≤ν(a), i.e. degy(p) > ν(a).
Then

deg(pa) = l + degy(p),

a contradiction (since pa = 0).
Now, statement 1 follows from statements (i) and (ii).
2. Statement 2 follows from statement 1.

Theorem 5.9. 1. (1− σ)d(φ) = d!λd where (1− σ)d :=
∏n

i=1(1− σi)
di and d! = d1! · · · dn!.

2.
∑

α∈Πd
Pnσ

α(φ) = Pn, i.e.
⋂

α∈Πd
V (σα(φ)) = ∅.

3. For every automorphism τ ∈ AutK(Pn), the automorphisms σ′
1 = τσ1τ

−1, . . . , σ′
n = τσnτ

−1 ∈
AutK(Pn) commute and

∑
α∈Πd

Pnσ
′α(τ(φ)) = Pn, i.e.

⋂
α∈Πd

V (σ′α(τ(φ))) = ∅.

Proof. 1. Since Pn = Pn−1 ⊗K[Hn], φ = φn−1H
dn
n + ψn−1H

dn−1
n + · · · where φn−1, ψn−1, . . . ∈

Pn−1. Then
(1− σn)

dn(φ) = dn!φn−1 ∈ Pn−1

and the leading term of the polynomial dn!φn−1 ∈ Pn−1 is dnλdH
d1

1 · · ·H
dn−1

n−1 . Now, the result
follows by induction on n (or by repeating the above computation n− 1 more times).

2. By statement 1, K× ∋ d!λd = (1− σ)d(φ) ∈
∑

α∈Πd
Pnσ

α(φ), and statement 2 follows.
3. Clearly, the automorphisms σ′

1, . . . , σ
′
n commute and

Pn = τ(Pn) = τ
( ∑

α∈Πd

Pnσ
α(φ)

)
=

∑

α∈Πd

Pnσ
′α(τ(φ)).

Corollary 5.10. Let Pn = K[H1, . . . , Hn] be a polynomial algebra over a field K of characteristic
zero and σi ∈ AutK(Pn) where σi(Hj) = Hj − µiδij for i, j = 1, . . . , n, µi ∈ K× and δij is the
Kronecker delta. Let φ ∈ Pn\{0} and λdH

d be the leading term of the polynomial φ with respect
to the lexicographic ordering H1 < · · · < Hn where λd ∈ K× and d = (d1, . . . , dn) ∈ Nn. Then:

1. (1−σ)d(φ) = d!µdλd where (1−σ)d :=
∏n

i=1(1−σi)
di , d! = d1! · · · dn! and µd := µd1

1 · · ·µdn
n .

2.
∑

α∈Πd
Pnσ

α(φ) = Pn, i.e.
⋂

α∈Πd
V (σα(φ)) = ∅.

Proof. Repeat the proofs of statement 1 and 2 of Theorem 5.9 and making an obvious adjustments.
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