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The area law-like scaling of local quantum entropies is the central characteristic of the entanglement
inherent in quantum fields, many-body systems, and spacetime. Whilst the area law is primarily
associated with the entanglement structure of the underlying quantum state, we here show that it
equally manifests in classical entropies over measurement distributions when vacuum contributions
dictated by the uncertainty principle are subtracted. Using the examples of the Gaussian ground
and thermal states, but also the non-Gaussian particle state of a relativistic scalar field, we present
analytical and numerical area laws for the entropies of various distributions and unveil how quantities
of widespread interest such as the central charge and the (local) temperature are encoded in classical
observables. With our approach, quantum entropies are no longer necessary to probe quantum
phenomena, thereby rendering area laws and other quantum features directly accessible to theoretical
models of high complexity as well as state-of-the-art experiments.

Introduction — The information content of a spatial
subregion often scales with the area of its enclosing sur-
face rather than its volume [1]. Subsumed under the
term area law, such scaling is typical for entanglement [2]
between spatially separated regions and occurs, in par-
ticular, for ground and low-lying states in field theories
and many-body systems [3–10], and black holes [11–15].
The area law is commonly expressed via the entangle-
ment entropy [16] and is therefore believed to rely on the
knowledge of the local state. Since the local Hilbert space
dimension scales exponentially with subsystem size, this
poses major challenges for theoretical and experimental
investigations when the number of degrees of freedom
grows large. Consequently, the theoretical literature is
dominated by results on Gaussian states and free theories
that allow for an analytical treatment [3–10] (notable
exceptions include, e.g., quasi-particles in scaling limits
[17–20], perturbative interactions [21], gauge theories [22],
and matrix product states [23, 24]). For the same reason,
experimental efforts have focused on finding efficient tech-
niques to read out quantum entropies directly – thereby
bypassing quantum state tomography for sufficiently small
system sizes [25–29] – and on demonstrating the area law
in Gaussian regimes [30].

In this Letter, we argue that the area law is neither
restricted to quantum entropies, nor the full density ma-
trix. To this end, we consider functional phase-space
descriptions of the underlying quantum state [31–35],
among which are the theoretically relevant Wigner W -
distribution, as well as the experimentally accessible
marginal and Husimi Q-distributions, and reveal area
laws for their subtracted classical entropies and mutual
informations. For Gaussian states, we show that the clas-
sical entropies of the former two are related to genuine
quantum entropies and thus encode fundamental aspects
of a quantum field theory such as its central charge. Re-
markably, we find area laws also for non-Gaussian quasi-
particle excitations and the Husimi Q-distribution. Our
approach enables the assessment of the area law in terms

of substantially less complex and experimentally acces-
sible quantities. The feasibility of the herein-suggested
methods is demonstrated in two companion papers [36, 37]
concerned with area laws and local thermalization appear-
ing in a spinor Bose-Einstein condensate after a quench.
Technical details, also from the lattice perspective, are
provided in a supplementary file [38].

Notation — We use natural units ℏ = kB = 1, denote
quantum operators (classical variables) by bold (normal)
letters ρ (γ), analogously for their traces Tr{ρ} (Tr{γ}),
and equip vacuum expressions with a bar γ̄.

Quantum fields in phase space — We consider a rela-
tivistic scalar field theory in 1 + 1 spacetime dimensions
defined by the Hamiltonian

H =
1

2

∫
dx
[
π2 + (∂xϕ)

2 +m2ϕ2
]
, (1)

with a mass term m and canonical commutation relations
[ϕ(x),π(x′)] = iδ(x−x′). We work in the Schrödinger pic-
ture [39] where the field operator ϕ(x) acts as a scalar and
the conjugate momentum as a derivative π(x) = −iδϕ(x)
when applied to wave functionals Ψ[ϕ] = ⟨ϕ|ψ⟩, where
ϕ(x) denotes the classical field configuration associated
with the eigenstate |ϕ⟩, both defined via the eigenvalue
equation ϕ(x) |ϕ⟩ = ϕ(x) |ϕ⟩.

The commutation relations dictate the geometry of
phase space to be Euclidean [40], thereby suggesting a
Cartesian parameterization χ = (ϕ, π) of phase-space
distributions. Given some density matrix in the field
basis ρ[ϕ, ϕ′] = ⟨ϕ|ρ|ϕ′⟩, we define its functional Wigner
W -distribution akin to quantum mechanics [41, 42]

W[χ] =

∫ Dϕ′
π
ρ[ϕ− ϕ′, ϕ+ ϕ′] e2i

∫
dxπ(x)ϕ′(x), (2)

which is normalized to unity with respect to the func-
tional integral measure

∫
DχW [χ] = Tr{ρ} = 1 (see [38]

for a rigorous definition on the lattice). The Wigner W -
distribution bears the same information content as the
state itself and is of particular theoretical relevance for the
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Figure 1. a) Illustration of subregion A (red) and its com-
plement B (blue) in the continuum (lines) and on the lat-
tice (points) where x → ϵj with lattice spacing ϵ > 0. At
every (discrete) point in space, the distributions of our in-
terest O[ν] associate functional (quasi)-probability densities
to all field configurations ϕ(x) and π(x) (gray lines). b)
Wigner (black), marginal (blue for f and red for g), and Wehrl
(petrol) entropies for the conformal ground state (points for
ϵ = 10−1,m = 10−6, offsets subtracted in all figures) as func-
tions of subsystem size l. All entropies are linear to leading
order with proportionality constants close to their vacuum
values 1 + lnπ, (1 + lnπ)/2, 1 + ln 2π (curves), respectively.

simulation of the semi-classical dynamics of many-body
systems via the well-known Truncated Wigner Approxima-
tion (TWA) [43]. However, it is typically experimentally
inaccessible in the many-body regime [44].

Therefore, we will also be concerned with the directly
measurable marginal and Husimi Q-distributions [36, 37].
The former are defined as the diagonal elements of the
state ρ in the corresponding eigenbases

f [ϕ] = ρ[ϕ, ϕ], g[π] = ρ[π, π], (3)

which equally follow from integrating out the comple-
mentary field in the Wigner W -distribution, i.e., f [ϕ] =∫
DπW[χ], g[π] =

∫
DϕW[χ], and with normalizations∫

Dϕ f [ϕ] =
∫
Dπ g[π] = 1 understood. The latter is

defined as the convolution of the Wigner W -distribution
(2) with respect to the vacuum [45]

Q[χ] =

∫
Dχ′ W[χ′] W̄[χ− χ′], (4)

with normalization
∫
DχQ[χ] = 1. Here, W̄[χ] is Gaus-

sian with block-diagonal covariance matrix in the sense
that γ̄W = γ̄f ⊕ γ̄g and γ̄f (x, x′) = ϵ2 γ̄g(x, x′) =
(ϵ/2) δ(x − x′), where ϵ > 0 denotes a lattice spacing
such that 1/ϵ acts as an ultraviolet regulator [46].

Typical local distributions — We are ultimately inter-
ested in the information structure of an interval [0, l] which
we refer to as subsystem A, see Figure 1 a). Given any of
the above classical distributions O = W, f, g,Q over their
corresponding field configurations ν = χ, ϕ, π, χ, their lo-
cal distributions are obtained by integrating out the com-
plementary degrees of freedom, i.e., OA[νA] =

∫
DνB O[ν].

Leaving dynamics aside, the set of typical states is built
upon the ground state of the Hamiltonian (1), whose

wave functional Ψ0[ϕ] is Gaussian. Additionally, we con-
sider the thermal state ρT ∼ exp(−H/T ) of temperature
T > 0 and a quasi-particle excitation of momentum k
with Ψk[ϕ] ∼ a†

kΨ0[ϕ] (all wave functionals and density
matrices are given in [38]). Their corresponding local
distributions are found after straightforward exercises in
Gaussian integration

OA[νA] =
1

ZO
A

e−
1
2

∫
A

dxdx′νT
A(x)(γO

A )−1(x,x′)νA(x′)×κOA [νA],
(5)

with the quadratic form

κOA [νA] = λOA +

∫

A

dxdx′νTA(x)(Λ
O
A)

−1(x, x′)νA(x
′). (6)

Therein, γOA (x, x′) =
∫
A
DνADν′AOAνA(x)ν

′
A(x

′) denotes
the local covariance matrix which encodes the well-known
equal-time two-point correlation functions of the scalar
field and ZO

A = det1/2(2πγOA ) is the normalization of the
Gaussian part. The quantities λOA and ΛO

A describe non-
Gaussian terms and are involved functionals of the global
covariance matrix γO, see [38] for details.

Subtracted classical entropies and classical mutual infor-
mations — With the local distributions (5) we associate
the class of classical Rényi entropies in a functional sense

Sr[OA] =
1

1− r
ln

(∫
DνA Or

A

)
, (7)

where r ∈ (0, 1)∪ (1,∞) specifies the entropic order, such
that the classical entropy S[OA] = −

∫
DνA OA lnOA is

recovered in the limit r → 1 [47]. In contrast to their
quantum analogs, such entropies do generally not mea-
sure the mixedness of the underlying quantum state, but
rather the localization of the considered distribution over
the classical field configurations [48]. Since the fields ϕ(x)
and π(x) are incompatible, their entropies are subjected
to the uncertainty principle in the form of entropic uncer-
tainty relations (see [49, 50] for reviews). The common
feature of the plethora of such relations (see, e.g., [51–59])
is that any phase-space entropy is minimized by its vac-
uum expression [60]. Together with the additivity of the
entropy for the product-form vacuum, this implies

Sr[OA] ≥ Sr[ŌA] ∼ l/ϵ. (8)

The lower bound is extensive, thereby demonstrating a
state-independent volume-law-like scaling of any classical
Rényi entropy to leading order, see Figure 1 b) for the
ground state. Further, classical Rényi entropies diverge
even globally in the continuum limit, showing that rela-
tive entropic measures should be preferred for describing
entropic uncertainty of quantum fields [61–63].

Motivated by these observations, we wish to describe
the entanglement of subsystem A by assessing the next-to-
leading order behavior of (7). To this end, we introduce
the subtracted classical Rényi entropy

∆Sr[OA] ≡ Sr[OA]− Sr[ŌA], (9)
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which measures the uncertainty deficit of some generic
distribution OA with respect to the vacuum ŌA. Besides
characterizing entanglement, we are also interested in
quantifying correlations – quantum and classical – among
subsystem A and its complement B, for which we define
the classical Rényi mutual information

Ir[OA : OB ] = Sr[OA] + Sr[OB ]− Sr[O]. (10)

For r → 1, this serves as a measure for the total corre-
lations being zero if and only if A and B are uncorre-
lated, that is, if the global distribution is of product form
O[ν] = OA[νA]×OB [νB ] [64]. Being defined as a relative
measure, extensive contributions cancel out naturally.

Computing both quantities of our interest for distribu-
tions of the type (5) boils down to yet another exercise
in Gaussian integration. The integral

∫
DνA Or

A is solved
by exploiting the central identity of quantum field theory,
that is, pulling κOA out of the integral, i.e., [65]

∫
DνA Or

A =

√
det1−r(2πγOA )

r(2)l/ϵ
UO
A (r), (11)

with the non-Gaussian contribution

UO
A (r) = (κOA [∂ζ ])

re
1
2r

∫
dxdx′ ζT (x)γO

A (x,x′)ζ(x′)
∣∣
ζ=0

. (12)

For integer r, using the binomial and Isserlis-Wick theo-
rems reduces the latter to a set of contractions of γOAΛO

A

and its transpose, which can then be evaluated with a di-
agrammatic technique reminiscent of Feynman diagrams,
see [38]. Thus, the classical Rényi entropy reads

Sr[OA] =
1

2
ln det(2πγOA ) +

1(2)

2

ln r

r − 1

l

ϵ
+ δSr[OA], (13)

where the second term unveils the extensive scaling of
every classical entropy and the third term δSr[OA] =
ln(UO

A )/(1− r) accounts for non-Gaussian contributions.
Since the vacuum is of Gaussian form, its entropy is
fully specified by the vacuum covariance γ̄OA . Importantly,
extensive scalings stemming from the uncertainty principle
cancel out for both quantities of our interest, such that

∆Sr[OA] =
1

2
ln det

[
γOA (γ̄OA )−1

]
+ δSr[OA],

Ir[OA : OB ] =
1

2
ln

det(γOA γ
O
B )

det(γO)
+ δIr[OA : OB ].

(14)

with δIr[OA : OB ] = δSr[OA] + δSr[OB ]− δSr[O].
Gaussian states — Remarkably, both the subtracted

classical Rényi entropy and mutual information become
independent of the entropic order r when considering
Gaussian states. This underpins a striking relation to
a quantum entropy which can be found for the Wigner
W -distribution and its marginals. To this end, we re-
call the purity of a Gaussian state µA = Tr{ρ2

A} =

det−1/2
(
2γWA

)
[66], and note that the Wigner covariance

matrix contains the two-point correlation functions of the
local state ρA by definition. This leads to the relations

∆Sr[WA] = S2[ρA], Ir[WA : WB ] = I2[ρA : ρB ], (15)

where S2[ρA] = − lnµA and I2[ρA : ρB] = S2[ρA] +
S2[ρB ]− S2[ρ] denote the Rényi-2 entanglement entropy
and the Rényi-2 mutual information, respectively, re-
vealing that quantum entanglement measures reduce to
classical uncertainty measures for Gaussian Wigner W -
distributions [67]. When the latter is of product form
WA[χA] = fA[ϕA] × gA[πA] – which includes both the
ground and the thermal state – the two relations in (15)
extend to the marginal distributions by additivity, to wit

∆Sr[fA] + ∆Sr[gA] = S2[ρA],

Ir[fA : fB ] + Ir[gA : gB ] = I2[ρA : ρB ].
(16)

Let us now assess the ground-state entanglement of the
Hamiltonian (1). Quantum correlations between A and
B are exponentially suppressed beyond the correlation
length ξ, which is given by the inverse mass ξ = 1/m
for the massive theory l ≫ 1/m and by the subregion
size ξ = l in the conformal limit l ≪ 1/m. Upon using
the well-known expression for the Rényi-2 entanglement
entropy [3], we find the area laws

∆Sr[W0,A] = ∆Sr[f0,A] + ∆Sr[g0,A] =
c

4
ln

(
ξ

ϵ

)
, (17)

with the central charge c = 1 for the scalar field. These
analytic formulae (curves) are supported by numerical
results on the lattice (points), which are compared in Fig-
ure 2 a) for the conformal case. The lattice computations
indicate that the entanglement is evenly distributed over
field and momentum field entropies in the continuum,
i.e., ∆Sr[f0,A] = ∆Sr[g0,A] = (c/8) ln(ξ/ϵ) [68], reveal-
ing another fundamental insight: the area law does not
rely on the full information encoded in the local density
matrix – it is present already for the density matrix’ di-
agonal elements in the field bases. Further, we find the
so-called subtracted Wehrl entropy associated with the
Husimi Q-distribution to fulfill an area law as well when
we additionally subtract (l/ϵ) ln 2, which corresponds to
the entropy gain of the convolution (γQA = γWA + γ̄WA ).
The prefactor ≈ 7/4 is numerically determined, see [38].

We proceed with the thermal state. With the corre-
sponding result for the Rényi-2 entanglement entropy [3]
we obtain the finite-temperature area laws

∆Sr[WT,A] = ∆Sr[fT,A] + ∆Sr[gT,A]

=
c

4
ln

[
sinh(πTξ)

πϵT

]
,

(18)

see Figure 2 b). The subtracted Wehrl entropy obeys
the same scaling with an effectively higher temperature
≈ 2.87T since γ̄WA is diagonal also in momentum space,
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Figure 2. a) Subtracted classical Rényi entropies of the conformal ground state. The analytical formulae (17) for the
Wigner W - (black) and the marginal (blue and red) distributions are in excellent agreement with lattice results where
ϵ = 10−1,m = 10−6, L = 102 ≫ l = 10 (points). Numerically, we also find an area law for the subtracted Wehrl entropy
∆Sr[QA]− (l/ϵ) ln 2 (petrol points), with prefactor ≈ 7/4 extracted from a fit (petrol curve), see [38]. b) Analogous analysis for
the thermal state of temperature T = 1/l and an effective temperature ≈ 2.87T for the subtracted Wehrl entropy. c) Classical
mutual informations for the same scenario. Here, all curves correspond to finite-size area law fits (a/4) ln[L/(πl) sin(πl/L)]. d)
Uncertainty surplus δS2[Ok,A] of order two for a quasi-particle with p = π/ϵ,m = 10 in a box of length L = 10. The analytical
formula (20) (curves) is supported by lattice calculations (points). e) Similar analysis for the Wigner W -distribution and varying
entropic orders r = 2 (black), r = 3 (brown), r = 4 (orange), see [38] for explicit expressions. f) Transition of the Rényi-2
entanglement entropy δS2[Wk,A] for decreasing masses m = 10, 1, 0.5, 0.3, 0.2, 0.1 (black to orange, curves are interpolations).

thereby increasing only the zero-mode populations. While
subtracted classical entropies become linear ∆Sr[OT,A] ∝
ξ/T for large temperatures T ≫ 1/ξ, the area law persists
for classical mutual informations, see Figure 2 c). More
generally, the area law holds for the thermal state of
every local (not necessarily free) theory, i.e., Ir[OT,A :
OT,B ] ≤ a|∂A| for some a > 0, see [38] for a proof. When
considered for a finite volume L, we find most of the
correlations to be contained in the field ϕ, since ∆Sr[fT,A]
falls off faster than ∆Sr[gT,A] for l → L, i.e., when A
covers most of the total system, see [38] for details. As
the convolution mainly erases π-correlations, this implies
Ir[QT,A : QT,B ] → Ir[fT,A : fT,B ] when ϵ→ 0.

Non-Gaussian states — Beyond Gaussian states, classi-
cal and quantum entropies of order two are related via the
Wigner-Weyl transformation. The expectation value of
some operator TA can be calculated in phase space using
the trace formula Tr{ρATA} =

∫
DνA2πWA[νA] TA[νA],

where TA[νA] is the Wigner symbol of TA [66]. Since the
Wigner symbol of ρA is WA, every state obeys

∆S2[WA] = S2[ρA], I2[WA : WB ] = I2[ρA : ρB ], (19)

showing that subtracted Wigner and entanglement en-

tropies and mutual informations of order two agree. Be-
sides, every classical mutual information is a lower bound
to the quantum mutual information I[OA : OB ] ≤ I[ρA :
ρB ], which is a consequence of the stronger subadditivity
of the entropy functional [69], and hence fulfills an area
law whenever its quantum analog does.

Exemplary, we consider a particle in a finite volume
L whose energy is sufficiently large compared to the
infrared cutoffs set by the two subregions sizes, i.e.,
ω(p) ≫ 1/l, 1/(L − l) [70]. This condition is fulfilled
for large momenta, a regime which has been analyzed in
[17–20] using the rather involved method of branch-point
twist fields, but also for large masses. After straightfor-
ward analytic calculations, we find the scalings [38]

δSr[Ok,A] =
1

1− r
ln

[
1 +

r∑

i=1

aOr,i

(
l

L

)i
]
, (20)

for integer r and real coefficients aOr,i <∞, see Figure 2 d)
and e) [71]. Since the polynomial inside the logarithm is
bounded for l/L ∈ [0, 1], there exists a linear upper bound
such that δSr[Ok,A] ≤ [ln(l/L)]/(1 − r)+const., which
proves the area law for subtracted classical entropies of



5

a particle. For small intervals l ≪ L, we find relations
reminiscent of the Gaussian case, namely δSr[Wk,A] =
2l/L = δS2[ρk,A] and δSr[Ok,A] = l/L = δS2[ρA]/2 oth-
erwise, to leading order in l/L [see linear inclines up to
l/L ≲ 0.15 in Figure 2 d) and e)].

The simplicity of (20) enables the classification of the
entanglement surplus of a particle via (19). We find
δS2[Wk,A] = − ln

[
(l/L)2 + (1− l/L)2

]
, which is in agree-

ment with but goes beyond the validity of the formulae in
[17–20]. Interestingly, this result [black curves in Figure 2
d) and e)] corresponds to the Rényi-Shannon-2 entropy
of a coin with probability l/L. Heuristically, for large
energies, the particle is delocalized over the full interval
[0, L], and thus the probability of the particle lying in the
subregion [0, l] is precisely l/L. While (20) still holds for
slow but heavy particles – compare the black curve in Fig-
ure 2 f) with the points representing numerical results for
p = 0,m = 10 – the entropy becomes largely independent
of the subsystem size for smaller masses m ≲ 1/L (see
transition from black to orange curves), since the particle
is then confined to a small region.

Discussion — We have shown that suitably chosen
classical entropies and mutual informations exhibit area
law-like scaling – just as their quantum analogs. Being
substantially simpler to evaluate theoretically and to esti-
mate from sparse data in an experimental setting (reliable
estimations of such entropies were found for 104 samples,
see [36, 37]), we consider classical information measures
inevitable tools to probe quantum phenomena, especially
when state tomography is infeasible. We emphasize the
experimental accessibility of the marginals [72–78] and
the Husimi Q-distribution [79–90], together with the gen-
erality of our approach, as all distributions can be defined
analogously for fermionic and spin systems, see [40]. Thus,
classical entropies pave the way for accessing a variety of
phenomena, including, e.g., local thermalization [26, 36],
quantum phase transitions [91], topological order [92],
and information scrambling [93].
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Supplementary material

The supplementary material is structured as follows. Details on the lattice regularization as well as the relativistic
scalar field are provided in section I, which includes the wave functionals of all states of our interest, see section I C 2
(experienced readers may want to omit these sections). Then, we compute all phase space distributions in section II.
Here, the global distributions follow immediately from the wave functionals, see section IIA, while for the local
distributions (section IIB) we first derive some useful formulae for Gaussian integrals, see section IIB 1. Using
similar formulae (section IIIA 1), we thereupon calculate analytic formulae for the subtracted Rényi entropies in
section III. A rigorous proof for the area law of classical mutual informations of a thermal state is provided in section IV.
Supplementary figures are presented in section V, including an extended analysis of the central charge (section VA),
the correlations being present in the thermal state (section VB), and the higher-order subtracted Rényi entropies of
the marginal and Husimi Q-distributions (section VC).

I. RELATIVISTIC SCALAR FIELD ON THE LATTICE

To highlight the roles of continuum and infinite volume limits for the various quantities of our interest, we work with
a lattice description throughout the supplementary manuscript. Here, we give details on the regularization procedure
as well as the discretized scalar field theory.

A. Finite lattice

We restrict the positions x to a finite interval x ∈ [0, L] with periodic boundary conditions, i.e. ϕ(0) = ϕ(L), such
that the geometry of the problem becomes isomorphic to the circle S1 (see Figure 1). Also, we discretize the spatial
positions according to

x→ ϵ j, (1)

with the discrete label j ∈ J = {0, ..., N − 1} and ϵ > 0 being the lattice spacing, such that L = Nϵ. In this scenario,
the momenta are discrete as well

p→ η k, (2)

with η = (2π)/L > 0 being the spacing in momentum space and where the momentum label k ∈ K depends on whether
N is even or odd, i.e.

K =

{
{−N−1

2 , . . . , N−1
2 } for N odd,

{−N
2 + 1, . . . , N2 } for N even.

(3)

Similarly, for the subinterval A (blue arc and points), the discretization implies that the corresponding spatial indices
are drawn from JA = {0, ...,M − 1}, such that A contains M lattice points with l = Mϵ. The indices j ∈ JB
corresponding to the complement B (red arc and points) run from M to N − 1, which is a total of N −M lattice
points, where now L− l = (N −M)ϵ.

In this description, the continuum limit means taking the limits ϵ→ 0 and N,M → ∞ while keeping L = Nϵ and
l =Mϵ fixed. Similarly, the infinite volume limit is obtained for L, l → ∞ and N → ∞ with ϵ = L/N = l/M fixed. In
this sense, 1/ϵ provides an ultraviolet cutoff scale, while 1/L acts as an infrared cutoff.

B. Correspondence rules

We write for the fields in position space

ϕ(x) → ϕj ≡ ϕ(ϵj), π(x) → πj ≡ π(ϵj), (4)

while in momentum space we denote the fields by

ϕ̃(p) → ϕ̃k ≡ ϕ̃(ηk), π̃(p) → π̃k ≡ π̃(ηk). (5)
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Figure 1. Illustration of the regularization procedure. Spatial positions x are discretized to N lattice points with separation ϵ
and restricted to a finite interval of length L = Nϵ (circles). This procedure is applied to subregion A (blue) and its complement
B (red) as well.

The regularization procedure implies a few replacement rules for typical terms appearing in Hamiltonians and functional
distributions. We will employ the position-space identities

∫
dx→

∑

j∈J

ϵ, ∂xϕ(x) →
ϕj+1 − ϕj

ϵ
, δ(x− x′) → δjj′

ϵ
, (6)

while in momentum space we will use
∫

dp

2π
→
∑

k∈K

η

2π
, δ(p− p′) → δkk′

η
. (7)

Momentum-space expressions and position-space expressions are related via a discrete Fourier transformation and its
inverse, i.e.

ϕ̃(p) =

∫
dx e−ixpϕ(x) → ϕ̃k =

∑

j∈J

ϵ e−iϵjηkϕj , ϕ(x) =

∫
dp

2π
eixpϕ̃(p) → ϕj =

∑

k∈K

η

2π
eiϵjηkϕ̃k, (8)

respectively, yielding the discretized integral representations of the Kronecker-δ’s

δ(x− x′) =
∫

dp

2π
ei(x−x′)p → δjj′

ϵ
=
∑

k∈K

η

2π
eiϵ(j−j′)ηk,

2πδ(p− p′) =
∫

dx eix(p−p′) → 2π
δkk′

η
=
∑

j∈J

ϵ eiϵjη(k−k′).

(9)

Further, functional derivatives are replaced by ordinary derivatives

δϕ(x′)ϕ(x) = δ(x− x′) → ∂ϕj′ϕj =
δjj′

ϵ
, δϕ̃(p′)ϕ̃(p) = 2πδ(p− p′) → ∂ϕ̃k′ ϕ̃k = 2π

δkk′

η
. (10)

The defining equation for the inverse of a matrix in position space is
∫

dx′ M(x, x′)M−1(x′, x′′) = δ(x− x′′) →
∑

j′∈J

ϵMjj′M−1
j′j′′ =

1

ϵ
δjj′′ , (11)

and analogously for momentum space, i.e.,
∫

dp′

2π
N (p, p′)N−1(p′, p′′) = 2πδ(p− p′′) →

∑

k′∈K

η

2π
Nkk′N−1

k′k′′ = 2π
δkk′′

η
. (12)
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Similarly, traces and determinants acquire additional factors. More precisely, for diagonal matrices M and N , we have

Tr{M} =

∫
dxM(x, x) →

∑

j∈J

ϵMjj , det(M) =
∏

x∈R
M(x, x) →

∏

j∈J

ϵMjj . (13)

The momentum-space expressions follow from applying the inverse Fourier transformation (8), which yields

Tr{N} =

∫
dp

2π
N (p, p) →

∑

k∈K

η

2π
Nkk, det(N ) =

∏

p∈R
N (p, p) →

∏

k∈K

η

2π
Nkk. (14)

At last, we define the functional integral measures over field configurations as

Dϕ(x) =
∏

j∈J

dϕj
√
ϵ, Dϕ(p) =

∏

k∈K

dϕk

√
η

2π
, (15)

and analogously for π. Let us note here that the normalizations of both measures are related to the normalization
constants appearing in the functional distributions for the ground state required to ensure ⟨0|0⟩ = 1 and also that all
classical distributions are naturally normalized to unity. More precisely, with the normalization given in Eq. (15), the
functional normalization constants become infinite products without any additional term ∼ δ(0) in the continuum as
well as in the infinite volume limit, see section I C 2.

C. Lattice theory

1. Hamiltonian

We discretize the Hamiltonian given in Eq. (1) in the main text using the replacement rules discussed in section I B,
which leads to

H =
1

2

∑

j∈J

ϵ

[
π2
j +

(ϕj+1 − ϕj)
2

ϵ2
+m2ϕ2

j

]
, (16)

with the discretized commutation relations

[ϕj ,πj′ ] = i
δjj′

ϵ
(17)

understood. It is decoupled using the inverse discrete Fourier transformation given in (8), resulting in

H =
1

2

∑

k∈K

η

2π

(
π̃kπ̃−k + ω2

k ϕ̃kϕ̃−k

)
. (18)

In momentum space, the fields are complex-valued with commutation relations

[ϕ̃k, π̃k′ ] = i 2π
δk−k′

η
, (19)

and are constrained by ϕ̃−k = ϕ̃∗
k and π̃−k = π̃∗

k since the position-space fields are real. Further, the relativistic
dispersion relation ω2(p) = m2 + p2 has the discrete analog

ω2
k = m2 +

4

ϵ2
sin2

(
ϵηk

2

)
. (20)

Also, we introduce mode operators in momentum space

ãk =
1√
2

(√
ωk ϕ̃k + i

1√
ωk

π̃k

)
, ã†

k =
1√
2

(√
ωk ϕ̃−k − i

1√
ωk

π̃−k

)
, (21)

with bosonic commutation relations

[ãk, ã
†
k′ ] = 2π

δkk′

η
1, (22)
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(note here that [aj ,a
†
j′ ] = (1/ϵ)δjj′1 in position space), which diagonalize the Hamiltonian (18), to wit

H =
∑

k∈K

η

2π
ωk

(
ã†
kãk +

1

2

2π

η

)
. (23)

This form shows that the annihilation operator singles out the Hamiltonian’s ground state via

ãk |0⟩ = 0 ∀k ∈ K, (24)

with the ground state energy E0 = ⟨0|H|0⟩ =∑k∈K ωk/2.

2. Wave functionals

Next, we derive explicit expressions for all wave functionals of the states considered in the main text (the expressions
for the momentum field wave functionals follow analogously). We start with computing the ground state wave functional
Ψ0[ϕ] = ⟨ϕ|0⟩, which is the solution to the stationary Schrödinger equation HΨ0[ϕ] = E0Ψ0[ϕ]. In momentum space,
the latter becomes a standard second-order (integro-)differential equation

1

2

∑

k∈K

η

2π

(
−∂ϕ̃k

∂ϕ̃−k
+ ω2

k ϕ̃kϕ̃−k

)
Ψ̃0[ϕ̃] =

∑

k∈K

ωk

2
Ψ̃0[ϕ̃], (25)

whose solution is of Gaussian form

Ψ̃0[ϕ̃] =
1√
Z̃f
0

e
− 1

4

∑
k,k′∈K( η

2π )2 ϕ̃k(γ̃
f
0 )

−1

jj′ ϕ̃−k , (26)

with covariance matrices and normalizations

(γ̃f0 )kk′ =
2π

η

1

2ωk
δkk′ , (γ̃g0 )kk′ =

2π

η

ωk

2
δkk′ , Z̃f

0 =
∏

k∈K

√
π

ωk
, Z̃g

0 =
∏

k∈K

√
πωk, (27)

for the field ϕ (index f) and the momentum field π (index g), respectively. The position-space expression follows after
a discrete Fourier transformation (8) of the fields

Ψ0[ϕ] =
1√
Zf
0

e−
1
4

∑
j,j′∈J ϵ2 ϕj(γ

f
0 )

−1ϕj′ , (28)

with the well-known two-point correlation functions

(γf0 )jj′ =
∑

k∈K

η

2π

1

2ωk
cos [ϵ(j − j′)ηk] , (γg0 )jj′ =

∑

k∈K

η

2π

ωk

2
cos [ϵ(j − j′)ηk] , (29)

and unaltered normalizations Zf
0 = Z̃f

0 , Z
g
0 = Z̃g

0 . Note here the useful relation (γf0 )
−1
jj′ = 4(γg0 )jj′ .

A quasi-particle excitation with momentum k is generated by acting on the ground-state wave functional with the
corresponding creation operator transformed to position space

Ψk[ϕ] =

√
η

2π
ã†
kΨ0[ϕ] =

√
η

2π


∑

j∈J

ϵ e−iϵjηka†
j


Ψ0[ϕ] =

∑

j∈J

ϵ e−iϵjηk ϕj√
(γ̃f0 )kk

Ψ0[ϕ], (30)

where we used (21) in the Schrödinger representation and identified the diagonal elements of (27) as

(γ̃f0 )kk =
2π

η

1

2ωk
, (γ̃g0 )kk =

2π

η

ωk

2
. (31)

At last, the density matrix of the thermal state

ρT [ϕ, ϕ
′] =

1

ZT
⟨ϕ|e−βH |ϕ′⟩ (32)
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follows after employing the Baker-Campbell-Hausdorff formula to separate fields and conjugate fields in the exponential,
expanding the exponentials and using the overlap ⟨ϕ|π2

j |ϕ′⟩ = −i∂2ϕj
δϕϕ′ . This results in

ρT [ϕ, ϕ
′] =

1√
Zf
T

e
− 1

2

∑
j,j′∈J ϵ2 ϕj(γ

f
T )−1

jj′ϕ
′
j′ , (33)

with the thermal correlators

(γfT )jj′ =
∑

k∈K

η

2π

1

2ωk
cos [ϵ(j − j′)ηk] (1 + 2 ⟨nk⟩BE) , (γgT )jj′ =

∑

k∈K

η

2π

ωk

2
cos [ϵ(j − j′)ηk] (1 + 2 ⟨nk⟩BE) , (34)

and Bose-Einstein statistics

⟨nk⟩BE =
1

eβωk − 1
. (35)

3. Vacuum theory

The vacuum in position space is defined as the ground state of a set of uncoupled oscillators. Starting from the
lattice Hamiltonian (16), this implies that the derivative term coupling neighboring modes is absent in the uncoupled
theory. Also, we have to respect the mass dimensions of the fundamental fields. In the relativistic field theory (16),
the field has mass dimension [ϕj ] = 0, while the momentum field has mass dimension [πj ] = 1. Since the only available
length scale for the uncoupled theory is the lattice spacing ϵ, the mass in (16) has to be replaced by the inverse lattice
spacing to ensure correct mass dimensions, resulting in

H̄ =
1

2

∑

j∈J

ϵ

[
π2
j +

1

ϵ2
ϕ2

j

]
. (36)

The Fourier transformation to momentum space becomes obsolete, as we already deal with a Hamiltonian of the form
(18), with the dispersion being the inverse lattice spacing

ω̄ =
1

ϵ
. (37)

This implies that the vacuum in position space is described by a wave functional of the form (29) with diagonal
covariances

(γ̄f )jj′ =
ϵ

2

δjj′

ϵ
, (γ̄g)jj′ =

1

2ϵ

δjj′

ϵ
. (38)

II. PHASE SPACE DISTRIBUTIONS

With the wave functionals at hand, we are ready to compute the global phase-space distributions. The local
distributions then follow from integrating out the complementary degrees of freedom, for which an adapted version of
the central identity of quantum field theory will be of great use.

A. Global distributions

1. Wigner W -distribution

The ground state’s Wigner W -distribution follows after a straightforward exercise in Gaussian integration

W0[χ] =

∫ Dϕ′
π

Ψ∗
0[ϕ− ϕ′]Ψ0[ϕ+ ϕ′]e2i

∑
j∈J ϵ πjϕ

′
j =

1

ZW
0

e
− 1

2

∑
j,j′∈J ϵ2χT

j (γW
0 )−1

jj′χj′ . (39)

Its covariance matrix and normalization decompose as

γW0 = γf0 ⊕ γg0 , ZW
0 =

√
det
(
2πγW0

)
=
∏

k∈K

π = Zf
0 Z

g
0 , (40)
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revealing its product form W0[χ] = f0[ϕ] × g0[π]. For a quasi-particle, the situation is slightly more involved as
higher-order Gaussian integrals appear. After a few steps, we find the expression

Wk[χ] = W0[χ]



−1 +

∑

j,j′∈J

ϵ2 e−iϵ(j−j′)ηk

[
ϕjϕj′

(γ̃f0 )kk
+

πjπj′

(γ̃g0 )kk
− i

2

L
(ϕjπj′ − πjϕj′)

]
 , (41)

which is not of product form. For thermal equilibrium, we obtain the product distribution

WT [χ] =
1

ZW
T

e
− 1

2

∑
j,j′∈J ϵ2χT

j (γW
T )−1

jj′χj′ , (42)

with

γWT = γfT ⊕ γgT , ZW
T =

√
det
(
2πγWT

)
= Zf

T Z
g
T . (43)

2. Marginal distributions

The marginal distribution of the vacuum over the field ϕ is computed using Born’s rule

f0[ϕ] = |Ψ0[ϕ]|2 =
1

Zf
0

e
− 1

2

∑
j,j′∈J ϵ2ϕj(γ

f
0 )

−1

jj′ϕj′ , (44)

with the position covariance matrix (29) understood and the normalization constant being related to the covariance

matrix via Zf
0 =

√
det(2πγf0 ). The quasi-particle expression is again obtained from Born’s rule [or from marginalizing

Eq. (41)], to wit

fk[ϕ] = |Ψk[ϕ]|2 = f0[ϕ]
∑

j,j′∈J

ϵ2 e−iϵ(j−j′)ηk ϕjϕj′

(γ̃f0 )kk
, (45)

while in thermal equilibrium we have

fT [ϕ] = ρT [ϕ, ϕ] =
1

Zf
T

e
− 1

2

∑
j,j′∈J ϵ2ϕj(γ

f
T )−1

jj′ϕj′ , (46)

where Zf
T =

√
det(2πγfT ). The corresponding expressions for g[π] are found analogously.

3. Husimi Q-distribution

By convolving Eq. (39) with the vacuum, we find for the ground-state Husimi Q-distribution the expression

Q0[χ] =
1

ZQ
0

e
− 1

2

∑
j,j′∈J ϵ2χT

j (γQ
0 )−1

jj′χj′ , (47)

with covariance matrix and normalization

γQ0 = γW0 + γ̄W , ZQ
0 =

√
det
(
2πγQ0

)
. (48)

Note here that the variances increase since

(γQ,f
0 )jj′ = (γf0 )jj′ +

1

2
δjj′ , (γQ,g

0 )jj′ = (γg0 )jj′ +
1

2ϵ2
δjj′ , (49)

showing that the marginal distributions of the Husimi Q-distribution are less localized than the true marginals.
Similarly, a quasi-particle is described by

Qk[χ] = Q0[χ]
∑

j,j′∈J

ϵ2 e−iϵ(j−j′)ηk

{
(γ̃f0 )kk[

(γ̃f0 )kk + ¯̃γfkk

]2ϕjϕj′ +
(γ̃g0 )kk

[(γ̃g0 )kk + ¯̃γgkk]
2πjπj′

− i
L

2

1[
(γ̃f0 )kk + ¯̃γfkk

]
[(γ̃g0 )kk + ¯̃γgkk]

(ϕjπj′ − πjϕj′)

}
,

(50)
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where

¯̃γfkk =
2π

η

ϵ

2
, ¯̃γgkk =

2π

η

1

2ϵ
. (51)

The prefactors can be simplified to

(γ̃f0 )kk[
(γ̃f0 )kk + ¯̃γfkk

]2 =
2

L

ωk

(1 + ϵωk)2
,

(γ̃g0 )kk

[(γ̃g0 )kk + ¯̃γgkk]
2 =

2

L

ϵ2ωk

(1 + ϵωk)2
,

1[
(γ̃f0 )kk + ¯̃γfkk

]
[(γ̃g0 )kk + ¯̃γgkk]

=
4

L2

ϵωk

(1 + ϵωk)2

(52)

Finally, the thermal Husimi Q-distribution reads

QT [χ] =
1

ZQ
T

e
− 1

2

∑
j,j′∈J ϵ2χT

j (γQ
T )−1

jj′χj′ , (53)

with

γQT = γWT + γ̄W , ZQ
T =

√
det
(
2πγQT

)
. (54)

B. Local distributions

1. Intermezzo on Gaussian integrals

Ultimately, we are interested in the local distributions corresponding to subsystem A by integrating out all degrees
of freedom corresponding to subsystem B. We first note that all distributions of our interest can be decomposed as

O[ν] = GO[ν]κO[ν], (55)

where GO[ν] is a Gaussian distribution

GO[ν] =
1

ZO e−
1
2ν

T (γO)−1ν (56)

with zero mean, a covariance matrix γO of Toeplitz-form, and normalization ZO =
√
det (2πγO) ensuring

∫
Dν GO[ν] =

1, over the u-dimensional random vector ν = (ν0, ..., νu−1)
T . Further, we assume κO[ν] to be a real-valued quadratic

form over ν up to a constant, i.e.,

κO[ν] = θO + νTΘOν, (57)

for some real constant θO and a hermitian matrix ΘO, which, in our case, corresponds to the matrix associated with
the discrete Fourier transform (8) up to prefactors. Then, a local distribution over subsystem A is obtained by solving
the integral

OA[νA] =

∫
DνB GO[νA, νB ]κ

O[νA, νB ]. (58)

We group the field ν in a two-dimensional vector with respect to the two spatial subsystems A and B of dimensions v
and u− v, respectively, such that

ν = (νA, νB)
T , (59)

with

νA = (ν0, ..., νv−1)
T , νB = (νv, ..., νu−1)

T . (60)
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We apply the same decomposition to the covariance matrix and the quadratic form

γO =

(
γOA γOM

(γOM )T γOB

)
, ΘO =

(
ΘO

A ΘO
M

(ΘO
M )† ΘO

B

)
. (61)

Since γO is a Toeplitz matrix, all its diagonal blocks are Toeplitz matrices as well. However, only the diagonal blocks
γOA and γOB are symmetric in general, while the off-diagonal block γOM describing correlations between A and B is not
(its symmetry is restored only if subsystem A spans precisely half of the total system, i.e., if l = L/2). Next, we define
the covariance matrix’ inverse, the so-called precision matrix, as

(γO)−1 ≡ ΓO =

(
ΓO
A ΓO

M

(ΓO
M )T ΓO

B

)
. (62)

Since all six submatrices of the covariance matrix and its inverse are invertable, their components fulfill various useful
relations, of which we recall the following three for later purposes

(γOA )−1 = ΓO
A − ΓO

M (ΓG
B)

−1(ΓO
M )T , (ΓG

B)
−1 = γOB − (γOM )T (γOA )−1γOM , (γOM )T (γOA )−1 = −(ΓO

B)
−1(ΓO

M )T . (63)

The first two are nothing but the formulae for the Schur complements of the blocks ΓO
B and γOA , respectively, while the

second is the matrix of the so-called regression coefficients. Now, performing the decomposition into A and B for the
two elementary building blocks of the distributions of our interest yields

GO[νA, νB ] =
1

ZO e
− 1

2 (ν
T
AΓO

AνA+νT
AΓO

MνB+νT
B(ΓO

M )T νA+νT
BΓO

BνB),

κO[νA, νB ] = θO + νTAΘ
O
AνA + νTAΘ

O
MνB + νTB(Θ

O
M )†νA + νTBΘ

O
BνB .

(64)

Then, introducing a source term ζ for subsystem B and using the latter relations, the integral (58) can be rewritten as

OA[νA] =
1

ZO e−
1
2ν

T
AΓO

AνA

∫
DνB e−

1
2ν

T
BΓO

BνB−νT
AΓO

MνB+ζT νBκO[νA, νB ]

∣∣∣∣
ζ=0

=
1

ZO e−
1
2ν

T
AΓO

AνAκO[νA, ∂ζ ]
∫

DνB e−
1
2ν

T
BΓO

BνB+(ζT−νT
AΓO

M)νB

∣∣∣∣
ζ=0

,

(65)

where we performed the well-known derivative trick in the second step to pull the function κO[νA, νB] out of the
integral. The remaining integral is a standard Gaussian integral with an additional linear term, which, together with
(63), evaluates to

OA[νA] =

√
det
[
2π(ΓO

B)
−1
]

ZO e−
1
2ν

T
A[Γ

O
A−ΓO

M (ΓO
B)−1(ΓO

M )T ]νAκO[νA, ∂ζ ] e
1
2 ζ

T (ΓO
B)−1ζ−ζT (ΓO

B)−1(ΓO
M )T νA

∣∣∣∣
ζ=0

=

√
det
[
2π(ΓO

B)
−1
]

ZO e−
1
2ν

T
A(γO

A )−1νAκO[νA, ∂ζ ] e
1
2 ζ

T (ΓO
B)−1ζ+ζT (γO

M )T (γO
A )−1νA

∣∣∣∣
ζ=0

.

(66)

For brevity, we define

GA[νA] ≡
1

ZO
A

e−
1
2ν

T
A(γO

A )−1νA , ZO
A ≡ ZO

√
det
[
2π(ΓO

B)
−1
] =

√
det
(
2πγOA

)
, ΩO ≡ (γOM )T (γOA )−1, (67)

such that

OA[νA] = GO
A [νA]κ

O[νA, ∂ζ ] e
1
2 ζ

T (ΓO
B)−1ζ+ζTΩOνA

∣∣∣∣
ζ=0

. (68)

The remaining derivatives can be computed using (64), resulting in

κO[νA, ∂ζ ] e
1
2 ζ

T (ΓO
B)−1ζ+ζTΩOνA

∣∣∣∣
ζ=0

= θO + νTAΘ
O
AνA +

[
νTAΘ

O
M∂ζ + ∂Tζ (Θ

O
M )†νA + ∂Tζ Θ

O
B∂ζ

]
e

1
2 ζ

T (ΓO
B)−1ζ+ζTΩOνA

∣∣∣∣
ζ=0

= θO + νTAΘ
O
AνA + νTAΘ

O
MΩOνA + νTA(Ω

O)T (ΘO
M )†νA + TrB{ΘO

B(Γ
O
B)

−1}+ νTA(Ω
O)TΘO

BΩ
OνA

= θO + TrB{ΘO
B(Γ

O
B)

−1}+ νTA
[
ΘO

A +ΘO
MΩO + (ΩO)T (ΘO

M )† + (ΩO)TΘO
BΩ

O] νA.

(69)
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To state the final formula in a concise form, we introduce a real-valued number and a Hermitian matrix,

λOA ≡ θO + TrB{ΘO
B(Γ

O
B)

−1}, ΛO
A ≡ ΘO

A +ΘO
MΩO + (ΩO)T (ΘO

M )† + (ΩO)TΘO
BΩ

O, (70)

respectively. For practical purposes, we write the latter two in terms of elementary elements using (63), that is, via
the blocks of the covariance matrix, to wit

λOA = θO + TrB
{
ΘO

B

[
γOB − (γOM )T (γOA )−1γOM

]}
,

ΛO
A = ΘO

A +ΘO
M (γOM )T (γOA )−1 + (γOA )−1γOM (ΘO

M )† + (γOA )−1γOMΘO
B(γ

O
M )T (γOA )−1.

(71)

Then, putting everything together yields the final result

OA[νA] =
1

ZO
A

e−
1
2ν

T
A(γO

A )−1νA
[
λOA + νTAΛ

O
AνA

]
, (72)

which is again of the form (55), i.e., a Gaussian times a quadratic form. A well-known identity is obtained for
λOA = 1,ΛO

A = 0 such that κO[νA, νB] = 1: a globally Gaussian distribution is also of Gaussian form in subregion A,
with the local covariance matrix being the corresponding diagonal block of the global covariance matrix. In this sense,
Gaussian distributions are marginalized by simply restricting the global random vector and the global covariance
matrix to their local forms.

2. Wigner W -distribution

Since the ground state is Gaussian, we have κW0 [νA, νB ] = 1, and thus (72) implies

W0,A[χ] =
1

ZW
0,A

e
− 1

2

∑
j,j′∈JA

ϵ2χT
j (γW

0,A)−1

jj′χj′ , (73)

with

(γW0,A)jj′ = (γf0,A)jj′ ⊕ (γg0,A)jj′ , ZW
0,A =

√
det(2πγW0,A). (74)

Therein, the local covariance matrix corresponds to its global counterpart, i.e. Eq. (40), but with the spatial indices
j, j′ restricted to the local set JA. Similarly, the local normalization constant is obtained by replacing in the global
expressions, Eq. (40), the global with the local covariance matrix. Let us now consider a quasi-particle. The scalar θWk
and the matrix ΘW

k are dictated by (41) and can be formally decomposed in the χ = (ϕ, π) basis as

θWk = −1, (ΘW
k )jj′ =

(
(Θf

k)jj′ (ΘM
k )jj′

(ΘM
k )†jj′ (Θg

k)jj′

)
= e−iϵ(j−j′)ηk

(
1

(γ̃f
0 )kk

−i 2L
i 2L

1
(γ̃g

0 )kk

)
. (75)

To evaluate the local quadratic form, we note again that the off-diagonal blocks describing correlations between the
field and the momentum field vanish. This immediately implies a linear decomposition into marginal contributions
(the marginal expressions are presented in section II B 3) for the scalar part

λWk,A = −1 + λfk,A + λgk,A, (76)

while the bilinear form also contains off-diagonal terms

(ΛW
k,A)jj′ =

(
(Λf

k,A)jj′ (ΛM
k,A)jj′

(ΛM
k,A)

†
jj′ (Λg

k,A)jj′

)
. (77)

The off-diagonal block reads

(ΛM
k,A)jj′ = −i 2

L

[
e−iϵ(j−j′)ηk +

∑

j′′′∈JA;j′′∈JB

ϵ2 e−iϵ(j−j′′)ηk(γg0,M )Tj′′j′′′(γ
g
0,A)

−1
j′′′j′

−
∑

j′′∈JA;j′′′∈JB

ϵ2 (γg0,A)
−1
jj′′(γ

g
0,M )j′′j′′′e

−iϵ(j′′′−j′)ηk

+
∑

j′′,j′′′′′∈JA;j′′′,j′′′′∈JB

ϵ4 (γf0,A)
−1
jj′′(γ

f
0,M )j′′j′′′e

iϵ(j′′′−j′′′′)ηk(γg0,M )Tj′′′′j′′′′′(γ
g
0,A)

−1
j′′′′′j′

]
,

(78)
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such that, altogether, the local Wigner W -distribution of a quasi-particle reads

Wk,A[χ] = W0,A[χ]


λWk,A +

∑

j,j′∈JA

ϵ2 χj(Λ
W
k,A)jj′χj′


 , (79)

see Figure 2 for an example. For the thermal state, we again have κW0 [νA, νB ] = 1 and hence

Figure 2. Wigner W - (colored surface) and marginal distributions (curves) of the first mode for a particle of momentum k = 50
and mass m = 1 on a lattice of spacing ϵ = 1 and length L = 102. All distributions are non-negative and close to Gaussian.
Toward the continuum limit, the distributions are squeezed, see thinner lines for ϵ = 4/5, 3/5, 2/5, 1/5.

WT,A[χ] =
1

ZW
T,A

e
− 1

2

∑
j,j′∈JA

ϵ2χT
j (γW

T,A)−1

jj′χj′ , (80)

where again

(γWT,A)jj′ = (γfT,A)jj′ ⊕ (γgT,A)jj′ , ZW
T,A =

√
det(2πγWT,A). (81)

3. Marginal distributions

The local ground-state marginal distribution over ϕ is

f0,A[ϕ] =
1

Zf
0,A

e
− 1

2

∑
j,j′∈JA

ϵ2ϕj(γ
f
0,A)−1

jj′ϕj′ , (82)

with the local covariance matrix following from (29) by restricting the indices to j, j′ ∈ JA and Zf
0,A =

√
det(2πγf0,A).

For a quasi-particle, we consider Eq. (45) to read-off the quadratic form

(Θf
k)jj′ =

e−iϵ(j−j′)ηk

(γ̃f0 )kk
. (83)

This together with (70) implies for the two building blocks of the local quadratic form in (72)

λfk,A =
1

(γ̃f0 )kk

∑

j,j′∈JB

ϵ2 e−iϵ(j−j′)ηk

[
(γf0,B)j′j −

∑

j′′,j′′′∈JA

ϵ2(γf0,M )Tj′j′′(γ
f
0,A)

−1
j′′j′′′(γ

f
0,M )j′′′j

]
,

(Λf
k,A)jj′ =

1

(γ̃f0 )kk

[
e−iϵ(j−j′)ηk +

∑

j′′′∈JA;j′′∈JB

ϵ2 e−iϵ(j−j′′)ηk(γf0,M )Tj′′j′′′(γ
f
0,A)

−1
j′′′j′

+
∑

j′′∈JA;j′′′∈JB

ϵ2 (γf0,A)
−1
jj′′(γ

f
0,M )j′′j′′′e

−iϵ(j′′′−j′)ηk

+
∑

j′′,j′′′′′∈JA;j′′′,j′′′′∈JB

ϵ4 (γf0,A)
−1
jj′′(γ

f
0,M )j′′j′′′e

iϵ(j′′′−j′′′′)ηk(γf0,M )Tj′′′′j′′′′′(γ
f
0,A)

−1
j′′′′′j′

]
,

(84)
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where j, j′ ∈ JA, such that (see Figure 2)

fk,A[ϕ] = f0,A[ϕ]


λfk,A +

∑

j,j′∈JA

ϵ2 ϕj(Λ
f
k,A)jj′ϕj′


 . (85)

Finally, the local distribution for the thermal state reads

fT,A[ϕ] =
1

Zf
T,A

e
− 1

2

∑
j,j′∈JA

ϵ2ϕj(γ
f
T,A)−1

jj′ϕj′ , (86)

with the covariance matrix given in Eq. (34) restricted to j, j′ ∈ JA and Zf
T,A =

√
det(2πγfT,A). The corresponding

expressions for gA[π] follow analogously.

4. Husimi Q-distribution

The Husimi Q-distribution of the ground state is

Q0,A[χ] =
1

ZQ
0,A

e
− 1

2

∑
j,j′∈JA

ϵ2χT
j (γQ

0,A)−1

jj′χj′ , (87)

with the local covariance matrix following from (48) and normalization ZQ
0,A =

√
det(2πγQ0,A). For a quasi-particle, we

compare (50) with the corresponding expression for the Wigner W -distribution (41), which shows that all submatrices
of the quadratic form of the former, i.e.,

(ΘQ
k )jj′ =

(
(ΘQ,f

k )jj′ (ΘQ,M
k )jj′

(ΘQ,M
k )†jj′ (ΘQ,g

k )jj′

)
, (88)

are proportional to the latter in the sense that

ΘQ,f
k =

[
(γ̃f0 )kk

(γ̃f0 )kk + ¯̃γfkk

]2
Θf

k , ΘQ,M
k =

L2

4

ΘM
k[

(γ̃f0 )kk + ¯̃γfkk

]
[(γ̃g0 )kk + ¯̃γgkk]

, ΘQ,g
k =

[
(γ̃g0 )kk

(γ̃g0 )kk + ¯̃γgkk

]2
Θg

k. (89)

This implies the decompositions

λQk,A = λQ,f
k,A + λQ,g

k,A, (ΛQ
k,A)jj′ =

(
(ΛQ,f

k,A )jj′ (ΛQ,M
k,A )jj′

(ΛQ,M
k,A )†jj′ (ΛQ,g

k,A)jj′ ,

)
, (90)

with the building blocks of the final quadratic form being form-equivalent to (84) and (78), but with the marginal
covariances replaced by the corresponding blocks of the Husimi Q’s covariance matrix, and adjusted prefactors, to wit

λQ,f
k,A =

(γ̃f0 )kk[
(γ̃f0 )kk + ¯̃γfkk

]2
∑

j,j′∈JB

ϵ2 e−iϵ(j−j′)ηk

[
(γQ,f

0,B )j′j −
∑

j′′,j′′′∈JA

ϵ2(γQ,f
0,M )Tj′j′′(γ

Q,f
0,A )−1

j′′j′′′(γ
Q,f
0,M )j′′′j

]
,

(ΛQ,f
k,A )jj′ =

(γ̃f0 )kk[
(γ̃f0 )kk + ¯̃γfkk

]2

[
e−iϵ(j−j′)ηk + 2

∑

j′′′∈JA;j′′∈JB

ϵ2 cos [ϵ(j − j′′)ηk] (γQ,f
0,M )Tj′′j′′′(γ

Q,f
0,A )−1

j′′′j′

+
∑

j′′,j′′′′′∈JA;j′′′,j′′′′∈JB

ϵ4 (γQ,f
0,A )−1

jj′′(γ
Q,f
0,M )j′′j′′′e

iϵ(j′′′−j′′′′)ηk(γQ,f
0,M )Tj′′′′j′′′′′(γ

Q,f
0,A )−1

j′′′′′j′

]
,

(91)

(analogously for the quantities over the momentum field π and the off-diagonal block ΛQ,M
0,A ). This results in

Qk,A[χ] = Q0,A[χ]


λQk,A +

∑

j,j′∈JA

ϵ2 χj(Λ
Q
k,A)jj′χj′


 , (92)
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while for the thermal state, we have

QT,A[χ] =
1

ZQ
T,A

e
− 1

2

∑
j,j′∈JA

ϵ2χT
j (γQ

T,A)−1

jj′χj′ , (93)

with Eq. (54) understood and ZQ
T,A =

√
det(2πγQT,A).

III. SUBTRACTED ENTROPIES

Here, we derive the general formula for the subtracted Rényi entropy of the local distributions OA of our interest.
To this end, we apply the central identity of quantum field theory once again, resulting in a closed expression that can
be evaluated diagrammatically. Thereupon, we provide more details on why the specific terms discussed in the main
text are subtracted to end up with well-behaved entropic measures.

A. General formulae

1. Intermezzo on Gaussian integrals II

We start with stating the central identity of quantum field theory for the subregion A. Following the conventions
and results of section II B 1, we consider a distribution over the v-dimensional random vector νA of the form

OA[νA] = GO
A [νA]κ

O
A [νA]. (94)

Therein, GO
A [νA] is again a Gaussian distribution

GO
A [νA] =

1

ZO
A

e−
1
2ν

T
A(γO

A )−1νA , (95)

with zero mean, covariance matrix γOA and normalization ZO
A =

√
det(2πγOA ) and κOA [ν] is still a quadratic form, i.e.,

κOA [νA] = λOA + νTAΛ
O
AνA. (96)

We ultimately wish to compute the integral over the distribution OA[νA] raised to an arbitrary power r, namely
∫

DνA Or
A[νA] =

1

(ZO
A )r

∫
DνA e−

r
2 ν

T
A(γO

A )−1νA
(
κOA [νA]

)r
. (97)

Analogous to the procedure in section II B 1, we introduce a source ζ to rewrite the latter as
∫

DνA Or
A[νA] =

(
κOA [∂ζ ]

)r 1

(ZO
A )r

∫
DνA e−

r
2 ν

T
A(γO

A )−1νA+ζT νA

∣∣∣
ζ=0

. (98)

The remaining integral is a standard Gaussian integral with respect to the rescaled covariance matrix γOA /r, which can
be evaluated straightforwardly

1

(ZO
A )r

∫
DνA e−

r
2 ν

T
A(γO

A )−1νA+ζT νA =

√
det
[
2π(γOA /r)

]

(ZO
A )r

e
1
2r ζ

T γO
A ζ =

√
det(1−r)(2πγOA )

rdim(γO
A )

e
1
2r ζ

T γO
A ζ , (99)

and therefore

∫
DνA Or

A[νA] =

√
det(1−r)(2πγOA )

rdim(γO
A )

UO
A (r), (100)

where we introduced the real number

UO
A (r) =

(
κOA [∂ζ ]

)r
e

1
2r ζ

T γO
A ζ
∣∣∣
ζ=0

. (101)
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Next, we have to calculate some derivatives, for which we shall assume r ∈ N to be a natural number (this is reminiscent
of the replica method, a well-known trick in quantum field theory to compute the entanglement entropy). Since κOA [ν]
is a sum of two terms we apply the binomial theorem

(
κOA [νA]

)r
=
[
λOA + νTAΛ

O
AνA

]r
=

r∑

s=0

(
r
s

)
(λOA)

r−s
(
νTAΛ

O
AνA

)s
, (102)

such that

UO
A (r) =

r∑

s=0

(
r
s

)
(λOA)

r−s
(
∂Tζ Λ

O
A∂ζ

)s
e

1
2r ζ

T γO
A ζ
∣∣∣
ζ=0

. (103)

We remark that a generalization to real r at this point requires the usage of the generalized binomial theorem, in
which case the binomial coefficient is replaced by a fraction of Gamma functions and the sum runs up to infinity for
non-integer r. When expanding the exponential, the only term surviving at ζ = 0 is the term of order 2s as all other
terms are multiplied by some power of ζ and thus

(
∂Tζ Λ

O
A∂ζ

)s
e

1
2r ζ

T γO
A ζ
∣∣∣
ζ=0

=
1

rs
1

2ss!

(
∂Tζ Λ

O
A∂ζ

)s (
ζT γOA ζ

)s ≡ uOA(s)
rs

. (104)

The remaining problem is to determine uOA(s), which is deeply rooted in combinatorics and is of similar form as the
problems appearing in the proofs of the well-known theorems by Isserlis and Wick. To keep track of the multiplicity of
all terms properly, we write out all inner products in terms of their components, i.e.

uOA(s) =
1

2ss!

∑

in,i′n

[
(ΛO

A)i1i2 . . . (Λ
O
A)i2s−1i2s

] [
(γOA )i′1i′2 . . . (γ

O
A )i′2s−1i

′
2s

] (
∂ζi1 . . . ∂ζi2s

) (
ζi′1 . . . ζi′2s

)
. (105)

Every derivative with respect to a component of ζ can act on any other component of ζ appearing in the quadratic
form with respect to γOA , such that there are (2s)! permutations for how to evaluate the derivatives. Hence,

1

2ss!

∑

i′n

[
(γOA )i′1i′2 . . . (γ

O
A )i′2s−1i

′
2s

] (
∂ζi1 . . . ∂ζi2s

) (
ζi′1 . . . ζi′2s

)
=

1

2ss!

∑

σ∈S2s

[
(γOA )iσ(1)iσ(2)

. . . (γOA )iσ(2s−1)iσ(2s)

]
, (106)

wherein S2s denotes the symmetric group of order 2s. It is important to note here that the above sum is degenerate in
two ways: First, γOA is a covariance matrix and as such symmetric, leading to a degeneracy of order 2s. Second, the
order of the terms does not matter, giving another degeneracy of order s!. As a result, there appear only

(2s− 1)!! ≡ (2s)!

2ss!
(107)

independent terms in the above sum, where !! defines the double factorial over an odd number. This leads us to the
essence of the two aforementioned theorems, which is the simplification

uOA(s) =
∑

in

∑

σ∈P 2
2s

[
(ΛO

A)i1i2 . . . (Λ
O
A)i2s−1i2s

] [
(γOA )iσ(1)iσ(2)

. . . (γOA )iσ(2s−1)iσ(2s)

]
, (108)

where P 2
2s is the set of all distinct partitions of the set {1, ..., 2s} into pairs, i.e., subsets of order 2, which indeed

contains only (2s− 1)!! elements. On the right-hand side, we are left with a sum over powers of the trace of the matrix
products (ΛO

Aγ
O
A )t and (γOAΛO

A)
t, where t ≤ s is yet another power. We already here note that the cyclicity of the

trace as well as its invariance under transposition further reduce the number of independent terms in Eq. (108). In
section III A 2, we present a simple graphical method to calculate uOA(s) and in particular the degeneracies of all terms
involved, which we will carry out for the first four values of s in section IIIA 3. For now, we just put everything
together, which results in the closed formula

∫
DνA Or[νA] =

√
det(1−r)(2πγOA )

rdim(γO
A )

UO
A (r) =

√
det(1−r)(2πγOA )

rdim(γO
A )

r∑

s=0

(
r
s

)
(λOA)

r−s

rs
uOA(s). (109)
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2. uO
A(s) from diagrams

The task of calculating uOA(s) boils down to an exercise in combinatorics, which can become tedious when s grows
large. Instead of pursuing a pen and paper approach, we suggest a simple diagrammatical method.

Upon inspecting Eq. (108), we can identify three elementary building blocks: components of the matrix products
ΛO

Aγ
O
A and (ΛO

A)
T γOA = (γOAΛO

A)
T as well as sums over these components. We depict both matrix products by two

black points, representing the two indices of the matrix, connected by a curved arrow, which is blue (red) and points
from the first (second) to the second (first) index when the matrix product ΛO

Aγ
O
A ((ΛO

A)
T γOA ) is considered, see the

two left diagrams in Figure 3. Further, we sketch the sum over two identified indices by connecting two black dots by
a dashed, straight line (right diagram in Figure 3).

In this notation, uOA(s) is nothing but the sum over all independent closed and directed graphs connecting all
matrix-product endpoints in the form of closed loops such that all vertices have two edges. When a diagram can be
represented by two or more closed graphs, the corresponding term is multiplied by the diagram’s degeneracy.

Based on our earlier considerations, there are (2s− 1)!! diagrams for a given order s, but we will see below that not
all of them are independent since the trace is invariant under symmetric permutations as well as transposition. As
also the direction of the graph is irrelevant, we always consider the indices i1 and i2 to be connected by a blue arrow
(thereby representing the matrix product ΛO

Aγ
O
A ) when drawing a graph, which we then connect to open indices of the

remaining matrix products.

(ΛA
γA

)i1 i2 = i1 i2 [(ΛA
)TγA

]i1 i2 = i1 i2 ∑i1,i2δi1 i2 = i1 i2

Figure 3. Diagrammatic notation for the three types of terms appearing in Eq. (108).

3. Lowest-order terms

We are now ready to give explicit expressions for uOA(s) and UO
A (r). We start with r = 1, in which case the

normalization of OA[νA] introduces the constraint

1 =

∫
DνA OA[νA] = UO

A (1) = λOA + uOA(1) = λOA + Tr{ΛO
Aγ

O
A }, (110)

which will be of great use in simplifying the higher-order expressions. The only diagram for s = 1 is sketched in
Figure 4 and corresponds to a trace over the matrix product ΛO

Aγ
O
A (blue dashed line) since the sum runs over both

matrix indices. Note also that (2s− 1)!! = 1 for s = 1, as it should be.

uA
(1) = i1 i2 = Tr{ΛA

γA
} = 1-λA



Figure 4. The only diagram for s = 1.

The first non-trivial case is r = 2, for which

UO
A (2) = (λOA)

2 + λOAu
O
A(1) +

uOA(2)
4

. (111)

Therein, uOA(1) can be expressed in terms of λOA only using (110), whereas uOA(2) evaluates to the (2 · 2 − 1)!! = 3
diagrams shown in Figure 5. Thus,

uOA(2) = (1− λOA)
2 + Tr{(ΛO

Aγ
O
A )2}+ Tr{ΛO

Aγ
O
A (ΛO

A)
T γOA }, (112)

and after plugging the latter equation into the former, we obtain the simple formula

UO
A (2) =

(
1 + λOA

2

)2

+
1

4
Tr{ΛO

Aγ
O
A

[
(ΛO

A)
T + ΛO

A

]
γOA }. (113)

Further, for r = 3, we have

UO
A (3) = (λOA)

3 + (λOA)
2uOA(1) +

λOAu
O
A(2)

3
+
uOA(3)
27

. (114)
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uA
(2) =

i1 i2

i3i4

+

i1 i2

i3i4

+

i1 i2

i3i4

Figure 5. The three diagrams for s = 2.

Let us discuss the corresponding diagrams for s = 3 (see Figure 6) in detail. In contrast to s = 1 and s = 2, not
all (2 · 3 − 1)!! = 15 diagrams are independent. While the first diagram in Figure 6 is unique (this holds true for
arbitrary s), the second and third diagrams carry a degeneracy of three since both larger loops can also run over
i1 → i2 → i4 → i3 or i1 → i2 → i6 → i5. As a consequence of the invariance of the trace under transposition, the
fourth diagram is even more degenerate, since additionally to connecting i1 to either i3, i4, i5 or i6 and having one
red arrow in the loop, one may also connect i1 to i3 or i5 with two red arrows. For the last term, we only have two
possibilities: either connecting all indices in an outer loop (which is shown in Figure 6), or, connecting i2 to i5 and
then i6 to i4, which gives a star-like graph. Therefore, we get in total

uA
(3) =

i1 i2

i3

i4i5

i6 + 3

i1 i2

i3

i4i5

i6 + 3

i1 i2

i3

i4i5

i6

+ 6

i1 i2

i3

i4i5

i6 + 2

i1 i2

i3

i4i5

i6

Figure 6. The five diagrams for s = 3 together with their degeneracies.

uOA(3) = (1− λOA)
3 + 3(1− λOA)Tr{ΛO

Aγ
O
A (ΛO

A)
T γOA }+ 3(1− λOA)Tr{(ΛO

Aγ
O
A )2}

+ 6Tr{(ΛO
Aγ

O
A )2(ΛO

A)
T γOA }+ 2Tr{(ΛO

Aγ
O
A )3},

(115)

and, after a few algebraic manipulations, we end up with

UO
A (3) =

(
1 + 2λOA

3

)3

+
1 + 2λOA

9
Tr{ΛO

Aγ
O
A

[
(ΛO

A)
T + ΛO

A

]
γOA }+ 2

27
Tr
{
(ΛO

Aγ
O
A )2

[
3(ΛO

A)
T + ΛO

A

]
γOA
}
. (116)

At last, we explicitly consider r = 4, for which

UO
A (4) = (λOA)

4 + (λOA)
3uOA(1) +

3

8
(λOA)

2uOA(2) +
λOAu

O
A(3)

16
+
uOA(4)
256

. (117)

For s = 4, we have (2 · 4− 1)!! = 105 diagrams in total, of which 12 are independent (see Figure 7). We find

uOA(4) = (1− λOA)
4 + 6(1− λOA)

2Tr{(ΛO
Aγ

O
A )2}+ 6(1− λOA)

2Tr{ΛO
Aγ

O
A (ΛO

A)
T γOA }

+ 24(1− λOA)Tr{(ΛO
Aγ

O
A )2(ΛO

A)
T γOA }+ 8(1− λOA)Tr{(ΛO

Aγ
O
A )3}

+ 6Tr{(ΛO
Aγ

O
A )2}Tr{ΛO

Aγ
O
A (ΛO

A)
T γOA }+ 3Tr{ΛO

Aγ
O
A (ΛO

A)
T γOA }2

+ 3Tr{(ΛO
Aγ

O
A )2}2 + 24Tr{(ΛO

Aγ
O
A )3(ΛO

A)
T γOA }+ 6Tr{(ΛO

Aγ
O
A )4}

+ 12Tr{(ΛO
Aγ

O
A )2[(ΛO

A)
T γOA ]2}+ 6Tr{[ΛO

Aγ
O
A (ΛO

A)
T γOA ]2},

(118)
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which finally leads to

UO
A (4) =

(
1 + 3λOA

4

)4

+
3

8

(
1 + 3λOA

4

)2

Tr
{
ΛO
Aγ

O
A

[
(ΛO

A)
T + ΛO

A

]
γOA
}

+
1

8

(
1 + 3λOA

4

)
Tr
{
(ΛO

Aγ
O
A )2

[
3(ΛO

A)
T + ΛO

A

]
γOA
}
+

3

256
Tr
{
ΛO
Aγ

O
A

[
(ΛO

A)
T + ΛO

A

]
γOA
}2

+
3

128
Tr
{
(ΛO

Aγ
O
A )2

[
2((ΛO

A)
T γOA )2 + (ΛO

Aγ
O
A )2

]}

+
3

128
Tr
{
ΛO
Aγ

O
A

[
(ΛO

A)
T + 4ΛO

A

]
γOAΛO

Aγ
O
A (ΛO

A)
T γOA

}
.

(119)

uA
(4) =

i1 i2

i3

i4

i5i6

i7

i8
+ 6

i1 i2

i3

i4

i5i6

i7

i8
+ 6

i1 i2

i3

i4

i5i6

i7

i8

+ 24

i1 i2

i3

i4

i5i6

i7

i8
+ 8

i1 i2

i3

i4

i5i6

i7

i8
+ 6

i1 i2

i3

i4

i5i6

i7

i8

+ 3

i1 i2

i3

i4

i5i6

i7

i8
+ 3

i1 i2

i3

i4

i5i6

i7

i8
+ 24

i1 i2

i3

i4

i5i6

i7

i8

+ 6

i1 i2

i3

i4

i5i6

i7

i8
+ 12

i1 i2

i3

i4

i5i6

i7

i8
+ 6

i1 i2

i3

i4

i5i6

i7

i8

Figure 7. The twelve independent diagrams for s = 4.

4. Leading contributions for large particle energies

As discussed in the main text, quasi-particle excitations are expected to exceed the ground-state entanglement when
the particles carry sufficient energy. As we will show now, in this scenario the crucial building blocks of the Rényi
entropies reduce to simple expressions that remain valid in the continuum. Exemplary, we consider the first term of
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the scalar λfk,A, see Eq. (84), and take the continuum limit

(λfk,A)1 =
1

(γ̃f0 )kk

∑

j,j′∈JB

ϵ2 e−iϵ(j−j′)ηk(γf0,B)j′j

→ ωk

∞∑

k′=−∞

( η
2π

)2 1

ωk′

∫ L

l

dx e−ixη(k−k′)
∫ L

l

dx′ e−ix′η(k−k′)

=
ωk

π2

∞∑

k′=−∞

1

ωk′

sin2
[
ηL−l

2 (k − k′)
]

(k − k′)2
.

(120)

Note here that sums in position and momentum space can be interchanged by the Tonelli-Fubini theorem since the
overall sum is absolutely convergent. To implement the approximation of large particle energies, we perform a variable
transformation k′′ = L−l

2 (k − k′) (note that the sum over k′′ runs in steps of L−l
2 ), such that

(λfk,A)1 =
ωk

π2

∞∑

k′′=−∞

L− l√
m2(L− l)2 + [ηk(L− l)− 2ηk′′]2

(L− l)2

4

sin2 (ηk′′)
k′′2

. (121)

When either m(L− l) ≫ 1 or ηk(L− l) ≫ 1, i.e., for massive or fast particles, the square root becomes independent of
the running momentum variable k′′, in which case the sum simplifies to

(λfk,A)1 → 1

π2

∞∑

k′′=−∞

(L− l)2

4

sin2 (ηk′′)
k′′2

. (122)

The remaining sum can be evaluated after transforming back to the variable k′, resulting in the scaling

(λfk,A)1 = π2
∞∑

k′=−∞

sin2
[
π
(
1− l

L

)
(k − k′)

]

(k − k′)2
= 1− l

L
. (123)

Performing an analogous calculation for the second term yields (λfk,A)2 → 0. Also, the momentum field expression is
identical since the dispersion cancels out during the crucial step from Eq. (121) to Eq. (122). This together with the
phase-space relations Eqs. (76) and (90) (note that the prefactors appearing in the Husimi Q-expressions cancel out
since λfk,A = λgk,A) gives simple scalings for particles carrying large energies, to wit

λf,g,Qk,A → 1− l

L
, λWk,A → 1− 2

l

L
. (124)

This analysis can be extended to the other terms appearing in UO
A (r) involving ΛO

A . In general, traces over matrix
products containing ΛO

Aγ
O
A and (ΛO

A)
T γOA scale with the number of factors, i.e.,

Tr{
(
ΛO
Aγ

O
A

)n} ∝
(
l

L

)n

. (125)

The prefactors depend on the distribution O as well as on the number of matrices with (without) a transpose. After
notoriously lengthy but straightforward calculations we find the overall scalings summarized in Table I.

UO
A (r) r = 2 r = 3 r = 4

f, g 1− l
L
+ 3

4

(
l
L

)2
1− 2 l

L
+ 2

(
l
L

)2 − 4
9

(
l
L

)3
1− 3 l

L
+ 33

8

(
l
L

)2 − 37
16

(
l
L

)3
+ 153

256

(
l
L

)4

W 1− 2 l
L
+ 2

(
l
L

)2
1− 4 l

L
+ 20

3

(
l
L

)2 − 32
9

(
l
L

)3
1− 6 l

L
+ 15

(
l
L

)2 − 17
(

l
L

)3
+ 15

2

(
l
L

)4

Table I. UO
A (r) for r = 2, 3, 4 and the Wigner W - and marginal distributions in the limit of large particle energies.

Calculating the Husimi Q-expressions is substantially more involved since the convolution introduces a dependence
on the lattice spacing ϵ. Hence, we only give the analytic result for r = 2, which reads

UQ
A (2) → 1− l

L
+

1

4

[
1 +

2− (5/6)ϵωk + 2(ϵωk)
2

(1 + ϵωk)2

](
l

L

)2

. (126)
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In the continuum limit ϵ→ 0 and for large but finite momenta, the latter simplifies to

UQ
A (2) → 1− l

L
+

3

4

(
l

L

)2

, (127)

exemplifying that the expressions of the marginal distributions and the Husimi Q-distribution agree in the continuum,
see the top-left cell of Table I. This extends to all values of r since the prefactors appearing in Eq. (91) vanish in the
continuum limit except for the one associated with the field distribution f , see Eq. (52).

5. Small intervals

With the scalings (124) at hand, we now additionally consider the case of small intervals l ≪ L to identify the
first-order correction appearing for a quasi-particle with respect to the ground-state area law in the ultraviolet regime.
To this end, we shall expand UO

A (r) to first order in l/L, for which we need to expand uOA(s). For every entropic order
s ∈ N, there is precisely one diagram where two consecutive vertices indices are connected to a closed loop (see first
diagrams in Figure 4, Figure 5, Figure 6 and Figure 7). Remarkably, this is the only diagram contributing to first
order in l/L since all other diagrams are at least of order (l/L)2. More precisely, the aforementioned diagram gives
rise to the term (1− λOA)

s, while the remaining diagrams involve at least two matrices of the form ΛO
Aγ

O
A under the

trace. Hence, we have

uOA(s) → (1− λOA)
s (128)

to leading order in l/L. Upon inspecting (109), this implies

UO
A (r) →

r∑

s=0

(
r
s

)
(λOA)

r−s

rs
(1− λOA)

s =

[
1 + (r − 1)λOA

r

]r
. (129)

Given that λOA → 1− aO1 (l/L) with aQ1 = af1 = ag1 = 1 for the marginal and Husimi Q-distributions and aW1 = 2 for
the Wigner W -distribution, see Eq. (124), we end up with

UO
A (r) → 1 + aO1 (1− r)

l

L
≡ 1 + aOr,1

l

L
(130)

to leading order in l/L, which is in agreement with Table I and Eq. (126). We remark that the latter holds for all
entropic orders by analytic continuation.

B. Subtracted Rényi entropies

1. Subtracting extensive contributions

Given the decomposition (109), any Rényi entropy of the local distribution OA corresponding to a Gaussian times a
quadratic form can be written as

Sr[OA] =
1

1− r
ln

[
det(1−r)/2(2πγOA )

rdim(γO
A )/2

UO
A (r)

]
≡ 1

2
ln det(2πγOA ) +

1

2

ln r

r − 1
dim(γOA ) + δSr[OA]. (131)

Any vacuum distribution ŌA is of Gaussian form, such that U Ō
r = 1, and thus its entropy is a function of the vacuum

covariance matrix γ̄A only, i.e.,

Sr[ŌA] =
1

2
ln det(2πγ̄OA ) +

1

2

ln r

r − 1
dim(γ̄OA ). (132)

Subtracting the latter from the former results in the general formula for the subtracted Rényi entropy presented in the
main text,

∆Sr[OA] =
1

2
ln det

[
γOA (γ̄OA )−1

]
+ δSr[OA]. (133)



19

2. Wigner entropies

First, we note that the inverse covariance matrix of the vacuum reads [cf. Eq. (38)]

(γ̄WA )−1
jj′ =

1

ϵ

(
2
ϵ 0
0 2ϵ

)
δjj′ . (134)

We restrict to the special case for which the covariance matrix γWA of the Gaussian part of WA is a direct sum with
respect to the marginal covariance matrices, which includes all three classes of states of our interest. Then, using that

∑

j′

ϵ (γfA)jj′(γ̄
f
A)

−1
j′j′′ =

2

ϵ
(γfA)jj′′ ,

∑

j′

ϵ (γgA)jj′(γ̄
g
A)

−1
j′j′′ = 2ϵ(γgA)jj′′ , (135)

results in

∆Sr[WA] =
1

2
ln det

(
2

ϵ
γfA

)
+

1

2
ln det (2ϵ γgA) + δSr[WA]. (136)

Note again that the determinant in position space is defined with an extra ϵ, see Eq. (13).

3. Marginal entropies

Based on (135), we find for the marginal distributions

∆Sr[fA] =
1

2
ln det

(
2

ϵ
γfA

)
+ δSr[fA], ∆Sr[gA] =

1

2
ln det (2ϵ γgA) + δSr[gA]. (137)

Under the above assumption, the marginal expressions are related to the Wigner W -expression via

∆Sr[WA] = ∆Sr[fA] + ∆Sr[gA] +
1

1− r
ln

UW
A (r)

Uf
A(r)U

g
A(r)

. (138)

4. Wehrl entropies

Since γ̄OA = 2γ̄WA by definition, the matrix products of the marginal components evaluate to

∑

j′

ϵ (γQ,f
A )jj′(γ̄

Q,f
A )−1

j′j′′ =
1

ϵ
(γQ,f

A )jj′′ ,
∑

j′

ϵ (γQ,g
A )jj′(γ̄

Q,g
A )−1

j′j′′ = ϵ (γQ,g
A )jj′′ , (139)

such that, together with (49),

∆Sr[QA] =
1

2
ln det

[
1

ϵ

(
γfA +

1

2

)]
+

1

2
ln det

[
ϵ

(
γgA +

1

2ϵ2

)]
+ δSr[QA]. (140)

Comparing with (136) reveals that the subtracted Wehrl entropy carries another extensive contribution coming from
defining the Husimi Q-distribution via convolving the Wigner W -distribution. Therefore, we instead consider

∆Sr[QA]− (l/ϵ) ln 2 =
1

2
ln det

[
2

ϵ

(
γfA +

1

2

)]
+

1

2
ln det

[
2ϵ

(
γgA +

1

2ϵ2

)]
+ δSr[QA]. (141)

IV. AREA LAWS FOR CLASSICAL MUTUAL INFORMATIONS

The area law can be proven rigorously for classical mutual informations by formulating the argument in [1] for
distributions instead of density operators. We consider the thermal state

ρT =
1

ZT
e−βH (142)
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of some generic local Hamiltonian

H = HA +HB +H∂A, (143)

with the subsystem Hamiltonians HA and HB , and some local interaction H∂A (one may equally write H∂B). Now,
every distribution of our interest O[ν] corresponds to a (positive) operator-valued measure O. Hence, expressed via
classical distributions, the thermal state reads

OT [ν] =
1

ZO
T

e−βHO
, (144)

with the corresponding classical Hamiltonian HO being defined implicitly via

e−HO
= Tr{e−H O}. (145)

In this case, the classical Rényi entropies can be written as

Sr[OT ] =
r

r − 1
lnZO

T +
1

1− r
ln

[∫
Dν e−rβHO

]
≡ r

r − 1
lnZO

T + ⟨HO⟩lnr , (146)

where

⟨HO⟩lnr =
1

1− r
ln

[∫
Dν e−rβHO

]
(147)

denotes the logarithmic average of order r. The latter can be interpreted as a generalization of the energy expectation
value, which is obtained in the special case r → 1, i.e.,

⟨HO⟩ln1 =

∫
DνOT [ν]βH

O = β ⟨HO⟩ . (148)

Next, we introduce the classical free energy and express it in terms of classical Rényi entropies, to wit

F [OT ] = − lnZO
T

β
=

1

β

1− r

r

{
⟨HO⟩lnr − Sr[OT ]

}
. (149)

We note that although most terms on the right-hand side of the latter equation depend on the entropic order r, the
left-hand side is independent of r, and hence the equation holds for all r. Now, it is well-known that free energy
serves as the thermodynamic potential for the canonical ensemble and as such attains its minimum precisely for the
canonical state, i.e., F [OT ] ≤ F [O]. This holds true in particular when we disregard correlations between A and B by
considering the product distribution OT,A[νA]×OT,B [νB ], which corresponds to the product state ρT,A ⊗ ρT,B , i.e.,

F [OT ] ≤ F [OT,A ×OT,B ]. (150)

Using (149) together with the additivity of classical entropies leads to

Ir[OT,A : OT,B ] = Sr[OT,A] + Sr[OT,B ]− Sr[OT ] ≤ ⟨HOA×OB ⟩lnr − ⟨HO⟩lnr . (151)

However, the decomposition (143) implies that the generalized energy expectation values of OT and OA,T × OB,T

agree in the two subregions A and B. Therefore, they cancel out on the right-hand side of the latter inequality, which
leaves us with

Ir[OT,A : OT,B ] ≤ ⟨HOA×OB

∂A ⟩ln
r
− ⟨HO

∂A⟩
ln
r . (152)

Since the remaining bound is a function of the classical boundary Hamiltonian H∂ only, every classical Rényi mutual
information does at most scale with the surface area |∂A| of the boundary region up to some proportionality constant.
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V. SUPPLEMENTARY FIGURES

A. Central charge and ground-state area laws

It is well-known that the prefactor a of the logarithmic area law of the ground state is proportional to the central
charge c of the theory. Here, we provide further numerical evidence on this connection for the three types of classical
entropies of our interest from the lattice perspective. In the lattice theory, the prefactor a is extracted by fitting
the area law to the numerically obtained data points. This procedure introduces a regularization dependence in the
sense that a = a(ϵ,m,L), which we wish to analyze toward the continuum limit ϵ→ 0. To this end, we consider the
conformal theory on the real line and set m = 10−10, L = 200 ≫ l = 10. We show the dependence of the prefactor a
for all four distributions as a function of the ultraviolet regulator 1/ϵ in Figure 8 a) - c). We test the overall validity
of the area law fit, in particular, the dependence of the data on ∼ ln(l/ϵ) only, by fitting the latter to all data points,
see Figure 8 d) - f).
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Figure 8. Extended numerical analysis of the ground-state area law in the conformal theory (m = 10−10, L = 200 ≫ l = 10). In
the upper row, we plot the prefactor aO appearing in the logarithmic area-law fit aO ln(l/ϵ) + bO to the numerically evaluated
subtracted entropies ∆S[O0,A] for decreasing lattice spacing ϵ = {1, 1/2, ..., 1/20} (points). The curves correspond to rational
fits of the form c1 + c2ϵ

c3 , such that c1 serves as an approximation to the continuum value of aO (gray dashed lines). All four
curves indicate convergence toward the continuum limit. That the area-law fits (colored contours) accurately fit the numerical
data (black points) is confirmed in the lower row. While the subtracted Wigner and marginal entropies are known to fulfill area
laws due to their relations to the Rényi-2 entanglement entropy, we also find an area law for the subtracted Wehrl entropy
∆Sr[Q0,A]− (l/ϵ) ln 2, see f).

B. Thermal correlations

To develop a deeper understanding of why thermal correlations are mostly encoded in the field ϕ, see Figure 2 c) in
the main text, we consider the correlation matrix with coefficients

(KO
A )jj′ =

(γOA )jj′√
(γOA )jj (γOA )j′j′

∈ [−1, 1], (153)

which allows for a visual assessment of the strength of correlations. We show the correlation matrix of the Wigner
W -distribution for the scenario of Figure 2 c) in the main text in Figure 9 a). The upper left block describing field
correlations contains elements very close to 1, while the non-diagonal elements of the lower right block describing
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momentum field correlations are negligible (the off-diagonal blocks are strictly zero as the thermal WignerW -distribution
is a product distribution with respect to the two marginal f and g).

Further, we show all subtracted entropies up to the total system size and without offsets subtracted in Figure 9 b).
It appears that the entropy over the momentum field is generally small compared to the entropy of the field itself.
More importantly, the curves differ substantially when l → L, see l ≈ 95: while the entropy of ϕ (blue points) decreases
noticeably when finite system size dominates over finite temperature, the entropy of π (red points) is substantially
less sensitive to finite-size effects. As a result, the corresponding mutual information curve is overall flatter since the
subtracted entropy of the full system (l = L = 102) is subtracted no matter how the system is partitioned.
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Figure 9. a) Wigner correlation matrix of the thermal state (ϵ = 0.2,m = 10−6, L = 100, T = 10−1). The correlations are mostly
encoded in the field. b) Subtracted entropies for the same scenario (without offsets subtracted). The entropy associated with π
(red) is less sensitive to finite system size than the entropy of ϕ (blue points) when l → L, thereby leading to a smaller mutual
information for the momentum field.

C. Subtracted Rényi entropies of a quasi-particle

In analogy to Figure 2 e) of the main text, we show the subtracted marginal and Wehrl entropies of the quasi-particle
state for the three entropic orders r = 2, 3, 4 in Figure 10 a) and b), respectively. Additionally, we plot all considered
subtracted Rényi entropies in the regime of small intervals l ≪ L in Figure 10 c), showing that the entropy surplus of
a quasi-particle is linear to leading order and independent of the entropic order.
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Figure 10. Entropy surplus of a fast and massive quasi-particle (k = 50,m = 10, L = 10, ϵ = 10−1). a) and b) complement
Figure 2 e) and show the subtracted Rényi entropies of order r = 2, 3, 4 (black straight, dashed brown, dotted orange) for
the marginal and Husimi Q-distribution, respectively. While the curves in a) are obtained using the scalings summarized in
Table I, we use the analytic result (126) for r = 2 in b) and interpolations otherwise. Locally, all subtracted Rényi entropies
scale linearly with (2)l/L, which we exemplify in c) for r = 2, 3, 4 up to l/L = 0.1.
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