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Abstract

This work is concerned with the obtainment of new Carleman estimates for linear parabolic
equations, where the second-order differential operator brings a super strong degeneracy
in a positive measure subset of the spatial domain. In order to prove our main result,
the control domain is supposed to contain the set of degeneracies. As a well-known
consequence, we achieve a null controllability result in the current context.
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1. Introduction

In this paper, we study the null controllability of the following degenerate parabolic
system 

ut − (a(x)ux)x + c(x, t)u = f1ω in Q := (0, 1)× (0, T ),

u(0, t) = u(1, t) = 0 in (0, T ),

u(x, 0) = u0(x) in (0, 1),

(1.1)

where a ∈ W 2,∞(0, 1), c ∈ L∞(Q), the control f belongs to L2(Q), u0 ∈ L2(0, 1), the
control domain ω ⊂ (0, 1) is a non-empty open interval and 1ω denotes its associated
characteristic function.

We say that (1.1) is null controllable at time T > 0 if, for any u0 ∈ L2(0, 1), there
exists a control function f ∈ L2(Q) such that the solution u of (1.1) satisfies

u(x, T ) = 0 a. e. in (0, 1). (1.2)
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The null controllability of degenerate parabolic equations, such as (1.1), has been
extensively researched in the past two decades. One of the earliest works in this direction
is [2], due to Cannarsa and Fragnelli, where it is assumed that the function a degenerates
at the point x = 0. To be more precise, the study in [2] considers two types of degeneracy,
as described below.

Weakly degenerate case (WDC):

1. a ∈ C([0, 1]) ∩ C1((0, 1]), a > 0 in (0, 1], a(0) = 0;

2. ∃K ∈ [0, 1) such that xa′(x) ≤ Ka(x) ∀x ∈ [0, 1].

Strongly degenerate case (SDC):

1. a ∈ C1([0, 1]), a > 0 in (0, 1], a(0) = 0;

2. ∃K ∈ [1, 2) such that xa′(x) ≤ Ka(x) ∀x ∈ [0, 1];

3.

{
∃θ ∈ (1,K]; x 7−→ a(x)

xθ is nondecreasing near 0, if K > 1;

∃θ ∈ (0, 1) x 7−→ a(x)
xθ is nondecreasing near 0, if K = 1.

The description above has the function a(x) = xα as a prototype, where α ∈ (0, 1) for
the (WDC) and α ∈ [1, 2) for the (SDC). In this particular scenario, some Carleman esti-
mates are presented in [2], which imply null controllability results by using the Hilbert’s
Uniqueness Method (HUM). Additionally, the mentioned work also establishes that the
super strongly degenerate problem (α ≥ 2) is not null controllable, in general.

Later, in [6], similar results were achieved even when the degeneracy occurs within
an interior point of (0, 1). In that work, it is considered that there exists x0 ∈ (0, 1)
such that the degenerate function a ∈ C1([0, 1] − {x0}) satisfies a(x0) = 0 and a > 0 in
[0, 1]− {x0}. Besides that, the function a must also satisfy one of the two conditions:

(a) ∃K ∈ (0, 1) such that (x− x0)a
′(x) ≤ Ka(x) ∀x ∈ [0, 1]− {x0};

(b) a ∈ W 1,∞(0, 1) and ∃K ∈ [1, 2) such that (x−x0)a
′(x) ≤ Ka(x) ∀x ∈ [0, 1]−{x0},

where (a) represents a reformulation of the weakly degenerate case (RWDC), as well as,
(b) is a reformulation of the strongly degenerate one (RSDC). A typical example of such a
function is a(x) = |x−x0|α, for α ∈ (0, 2). It is worth noting that the null controllability
theorems, as proven in [6], rely on a geometric assumption over the control domain ω,
namely

x0 ∈ ω. (1.3)

More recently, in [3], the third author of this current paper extended the investigation
developed in [6], dealing with second-order operators that can degenerate in a set of
positive measure. To be more precise, it is taken into consideration (a(x)ux)x, where
a ≡ 0 in an interval [A,B] ⊂ (0, 1) and the geometric control domain condition

[A,B] ⊂ ω (1.4)

is imposed. It is important to point out here that (1.4) is a natural adaptation of (1.3)
in this context. Furthermore, this kind of assumption is not considered in [2], where the
authors established that the null controllability property does not hold for α ≥ 2.
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The main novelty of this paper is to extend the investigation of [3] and [6] for the
super strongly degenerate case. Here we still assume the geometrical assumption (1.4)
and also consider the following additional regularity hypotheses related to a = a(x):

1

a
/∈ L1([0, A) ∪ (B, 1]), a ∈ W 2,∞(0, 1) and aaxx ∈ W 1,∞(0, 1). (1.5)

A similar condition to the first one presented in (1.5) is also found in [4, 5], and it
plays a crucial role in demonstrating the existence of a solution to the problem at hand.
This condition is naturally true under the strongly degenerate case (SDC) assumptions.
However, it is worth noting that, for the super strong case, this condition excludes the
possibility of the compact embedding of the space H1

a(0, 1), which is defined ahead, into
the space L2(0, 1). This observation has been made in Cannarsa and Fragnelli’s work [2],
specifically for the case where a(x) = xα, α ≥ 2, and it can be easily extended to the case
where a(x) = (x− x0)

α, α ≥ 2. This limitation becomes an obstacle when studying the
controllability of the semilinear parabolic problem associated with (1.1) since, in general,
fixed point methods are employed to obtain the controllability of semilinear problems.

In the sequel, the whole discussion assumes that a = a(x) degenerates in [A,B] ⊂
ω ⊂ (0, 1), that is, {

1. a(x) = 0 in [A,B];

2. a(x) > 0 in [0, A) ∪ (B, 1],
(1.6)

and (1.5) holds. For example, the function a : [0, 1] −→ R, given by

a(x) =


(A− x)α, x ∈ [0, A),

0, x ∈ [A,B],

(x−B)β , x ∈ (B, 1],

with α, β ≥ 2, fulfills the properties that describe the super strongly degenerate condition.
Also, we are supposed to emphasize that our approach extends [3] and [6] to the super-
strongly degenerate range, including the situation A = B.

At this point, we are ready to present the main result of this paper:

Theorem 1.1. Assume that the function a satisfies (1.5) and (1.6). If ω satisfies (1.4),
then the system (1.1) is null controllable.

The remainder of this work is dedicated to obtain Carleman and observability esti-
mates for the adjoint equations associated with the equation (1.1), following the ideas
presented in [1]. This is accomplished in Section 2. As a result, we apply these estimates
to prove Theorem 1.1 in Section 3.

2. Carleman and observability inequalities

This section is devoted to the obtainment of a Carleman-type estimate, which will
lead us to our null controllability results. Such an inequality is valid for any solution of

vt + (a(x)vx)x − c(x, t)u = h in Q,

v(0, t) = v(1, t) = 0 in (0, T ),

v(x, T ) = vT (x) in (0, 1),

(2.1)
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which is the adjoint system associated with the linearization of (1.1).
Before proving our Carleman and observability inequalities, we will present some

spaces and well-posedness results for (1.1).
Let us consider the spaces

H1
a := {u ∈ L2(0, 1); u is locally absolutely continuous in [0, 1],

(a1/2ux)(x) ∈ L2(0, 1) and u(0) = u(1) = 0}

and
H2

α := {u ∈ H1
α; a1/2ux ∈ H1(0, 1)}

endowed, respectively, with the norms

∥u∥H1
a
:=
(
∥u∥2L2(0,1) + ∥a1/2ux∥2L2(0,1)

)1/2
;

and ∥u∥H2
α
:=
(
∥u∥2H1

α
+ ∥(aux)x∥2L2(0,1)

)1/2
.

The following well-posedness result for (1.1) was obtained in [3, Theorem 2.2] for
the weakly and strongly degenerate cases. However, following the same ideas presented
there, we can prove:

Proposition 2.1. Assume that a = a(x) satisfies (1.5) and (1.6). Given f ∈ L1(0, T ;L2(0, 1))
and u0 ∈ L2(0, 1), there exists a unique weak solution u ∈ C0([0, T ];H1

a)∩C1([0, T ];L2(0, 1))
of (1.1). In addition, there exists a positive constant CT,a such that

sup
t∈[0,T ]

∥u(t)∥2L2(0,1) +

∫ T

0

∥u(t)∥2H1
a
dt ≤ CT,a

(
∥f∥2L2(Q) + ∥u0∥2L2(0,1)

)
. (2.2)

Now, under the assumptions described in (1.4), let us consider x0 = (A + B)/2 and
δ > 0 such that

[A,B] ⊂ ωδ ⊂⊂ ω,

where ωδ = (x0 − δ, x0 + δ). Since a ∈ W 2,∞(0, 1) ↪→ C1([0, 1]), let mδ > 0 be the
minimum of

{a(x);x ∈ [0, 1]− ωδ},
that is,

a(x) ≥ mδ for any x ∈ [0, 1]− ωδ. (2.3)

As usual in the Carleman method, for each λ > 0, we start introducing a set of weight
functions, as below:

θ(t) =
1

[t(T − t)]4
, η(x) = − (x− x0)

2

2
, ξ(x, t) = θ(t)eλ(2|η|∞+η(x))

and σ(x, t) = θ(t)e4λ|η|∞ − ξ(x, t). (2.4)

From (2.3), we observe that there exists C > 0 such that

|η′(x)|a(x) ≥ C for any x ∈ [0, 1]− ωδ. (2.5)

In light of the previous explanation, we can now obtain the desired Carleman estimate,
as stated in the following theorem.
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Theorem 2.2 (Carleman estimate). Assume that the function a satisfies (1.5) and (1.6).
If ω satisfies (1.4), then there exist positive constants C, s0 and λ0, only depending on
T , a, c and ω, such that, for any s ≥ s0, λ ≥ λ0 and v solution of (2.1), we have∫∫

Q

e−2sσ
[
s−1λ−1ξ−1

(
|vt|2 + |(a(x)vx)x|2

)
+ s3λ4ξ3|v|2 + sλ2ξa(x)|vx|2

]
dx dt

≤ C

[
∥e−sσh∥22 + s3λ4

∫ T

0

∫
ωδ

e−2sσξ3|v|2 dx dt

]
. (2.6)

Notice that it suffices to prove Theorem 2.2 for c = 0, since the general case follows
taking h̃ = h+ cv.

Indeed, for each s > 0, we will consider the change of variables

z = e−sσv.

We notice that z = 0 in ∂Q, and simple computations give us

vt = esσ(sσtz + zt)

and
(a(x)vx)x = esσ[s2|σx|2a(x)z + 2sσxa(x)zx + s(σxa(x))xz + (a(x)zx)x].

Consequently, from (2.1), it is clear that z is a solution of{
P+z + P−z = G, in Q,

z = 0, in ∂Q,
(2.7)

where
P−z := 2s(σxa(x))xz + 2sσxa(x)zx + zt := I11 + I12 + I13,
P+z := s2|σx|2a(x)z + [a(x)zx]x + sσtz := I21 + I22 + I23

and
G = e−sσh+ s(σxa(x))xz.

By using (2.7), we can arrive at

∥P−z∥22 + ∥P+z∥22 + 2((P−z, P+z)) = ∥G∥22, (2.8)

where the norm in L2(Q) will be denoted by ∥ · ∥2 and its inner product by ((·, ·)).
Next, we will deal with each term on the left side of (2.8), in order to achieve the

following result.

Proposition 2.3. Assume that the function a satisfies (1.5) and (1.6). If ω satisfies
(1.4), then there exist positive constants C, s0 and λ0, only depending on T , a, c and ω,
such that, for any s ≥ s0, λ ≥ λ0 and z solution of (2.7), we have∫∫

Q

[s−1ξ−1[|zt|2 + |[a(x)zx]x|2] + s3λ4ξ3|z|2 + sλ2ξa(x)|zx|2] dx dt

≤ C

[
∥e−sσh∥22 +

∫ T

0

∫
ωδ

s3λ4ξ3|z|2 dx dt

]
. (2.9)
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Proof. The beginning of this proof is focused on estimating ((P−z, P+z)).

Part I: Estimate for ((P−z, I21)).
Since

ξx = λη′ξ and σx = −ξx = −λη′ξ,

we take

((I11, I21)) =

∫∫
Q

[−2s3λ4ξ3|η′|4|a(x)|2|z|2 − 2s3λ3ξ3|η′|2a(x)(η′a(x))x|z|2] dx dt,

((I12, I21)) = s3
∫∫

Q

|σx|3|a(x)|2(|z|2)x dx dt

= 3s3λ4

∫∫
Q

ξ3|η′|4|a(x)|2|z|2 dx dt+ s3λ3

∫∫
Q

ξ3((η′)3a2(x))x|z|2 dx dt

and

((I13, I21)) = −s2λ2

∫∫
Q

ξξt|η′|2a(x)|z|2 dx dt.

Thus

((P−z, I21)) = s3λ4

∫∫
Q

ξ3|η′|4a2(x)|z|2 dx dt

+ s3λ3

∫∫
Q

ξ3[((η′)3a2(x))x − 2|η′|2a(x)(η′a(x))x]|z|2 dx dt

− s2λ2

∫∫
Q

ξξt|η′|2a(x)|z|2 dx dt.

Recalling that a ∈ W 2,∞(0, 1) ↪→ C1([0, 1]), we know that

((η′)3a2(x))x − 2|η′|2a(x)(η′a(x))x and |η′|2a(x) are bounded.

At the same time, we have |ξξt| ≤ Cξ3. Therefore, for sufficiently large λ and s, we can
deduce that

((P−z, I21)) ≥ s3λ4

∫∫
Q

ξ3|η′|4a2(x)|z|2 dx dt− Cs3λ3

∫∫
Q

ξ3|z|2 dx dt.

Furthermore, from (2.5), we obtain

s3λ4

∫∫
Q

ξ3|η′|4a(x)|z|2 dx dt ≥ Cs3λ4

∫ T

0

∫
[0,1]−ωδ

ξ3|η′|4a(x)|z|2 dx dt

≥ Cs3λ4

∫ T

0

∫
[0,1]−ωδ

ξ3|z|2 dx dt

= Cs3λ4

∫∫
Q

ξ3|z|2 dx dt− Cs3λ4

∫ T

0

∫
ωδ

ξ3|z|2 dx dt.
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Thus, if s and λ are sufficiently large,

((P−z, I21)) ≥ Cs3λ4

∫∫
Q

ξ3|z|2 dx dt− Cs3λ4

∫ T

0

∫
ωδ

ξ3|z|2 dx dt (2.10)

holds.

Part II: Estimate for ((P−z, I23)).
Let us observe that

((I11, I23)) = −2s2λ

∫∫
Q

ξσt[λ|η′|2a(x) + (η′a(x))x]|z|2 dx dt,

((I12, I23)) = s2λ

∫∫
Q

ξ[λ(σt − ξt)|η′|2a(x) + σt(η
′a(x))x]|z|2 dx dt

and

((I13, I23)) = −s

2

∫∫
Q

σtt|z|2 dx dt.

Since a ∈ C1([0, 1]), |ξt|, |σt| ≤ Cξ2 and σtt ≤ Cξ3, we can proceed as before and use
(2.10) to deduce that

((P−z, I21 + I23)) ≥ Cs3λ4

∫∫
Q

ξ3|z|2 dx dt− Cs3λ4

∫ T

0

∫
ωδ

ξ3|z|2 dx dt. (2.11)

Part III: Estimate for ((P−z, I22)).
Initially, we have

((I11, I22)) = −2sλ

∫∫
Q

[λξ|η′|2a(x)z[a(x)zx]x + ξ[η′a(x)]xz[a(x)zx]x] dx dt. (2.12)

For the first term on the right side of (2.12), we can write

−2sλ2

∫∫
Q

ξ|η′|2a(x)z[a(x)zx]x dx dt = 2sλ3

∫∫
Q

ξ(η′)3|a(x)|2zzx dx dt

+ 2sλ2

∫∫
Q

ξ[|η′|2a(x)]xza(x)zx dx dt

+ 2sλ2

∫∫
Q

ξ|η′|2|a(x)|2|zx|2 dx dt

=: J1 + J2 ++2sλ2

∫∫
Q

ξ|η′|2|a(x)|2|zx|2 dx dt,

where

J1 = 2sλ3

∫∫
Q

ξ(η′)3|a(x)|2zzx dx dt = −sλ3

∫∫
Q

ξ[λ|η′|4|a(x)|2 + (|η′|3|a(x)|2)x]|z|2 dx dt

and
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J2 = 2sλ2

∫∫
Q

ξ
(
|η′|2a(x)

)
x
azzx dx dt

= −sλ2

∫∫
Q

ξ

(
λη′a(x)

[
|η′|2a(x)

]
x
+
( [

|η′|2a(x)
]
x
a(x)

)
x

)
|z|2 dx dt.

Likewise, for the second term on the right side of (2.12), we have

−2sλ

∫∫
Q

ξ[η′a(x)]xz[a(x)zx]x dx dt = 2sλ2

∫∫
Q

ξa(x)η′[η′a(x)]xzzx dx dt

+ 2sλ

∫∫
Q

ξa(x)[η′a(x)]xxzzx dx dt

+ 2sλ

∫∫
Q

ξ[η′a(x)]xa(x)|zx|2 dx dt

=: J3 + J4 + 2sλ

∫∫
Q

ξ[η′a(x)]xa(x)|zx|2 dx dt,

where

J3 = 2sλ2

∫∫
Q

ξa(x)η′[η′a(x)]xzzx dx dt

= −sλ2

∫∫
Q

ξ[λ|η′|2a(x)[η′a(x)]x + [η′a(x)[η′a(x)]x]x]|z|2 dx dt

and

J4 = 2sλ

∫∫
Q

ξa(x)[η′a(x)]xxzzx dx dt

= −sλ

∫∫
Q

ξ[λη′a(x)[η′a(x)]xx + [[η′a(x)]xxa(x)]x]|z|2 dx dt.

Combining these estimates we can conclude that

((I11, I22)) ≥ −Csλ4

∫∫
Q

ξ|z|2 dx dt+ 2sλ2

∫∫
Q

ξ|η′|2|a(x)|2|zx|2 dx dt

+ 2sλ

∫∫
Q

ξ[η′a(x)]xa(x)|zx|2 dx dt. (2.13)

Arguing as before we deduce that

2sλ2

∫∫
Q

ξ|η′|2|a(x)|2|zx|2 dx dt (2.14)

≥ sλ2

∫∫
Q

ξa(x)|zx|2 dx dt− Csλ2

∫ T

0

∫
ωδ

ξa(x)|zx|2 dx dt. (2.15)

Furthermore,

((I13, I22)) = −
∫∫

Q

z[a(x)zxt]x dx dt =

∫∫
Q

zxa(x)zxt dx dt

=
1

2

∫∫
Q

[a(x)|zx|2]t dx dt = 0. (2.16)
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Hence, from (2.13)-(2.16) we obtain

((I11 + I13, I22)) ≥ −Csλ4

∫∫
Q

ξ|z|2 dx dt− Csλ2

∫ T

0

∫
ωδ

ξa(x)|zx|2 dx dt

+ Csλ2

∫∫
Q

ξa(x)|zx|2 dx dt. (2.17)

Finally,

((I12, I22)) = sλ2

∫∫
Q

ξ|η′|2|a(x)|2|zx|2 dx dt+ sλ

∫∫
Q

ξη′′|a(x)|2|zx|2 dx dt

− sλ

∫ T

0

ξη′|a(x)|2|zx|2|x=1
x=0 dt (2.18)

Since η′(1) < 0 and η′(0) > 0, the boundary term on (2.18) is ≥ 0. The other terms
can be controlled as before. This led us to

((P−, I22)) ≥ −Csλ4

∫∫
Q

ξ|z|2 dx dt− Csλ2

∫ T

0

∫
ωδ

ξa(x)|zx|2 dx dt

+ Csλ2

∫∫
Q

ξa(x)|zx|2 dx dt. (2.19)

Combining (2.11) and (2.19) we conclude that

((P−z, P+z)) ≥ C

∫∫
Q

[s3λ4ξ3|z|2 + sλ2ξa(x)|zx|2] dx dt

− C

∫ T

0

∫
ωδ

[s3λ4ξ3|z|2 + sλ2ξa(x)|zx|2] dx dt. (2.20)

From (2.8) and (2.20) we have that

∥P−z∥22 + ∥P+z∥22 +
∫∫

Q

[s3λ4ξ3|z|2 + sλ2ξa(x)|zx|2] dx dt

≤ C

[
∥G∥22 +

∫ T

0

∫
ωδ

[s3λ4ξ3|z|2 + sλ2ξa(x)|zx|2] dx dt

]
. (2.21)

Now, using the definitions of P−z, P+z and G we obtain that

s−1

∫∫
Q

ξ−1|zt|2 dx dt ≤ s−1∥P−z∥22 + Csλ4

∫∫
Q

ξ|z|2 dx dt+ Csλ

∫∫
Q

ξa(x)|zx|2 dx dt

≤ C

[
∥G∥22 +

∫ T

0

∫
ωδ

[s3λ4ξ3|z|2 + sλ2ξa(x)|zx|2] dx dt

]
, (2.22)
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s−1

∫∫
Q

ξ−1|[a(x)zx]x|2 dx dt (2.23)

≤ s−1∥P+z∥22 + Cs3λ4

∫∫
Q

ξ3|z|2 dx dt+ Cs

∫∫
Q

ξ|z|2 dx dt

≤ C

[
∥G∥22 +

∫ T

0

∫
ωδ

[s3λ4ξ3|z|2 + sλ2ξa(x)|zx|2] dx dt

]
, (2.24)

and

∥G∥22 ≤ ∥e−sσh∥22 + Cs2λ4

∫∫
Q

ξ2|z|2 dx dt. (2.25)

By combining (2.21)-(2.25) we can deduce that∫∫
Q

[s−1ξ−1[|zt|2 + |[a(x)zx]x|2] + s3λ4ξ3|z|2 + sλ2ξa(x)|zx|2] dx dt

≤ C

[
∥e−sσh∥22 +

∫ T

0

∫
ωδ

[s3λ4ξ3|z|2 + sλ2ξa(x)|zx|2] dx dt

]
. (2.26)

Since ωδ ⊂⊂ ω, we can take ωδ ⊂⊂ D2 ⊂⊂ ω and a cut-off function φ ∈ C∞([0, 1])
such that 0 ≤ φ ≤ 1, φ = 1 in ωδ and φ = 0 in [0, 1] − D2. Hence, for ε > 0, we have
that

sλ2

∫ T

0

∫
ωδ

ξa(x)|zx|2 dx dt

≤ sλ2

∫ T

0

∫
D2

ξφa(x)zxzx dx dt

= −sλ2

∫ T

0

∫
D2

(λξη′φa(x)zzx + ξφ′a(x)zzx + ξφ[a(x)zx]xz) dx dt,

−sλ3

∫ T

0

∫
D2

ξη′φa(x)zzxdx dt ≤ C

∫∫
Q

[s2λ4ξ2|z|2 + λ2a(x)|zx|2] dx dt,

−sλ2

∫ T

0

∫
D2

ξφ′a(x)zzxdx dt ≤ C

∫∫
Q

[s2λ4ξ2|z|2 + a(x)|zx|2] dx dt

and

− sλ2

∫ T

0

∫
D2

ξφ[a(x)zx]xz dx dt

≤ Cε−1s3λ4

∫ T

0

∫
ω

ξ3|z|2 dx dt+ εs−1

∫∫
Q

ξ−1|[a(x)zx]x|2 dx dt.

Taking ε > 0 sufficiently small, these last estimates together with (2.26) give us
(2.9).

10



Coming back to the original variable v we obtain Theorem 2.2.

Corollary 2.4 (observability inequality). Assume that the function a satisfies (1.5)
and (1.6). If ω satisfies (1.4), then there exists a constant C > 0 such that, for any
vT ∈ L2(0, 1) and v solution of (2.1) with h = 0, one has

∥v(·, 0)∥2L2(0,1) ≤ C

∫∫
ωT

e−2sσξ3|v|2 dx dt, (2.27)

where we recall that ωT = ω × (0, T ).

Proof. From Theorem 2.2, since ωδ ⊂ ω, we have that

s3λ4

∫∫
Q

e−2sσξ3|v|2 dx dt ≤ Cs3λ4

∫ T

0

∫
ω

e−2sσξ3|v|2 dx dt. (2.28)

Multiplying the equation in (2.1) by v and integrating on (0, 1) we obtain that

−1

2

d

dt
∥v(·, t)∥2L2(0,1) +

∫ 1

0

a|vx|2 dx = −
∫ 1

0

c|v|2 dx.

Hence,

−1

2

d

dt
∥v(·, t)∥2L2(0,1) +

1

2

∫ 1

0

a|vx|2 dx ≤ C∥v(·, t)∥2L2(0,1).

Thus,
∥v(·, 0)∥2L2(0,1) ≤ e2Ct∥v(·, t)∥2L2(0,1) ∀t ∈ (0, T ). (2.29)

Integrating (2.29) on (T/4, 3T/4) and using (2.28) we deduce that

∥v(·, 0)∥2L2(0,1) =
2

T

∫ 3T/4

T/4

∥v(·, 0)∥2L2(0,1) dt ≤ C

∫ 3T/4

T/4

∫ 1

0

|v|2 dx dt

≤ C

∫ 3T/4

T/4

∫ 1

0

s3λ4e−2sσξ3|v|2 dx dt ≤ C

∫ T

0

∫
ω

e−2sσξ3|v|2 dx dt.

3. Null controllability for the linear problem

This section is dedicated to proving the null controllability of the linear problem (1.1),
stated in Theorem 1.1. The first step is to derive an approximate null controllability
result.

To establish this, let us set ε > 0. For any f ∈ L2(Q), we define a functional

Jε(f) =
1

2

∫∫
Q

|f |2 dx dt+ 1

2ε

∫ 1

0

|uf (x, T )|2 dx,

where uf is the weak solution of (1.1). It is not difficult to see that Jε is continuous,
strictly convex, and satisfies

Jε(f) → ∞ as ∥f∥L2(Q) → ∞.

Hence Jε has a unique critic point that is a global minimum. Let us denote this minimum
by fε and uε := ufε .
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Lemma 3.1. If φε is the weak solution of the problem
φεt + (a(x)φεx)x − c(x, t)φε = 0 in Q,

φε(0, t) = φε(1, t) = 0 in (0, T ),

φε(x, T ) =
1
εuε(x, T ) in (0, 1),

(3.1)

then fε = −1ωφε.

Proof. For the sake of simplicity, let us set

Au := (aux)x − cu and Lt(f) =

∫ t

0

e(t−s)A1ωf(x, s) ds.

Then, uf is the solution of (1.1) if, and only if,

uf (x, t) = etAu0(x) + Lt(f)(x).

For h ∈ L2(Q), since (1.1) is linear, we have uf+h = uf + zh, where zh is the solution
of 

zht = Azh + 1ωh in Q,

zh(0, t) = zh(1, t) = 0 in (0, T ),

zh(x, 0) = 0 in (0, 1).

This leads us to

Jε(f +h)− Jε(f) =

∫ T

0

∫ 1

0

[hf +
1

2
|h|2] dx dt+ 1

2ε

∫ 1

0

2[uf (x, T )zh(x, T )+ |zh(x, T )|2] dx.

Thus

J ′
ε(f)h =

∫ T

0

∫ 1

0

fh dx dt+
1

ε

∫ 1

0

uf (x, T )zh(x, T ) dx

=

∫ T

0

∫ 1

0

fh dx dt+
1

ε

∫ 1

0

uf (x, T )

∫ T

0

e(T−t)A1ωh dt dx

=

∫ T

0

∫ 1

0

fh dx dt+

∫ T

0

〈
1

ε
1ωu

f (x, T ), e(T−t)Ah

〉
L2(0,1)

dt

=

∫ T

0

[
⟨f, h⟩L2(0,1) +

〈
1ωe

(T−t)A∗
(
1

ε
uf (x, T )

)
, h

〉
L2(0,1)

]
dt.

The result now follows from the fact that J ′
ε(fε) = 0.

Proposition 3.2. For any ε > 0, there exist fε ∈ L2(Q) and a corresponding solution
uε of (1.1) such that∫∫

Q

|fε|2 dx dt ≤ C∥u0∥2L2(0,1) and

∫ 1

0

|uε(x, T )|2 dx ≤ Cε∥u0∥2L2(0,1).
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Proof. Let us consider fε as the function given in the proof of the previous lemma.
Multiplying the equation in (3.1) by uε and integrating in Q, we get

1

ε

∫ 1

0

|uε(x, T )|2 dx−
∫ 1

0

φε(x, 0)u0(x) dx = −
∫∫

Q

|fε|2 dx dt.

Therefore,

1

ε

∫ 1

0

|uε(x, T )|2 dx+

∫ T

0

∫
ω

|fε|2 dx dt =
∫ 1

0

φε(x, 0)u0(x) dx. (3.2)

The observability inequality (2.27) lead us to

∫∫
Q

|fε|2 dx dt ≤
∫ 1

0

φε(x, 0)u0(x) ≤ ∥u0∥L2(0,1)

[
C

∫ T

0

∫
ω

|φε|2 dx dt

]1/2

≤ C∥u0∥L2(0,1)

[∫ T

0

∫
ω

|fε|2 dx dt

]1/2

≤ C∥u0∥L2(0,1)

[∫∫
Q

|fε|2 dx dt
]1/2

.

Hence ∫∫
Q

|fε|2 dx dt ≤ C∥u0∥2L2(0,1).

On the other hand, in a similar way, from (3.2) we obtain∫ 1

0

|uε(x, T )|2 dx ≤ ε

∫ 1

0

φε(x, 0)u0(x) dx ≤ ε∥u0∥L2(0,1).

[
C

∫∫
Q

|fε|2 dx dt
]1/2

≤ Cε∥u0∥2L2(0,1).

This concludes the proof.

Now, we are ready to prove Theorem 1.1. Indeed, from inequality (2.2) and Propo-
sition 3.2, combined with some standard arguments, we have

fε ⇀ f in L2(Q);

uε ⇀ u in L2(0, T ;H1
a);

uεt ⇀ ut in L2(0, T ;H−1
a );

uε(·, T ) ⇀ u(·, T ) in L2(0, 1).

Now, taking γ ∈ H1
a , multiplying the equation in (1.1) by γ and integrating on Q, we

obtain∫ 1

0

uε(·, T )γ dx−
∫ 1

0

u0γ dx+

∫∫
Q

auεxγx dx dt+

∫∫
Q

cuεγ dx dt =

∫∫
Q

1ωfεγ dx dt.
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Thus∫ 1

0

uε(·, T )γ dx =

∫ 1

0

u0γ dx−
∫∫

Q

auεxγx dx dt−
∫∫

Q

cuεγ dx dt+

∫∫
Q

1ωfεγ dx dt =: Lε

Using that fε ⇀ f in L2(Q) and uε ⇀ u in L2(0, T ;H1
a) we deduce that

lim
ε→0

Lε =

∫ 1

0

u0γ dx−
∫∫

Q

auxγx dx dt−
∫∫

Q

cuγ dx dt+

∫∫
Q

1ωfγ dx dt =

∫ 1

0

u(·, T )γ dx.

Therefore,

lim
ε→0

∫ 1

0

uε(·, T )γ dx =

∫ 1

0

u(·, T )γ dx ∀γ ∈ H1
a .

On the other hand, Proposition 3.2 gives us∣∣∣∣∫ 1

0

uε(x, T )γ(x) dx

∣∣∣∣ ≤ ∥uε(·, T )∥L2(0,1)∥γ∥L2(0,1) ≤ εC → 0.

Hence, ∫ 1

0

u(·, T )γ dx = 0 ∀γ ∈ H1
a

and this lead us to u(·, T ) = 0. So that, the proof of Theorem 1.1 is concluded.
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