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Abstract

The purpose of this paper is twofold. First, we propose a novel algorithm for estimating
parameters in one-dimensional Gaussian mixture models (GMMs). The algorithm takes
advantage of the Hankel structure inherent in the Fourier data obtained from independent
and identically distributed (i.i.d) samples of the mixture. For GMMs with a unified variance,
a singular value ratio functional using the Fourier data is introduced and used to resolve
the variance and component number simultaneously. The consistency of the estimator is
derived. Compared to classic algorithms such as the method of moments and the maxi-
mum likelihood method, the proposed algorithm does not require prior knowledge of the
number of Gaussian components or good initial guesses. Numerical experiments demon-
strate its superior performance in estimation accuracy and computational cost. Second,
we reveal that there exists a fundamental limit to the problem of estimating the number of
Gaussian components or model order in the mixture model if the number of i.i.d samples is
finite. For the case of a single variance, we show that the model order can be successfully es-
timated only if the minimum separation distance between the component means exceeds
a certain threshold value and can fail if below. We derive a lower bound for this thresh-
old value, referred to as the computational resolution limit, in terms of the number of i.i.d
samples, the variance, and the number of Gaussian components. Numerical experiments
confirm this phase transition phenomenon in estimating the model order. Moreover, we
demonstrate that our algorithm achieves better scores in likelihood, AIC, and BIC when
compared to the EM algorithm.
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1 Introduction

Mixture models [9,24,25] are widely used in various fields to model data and signals orig-
inating from sub-populations or distinct sources. Among mixture models, the Gaussian
mixture model [31,33] has emerged as one of the most extensively examined and widely ap-
plied models. This model finds utility in diverse domains, including optical microscopy, as-
tronomy, biology, and finance. The probability density function of a mixture of k-Gaussian
in m-dimensional space has the following form:

k
p(x)=> mig(x;pi, Zi) (1.1)
iz

where g(x; i, ;) = 2m) "2 det(Z;)"z exp (—3(x— p) 271 (x — ;) is the Gaussian density
function and 0 < ; < 1, u; € R, X; € R are the weight, mean and covariance matrix of
the i-th component of the mixture, respectively. A fundamental problem within the con-
text of mixture models is the estimation of the component number and the parameters
(i, ui, Z;) from given i.i.d samples of the mixture model.

The first approach to the parameter estimation of GMMs can be traced back to the work
of Pearson in 1894 [29], where he introduced method of moments to identify the parame-
ters in his model. His idea is to equate the moments E[X i1 with the empirical moments
calculated from the observed data %Z?z 1 X]’:, which facilitated determining the unknown
parameters through a system of equations. However, Pearson’s method is limited in prac-
tice due to its sensitivity to moment selection and constraints regarding specific moments,
making it less applicable to heavy-tailed distributions and those lacking certain moment
properties [32]. The drawbacks of the method of moments motivated various modifications
including the Generalized Method of Moments [12], which minimizes the sum of differences
between the sample moments and the theoretical moments. However, the generalized
method of moments involves solving a nonconvex optimization problem, which may have
slow convergence issues and a lack of theoretical guarantees. In [40], a denoised method of
moments is proposed which denoises the empirical moments by projection onto the mo-
ment space [16]. Recent work based on the method of moments provides provable results
for the Gaussian location-scale mixtures, see [3}]13,|15,28].

With the development of computers and highly efficient numerical algorithms, maxi-
mum likelihood method has gained prominence as a widely adopted approach for param-
eter estimation problems. For a given mixture model with unknown parameters, the maxi-
mum likelihood method searches its parameters by maximizing the joint density function,
or the so-called likelihood function of the observed data. Compared to the method of mo-
ments, the maximum likelihood method often achieves better estimations, especially in
cases with large sample sizes.

Numerous iterative methods for optimization are proposed to seek the maximum or local
maximum of the likelihood function [26]. The method of scoring proposed by Rao [30] in
1948 can be viewed as a variant of Newton’s methods. Among the maximum likelihood
methods, the most commonly used one is the EM (Expectation Maximization) algorithm [7,
8,41]. EM algorithm iterates a two-step operation to find a local maximum of the logarithm



likelihood function, which may not necessarily be the ground-truth parameters. Due to this
reason, it is common in practice to execute the EM algorithm multiple times with different
initial values and select the result associated with the highest likelihood function value.
For the convergence guarantees of EM algorithms under certain conditions, we refer to
16,39]. Despite the slow convergence of the EM algorithm in some applications, the EM
algorithm maintains popularity due to its straightforward implementation and minimal
memory requirements [32]. For a more comprehensive discussion of the EM algorithm, we
refer to [4,32].

Bayesian approach can also be used for GMMs [23,34]. This is achieved by specifying
a prior distribution over the parameters of the model and then using Bayes’ theorem to
update the prior distribution based on the observed data, as is in the variational Bayesian
Gaussian mixture [5]. In addition to the Bayesian approach, a variety of sampling methods
have been proposed for the estimation problem. This involves directly sampling from the
joint distribution of the data and the parameters, using methods like Gibbs sampling [11]
or Metropolis-Hastings sampling [14,127]. Although these approaches are flexible and can
be used for complex models, they are computationally intensive.

It is worth noting that both moment-based and maximum likelihood methods require
prior knowledge of the component number k in the mixture model. In practice, too many
components may result in overfitting of data which makes it hard for interpretation. Fewer
components make the model not enough to describe the data. Commonly used methods
for determining the model order are based on the information criteria such as the AIC [1]
and BIC [36]. These criteria select the model by introducing a penalty term for the number
of parameters in the model. However, such an approach tends to favor overly simple mod-
els in practice. It remains elusive when they can guarantee that the model order estimation
is correct.

1.1 Mathematical Model and Main Contributions

In this paper, we focus on the one-dimensional Gaussian mixture model with a unified
variance that has the following probability density function:

k
p(x) =) mig(x; i, s, (1.2)
i=1

(xfp)z

where g(x; i, §2) = e 22 . Inthe above model, the mixture consists of k components

1
V2ms?
characterized by their means ;’s, variance s, and weights 7;’s. We can also write

p(x) = g(x;0,5%) * v, (1.3)

where v = Zle 7;6y, (x) is called the mixing distribution. The parameter estimation prob-
lem is to estimate the component number k, the unified variance s, and mixing distribu-
tion v. For later use, we denote

Tmin = Min |7, dpin= min |y; —py;|. 1.4
min lsiskl ils min lsi¢jsk|ul ,u]| (1.4)



In a departure from the method of moments and maximum likelihood methods, we pro-
pose to estimate the parameters by using the following Fourier data that can be obtained
from samples of the mixture models

k
Y () = g(w;s)(Y mieti®), (1.5)
i=1

52
where g(w; §2) = e~z is the Fourier transform of g(x;0, s2). Indeed, consider the following

empirical characteristic function

1 & ‘
Yalw) ==Y e“X, (1.6)
where 7 is the sample size and X; is the i-th sample. Assume that Xi,---, X,, are indepen-

dent samples drawn from the mixture model (1.2). The central limit theorem implies that
VI (Y(@) = Y (@) % A (0,1-1Y@)P), n—+oo,

d . . .
where — denotes convergence in distribution. Therefore, the uniform samples of ii can
be formulated as

2

k
Yowg) =e 7% Y miet®1 + Ww,), -K<q<K (1.7)
i=1

where Q is the cutoff frequency, w_x = -Q,w_g+1 = -Q+ h,--- ,wx = Q are the sampled
frequencies, h = 1% is the sampling step size, and W (w) is the noise term which we assume
to be zero-mean Gaussian with variance o?. Here o can be regarded as the noise level.
For a given sampling step h, we can only determine the means in the interval [—%, %)
Throughout the paper, we assume that y; € [-55, =) fori =1,---, k.

The main contributions of this paper can be summarized below.

« We propose a new algorithm for estimating the model order k, the variance s, and
(7, 47)’s using the sampled Fourier data Yy (w4)’s. The consistency of the proposed
estimator is derived. Compared to classic algorithms such as the method of moments
and the maximum likelihood method, the proposed algorithm does not require prior
knowledge of the number of Gaussian components and good initial guesses. Numer-
ical experiments demonstrate its superior performance in estimation accuracy and
computational cost.

* Wereveal that there exists a fundamental limit to the problem of estimating the model
order in the mixture model if the number of i.i.d samples is finite. We show that the
model order can be successfully estimated only if the minimum separation distance
between the component means exceeds a certain threshold value and may fail if be-
low. We derive a lower bound for this threshold value, referred to as the computa-
tional resolution limit, in terms of the number of i.i.d samples, the variance, and the
number of Gaussian components. Numerical experiments confirm this phase tran-
sition phenomenon in estimating the model order. Moreover, we demonstrate that
our algorithm achieves better scores in likelihood, AIC, and BIC when compared to
the EM algorithm.



1.2 Paper organization

The paper is organized in the following way. In Section 2, we introduce the algorithm for
estimating the parameters of one-dimensional Gaussian mixtures. We also introduce the
concept of computational resolution limit for resolving the model order in the Gaussian
mixtures. In Section 3} we conduct numerical experiments to compare the proposed algo-
rithm with the EM algorithm. In Section [4] we illustrate a phase transition phenomenon
in the model order estimation problem and compare our algorithm with the EM algorithm
from the perspective of information criteria. In Section[5} we conclude the main results of
this paper and discuss future works.

2 Parameter estimation of 1d Gaussian mixtures

2.1 Notation and Preliminaries

Throughout the paper, all matrices and vectors are denoted by bold-faced upper and lower
case letters respectively. We use A;; to denote the entry in the i-th row and j-th column of
the matrix A, and Ao B the Hadamard product of the two m x n matrices A and B, i.e.

(AoB);j = A;;Bi;.

In addition, || All, |Allg, |All, and o+ (A) denote the spectral norm, Frobenius norm, the
maximum absolute column sum, and the smallest nonzero singular value of the matrix A,
respectively. We use ¢ to denote the imaginary unit.

For brevity, we rewrite as

k
Ynlwg) =€ "0 Y miei® + W,), -K<q<K, 2.1)
i=1

where W(wg) = Yy(wg) — Y (wg) is viewed as a noise term resulting from the approximation
error of finite samples. We assume that W (w,) is a Gaussian random noise with mean zero

and variance of the order -=. We denote

Vvn

Willeo = _IQ%KW(%)"

Let K = k which we assume throughout. We construct the following (K + 1) x (K + 1)
Hankel matrix

[ Viw-x) Yn_ge) o Ya(wo))
W Yonw-g+1) Ynlw-gs2) -+ Yy(wr)
YW= _ _ _ Iy 2.2)
Yy (wo) Yow) -+ Yaplwx) |




where the superscript W in YW stands for the noise in the Fourier data

E(-v) =

and
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3

[ K Ll iW_K
Zizlﬂze J

Zi,czl T etHit-K+1

W(w-k+1)
W(w-_g+2)

W(w1)

Then the matrix YW can be split as follows

k L @
i Zizlnieul 0

W (wo) |
W(wy)

W (k)|

YW =Y+W=E~v)ocH+W.

We introduce the following Vandermonde vector

T
(pK(lJ) = [l)eluhy"' )eLIJKh € CK+1-

Then H admits the following Vandermonde decomposition

k

H=Y mje* ¢ (u)dy(u)" = DD,

i=1

. Denote

k . t,u-wo‘
2 miet

k ol 01
Yimie

k LW
Zi:lnie Hi K‘

(2.3)

where D = [y (1), ,Ppx(ui)] and II = diag(m, e 9K, .-, mreH -K), It follows that the
rank of the matrix H is k, which is exactly the order of the mixture. This fact is essential for
our method of estimating the variance.

2.2 Estimation of the variance and the number of components

In this subsection, we estimate the variance and the model order from (2.1). Recall that

YW =E(-v)oDIID" +W.

(2.4)

We introduce a parameter u > 0 and consider the modulated matrix E(u)o YW = E(u—v)o
DIID' + E(u— v) o W. We consider its singular value decomposition

EwoY" =U,diag(c" (1, 1), (1,2),---,aV (u, K+ 1)) V%,



where oW (u, I)’s are the singular values ordered in decreasing order. We then introduce the
following Singular Value Ratio (SVR) functional defined as

oW(u,l)

’l :—7
ri, f) oW, l+1)

We observe that for u = vand W =0, E(v)o YW = E(v) oY = H has rank k. Furthermore,
we can establish the following theorem.

Theorem 2.1. In the noiseless case i.e. W = 0, assume that

k 2
3 ettt (H (ettemmnh 1)) £0, (2.5)
i=1 j#i

Thenu=v,l=k < r(u,l) = +oo.
Remark 2.1. The assumption (2.5) is satisfied for almost all h > 0 except finitely many.

With the presence of noise, i.e. W # 0, the singular values oW(v, 1) arein general nonzero
for k > n. Nevertheless, they can be estimated by using perturbation theory. Assume that
the noise level o is small, which is the case if the sample size from the mixture model is
large, we expect " (v, 1) to be of the same order for I = k+ 1 since they are all resulted from
the noise, and of the same order for / < k since they are all small perturbations of the ones
from the noiseless singular values. Therefore, At [ = k, we expect that r(v,[) blows up as
oW, k) converges o(v, k) and oW (v, k+1) to zero as o tends to zero. More precisely, us-
ing the approximation theory in the Vandermonde space [21,22], the following estimation
holds.

Theorem 2.2. Supposethat; € [~37,37) foralli=1,---, k,and|W(wg)| < o forg=-K,---,K.
Let mtymin and dmin be defined as in (1.4). Then

3

w
(0} (Uy k) _1d2k_2e_sz(K+ 1)_2 — ]_ (2.6)

r(U, k) = m = Ckﬂ'mino- min

where Cy. = H(Z(kk_)zz © IS a constant only depending on the component number k and {(k) =

max <<k (j — DIk — j)L.

Remark 2.2. Due to the o' term on the right hand side of {2.6), we have

lim r(v, k) = +o0, 2.7
o—0

which coincides with the result in the noiseless case.

We now consider the perturbation of r (s, n) for s at s = v. We expect that a small deviation
of v would increase the singular value 0" (v, k+1) and decrease o (v, k) due to the increase
of noise. Therefore a typical deviation in s at v results in smaller r (v, k). This motivates us



to estimate the variance and the component number by solving the following optimization
problem

w
g’ (u,l)
vw,kW: argmax r(v, k)= argmax ————. (2.8)
oW (u,l+1)
uel0,V],1<l<K uel0,V],1<l<K ’
oW w,h>T oW (u,h)>T

Here we assume the variance is constrained within [0, V]. The thresholding term T is in-
troduced to avoid undesired peak values in r (v, k) due to extremely small singular values
that are perturbations of the zero singular value. Such a case may occur when the size of
the data matrix K + 1 is much greater than the real component number k. We are ready
to present our algorithm for estimating the variance and component number based on the
Fourier data below.

Algorithm 1: SVR Estimation Algorithm (Fourier data)

Input: Fourierdata Y = (Y(w-x), -+, Y(w )T, candidate variance set {v; :’i X
thresholding term T (default 0), model order k (optional).
1 Form the matrix E(v;, K)o YW e CKFD*K+D for j =1 ... m;
2 if k is given then
3 | Perform SVD on E(v;, K)o YW to compute the o% (v;, k) and o%W (v;, k + 1);

Wi, N
4 | I=argmax,_;_,, UUM and k =k

W (v;,k+1)
5 else
6 | Perform SVD on E(v;, K)o Y™ to compute the ¢¥ (v;, 1) for [ =1,---,K;
a ) oW (v,
7 | I, k=argmaxj<j<m, FAUATINES)]

1<iI<K
s end

Output: variance v, model order k.

On the other hand, if only i.i.d samples X3, X»,- -+, X;; from the mixture model are given,
we can use the following algorithm instead.

Algorithm 2: SVR Estimation Algorithm (samples)

Input: samples X;, X»,---, Xj,, cutoff frequency Q, K, variance grid {l}l'};'i 1
thresholding term T (default 0), model order k (optional).
forq=-K,-K+1,---,Kdo

—

_ Q.
2 wq—q'l_(,
_1lyn wg X
3 Yq—anzle 7
4 end

5 Let 9, k be the outputs ofAlgorithmwith input (Y_g,--, Yi) L, tvit" ., T,k ;

i=1’
Output: variance D, model order k, Fourier data (wg, Y,),q=-K,---,K.

In the above algorithm, the thresholding term T can be set to satisfy |[W ., < T < o (v, k).

Practically, we can set T = 1

N

The consistency of the estimator (2.8) is given by the following theorem.



Theorem 2.3. Suppose that the ground truth v e [0, V], K > k. Let k™, vW be obtained from
(2.9). Then forany0< T <o (v, k),

lim k% =k, lim oW =u.
[IWlloo—0 [1W]loo—0

Note that with probability one, || W||,, — 0 as the sample size n — co. More precisely,

Proposition 2.1. For anye > 0, the following holds
-1 ¢ 1 —2€
P“mwmznzz )SMK+2mm)—§n . 2.9)

We can conclude that

Theorem 2.4. Suppose that the ground truthve [0,V], K = k. Let kW vW be obtained from
(2.8). Then for any0 < T < o (v, k), with probablilty one,

lim k" =k, lim v" =v.

n—oo n—oo
Remark 2.3. By Theorem|2.4, Algorithm|2 can yield the correct model order with high prob-
ability if the sample size is sufficiently large.

Now we illustrate the numerical performance of the Algorithm[I} We consider a mix-
ture model with three components. We set v = 0.450 and the three means are given by
(0.37,7,1.67). We set the noise level 0 = 10™°. We use 10 Fourier data to estimate the vari-
ance and component number. A fine grid of v is used to execute the algorithm. The result is
depicted in Figure[2.1] It is clearly shown that the SVR functional peaks at s = v = 0.455 and
k = 3. We note that non-grid-based methods such as gradient descent can also be applied
for estimating v.

‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘

.........

Figure 2.1: Left: The continuous Fourier data with ten sampled points. The variance is set
as v = 0.455 with 3 components whose means are (0.37,7,1.67). Right: The
singular value ratio of the Fourier data in the left. The ratio functional with three
components peaks at 0.455.



2.3 Estimation of Means and Weights

In this subsection, we assume that the variance of the mixture model is estimated and
aims to estimate the means and weights. To achieve this, we employ the Multiple Signal
Classification (MUSIC) algorithm [18,19,|35}37], which is widely utilized for line spectral
estimation. The implementation details of the MUSIC algorithm can be found in Appendix
6.6]

We first modulate the Fourier data by e’ where ¥ is the variance obtained from
Algorithm(1] Subsequently, we apply the MUSIC algorithm with the input data

(" Vw10, €™k Yy wi)
and component number k obtained by Algorithm to estimate the means.

To estimate the weight parameter 0 = (w;,7,, ,7x)" € R, we apply the conventional
least square estimator with convex constraints. Denote

VIK(:u; U) — e—vw%Ketuw_K,e—vw%K+l el,'uw_[(+1, . ’e—vwiemwK ,
- . - 5T - 5
Yy(w-x) Yi(u1; ) W(w-x)
Yi(w-x+1) (H2; V) W(w-x+1)
yi= n .K+1 oz Yk l.vtz Cwe .K+1 _ 2.10)
Ynlwk) | | Wk (pis V) | | W(wk)

Then equation can be rewritten in the matrix form
y=Z0+w. (2.11)
Therefore, if we denote
Z:= |yl 0) wilies0) - Wl ﬁ)], 2.12)
then the weights can be estimated by solving the following convex program:

minimize ly-20|, (2.13)

0=(m1, ;) TeRF

k
subject to nj=1,7;=20,j=1,---,k. (2.14)
j=1

The parameter estimation algorithm can therefore be summarized as below.

10



Algorithm 3: Parameter Estimation Algorithm of GMM
Input: samples X, -+, X, cutoff frequency Q, K, variance grid {v;}]" |, thresholding
term T (default 0), model order k (optional).
1 Let D, IAc, (wg, Yy) be the outputs of Algorithmwith all inputs above ;

2 Let (fi1,--+, f1;) be the outputs of MUSIC with inputs (e?%k Yok, ek Yx) and k;

T
slety=|Y.x Y g4 - YK] y L= [W?(l:h; D) WD) - Wil 17)];
a Let (fiy,---,73) be the outcome of the optimization problem || - li ;
Output: variance 9, number of component IAc, means (41, -, fi), weights (71, -+, ).

2.4 The Computation Resolution Limit for resolving the model
order

In this subsection, we reveal that there exists a fundamental limit to the resolvability of the
model order or the component number in the estimating of Gaussian mixture models due
to the finite sample size. This resolvability depends crucially on the separation distance of
the means of the Gaussian components and the sample size.

We recall the recent works [20-22] which are concerned with the line spectral estimation
problem of estimating a collection of point sources (or spectra) from their band-
limited Fourier data with the presence of noise and the related problems. It is shown that
to ensure an accurate estimation of the number of point sources with the presence of noise
in the data, the minimum separation distance of the point sources needs to be greater than
a certain threshold number, which is termed the computational resolution limit for the
number detection problem. Moreover, up to a universal constant, this limit is characterized
by the following formula

) (2.15)

1 1 2k-2
Q (SNR)
where Q is the frequency band, SNR is the signal-to-noise ratio, and k is the number of
point sources. Similar conclusions were also derived for the support estimation problem.
Back to the mixture model (2.1), assuming that the variance is known and that the cut-off
frequency is given by , then the means can be estimated from the following modulated

data , ,
(e““’*KY(w_K),--- ,e”“’KY(wK)).

This becomes exactly the line spectra estimation problem. Note that the SNR is given by
_v02
mine” 25 /W loo

due to the amplification of noise by the modulation. Equation (2.15) then implies that
to ensure an accurate estimation of the number of Gaussian components, the minimum
separation distance between the means should be greater than a certain threshold number,

11



which up to some universal constant is of the following form

1
cl=

Q

_1
w e%QZ 2k—2
L) (2.16)

TTmin

By choosing a proper cutoff frequency Q, we can minimize the threshold number (2.16).
A straightforward calculation suggests that when k = 2 the optimal Q is given by

2k-2
-

(2.17)

Qnum =

The associated threshold number for the minimum separation of the means now becomes

1
v [IW]leo)2%-2
o _ . 2.18

( 2k—2( Tlmin ) ) ( )

Note that in the model (2.1), W(-)’s are Gaussian random variables with variances of the or-
der @(ﬁ). The infinity norm || W, may not be bounded. However, with high probability,
we have

1
Wil = G(—).
W (\/ﬁ)

Therefore, we can conclude that, in the case where the variance is available, to ensure an
accurate estimation of the model order of the mixture model with high probability, it
is necessary that the minimum separation distance of the means should be greater than a
threshold number of the following form

ol/—2 LS (2.19)
Zk_Z(ﬂmjn\/ﬁ) . .

In the case when the variance is not available and needs to be estimated, the estimation
error may reduce the SNR for the line spectra estimation step, and hence the threshold
number of the minimum separation distance of the means should be greater than the one
given in (2.19). This will be evident from the numerical experiment in section[d] Neverthe-
less, formula provides a lower bound on this threshold number. Following [20-22],
we term this threshold number as the computational resolution limit for the model order
estimation problem for the mixture model (2.I). It is important to obtain a sharper lower
bound for this limit and we leave it for future work.

Finally, we note that in practice, the oracle cutoff frequency may not be available. We can
alternatively set the cutoff frequency by ensuring that the modulus of the Fourier data is
above the noise level. Suppose n samples are generated from the mixture, then the noise
level is of the order @’(ﬁ) by the central limit theorem. Therefore, we can determine the

cutoff frequency as the maximum Q satisfying

1
sup |Y(w)|<—,
We[Q,+00) vn

12



A binary search algorithm for choosing the cutoff frequency is given below:

Algorithm 4: Binary search of cutoff frequency

Input: samples Xj, Xy, -, X},, search time ¢, initial guess of cutoff frequency Qpax.
1 Initialize Qqin = 0;
2 fori=1,---,tdo

3 | Let Qg = 2nintOme gnd pf = G L) emiaXil;
i 1

4 if M < 7 then

5 ‘ Let Qmax = Omid;

6 else

7 ‘ Let Qmin = Qmid;

8 end

9 end

Output: cutoff frequency Qpax.

2.5 Computational Complexity

In this subsection, we analyze the computational complexity of Algorithm[1]

We use a fine grid of stepsize Av for identifying the variance parameter within the interval
[0, V]. Given 2K +1 Fourier data, a (K+1) x (K+1) Hankel matrix is constructed in Algorithm
for each v on the grid. For each Hankel matrix, the time complexity of computing all
its singular values is O(K®). For each variance candidate on the grid, the complexity of
computing the ratios is O(K). Finding the maximum of all ratios is of complexity O(%K).
Therefore, the computational complexity of the Algorithm(I]is

v, [O(K3) + O(K)] + O(KK) ~ O(KK?’) (2.20)
Av Av Av '

In practice, we only require K = k. Therefore, K = O(k), and the computational complexity
of the Algorithm1]is
|4
0 (— k3) :

Av

We note that the computation complexity can be further reduced by using certain adaptive
strategies to reduce the number of grid points for the variance search step.

3 Comparison with the EM Algorithm

In this section, we conduct several experiments to compare the efficiency of Algorithm 3]
and the EM algorithm (see Appendix[6.7). To compare the performance of the two algo-
rithms, we plot out the relative error of variance and the 1-Wasserstein distance error of
mixing distribution defined as

Wi(v,v) = f |Fy (1) — Fy()ld ¢

13



where v = Zle 76, is the estimated mixing distribution and F,, Fy denote the cumulative
distribution function (CDF) of discrete measures v,v. The average running time of each
trial is included to compare the computational cost.

In the first experiment, we consider the following 2-component Gaussian mixtures

1 1
X; ~ Ewwl,az) + EJV(,UZ,UZ) (3.1)

with g = —0.5,u3 = 0.5,02 = 1. For the EM algorithm, we randomly select two samples
as the initial guess of means and set 6 equal to the standard deviation of samples. The
algorithm terminates when the log-likelihood increases less than 1 x 10~° or it iterates for
1,000 times. For Algorithm 3} we assume that the model order k = 2 is known, and choose
the cutoff frequency by Algorithm[4with input ¢ = 8,7 = 8.0 and Q = 10.0. A gird from 0 to
2 with grid size 1 x 1072 isused and T, K, k is set to be 0,4, 2, respectively.

Accuracy of Variance Accuracy of Mixing Distribution Running Time

—£- Proposed —— Proposed >
-4- EM algorithm SUT -4~ EM Algorithm !
EM algorithm | 0307 - EM Algorith

: + i i
0
500 1000 1500 2000 25 3500 4000 4500 5000 500 1000 1500 2000 3500 4000 4500 5000

Numbe: ples Nun

Figure 3.1: Comparison with the EM algorithm when the model order is known. For each
sample size, we conducted 100 trials. The left plot shows the accuracy for vari-
ance estimation; The middle one shows the accuracy of the mixing distribution;
The right one shows the average running time of each trial.

For each sample size, 100 trials are conducted and the results are shown in Figure Our
algorithm performs better than the EM algorithm in accuracy in all cases. Furthermore, our
algorithm is significantly faster than the EM algorithm, especially for large sample sizes.
This is because the EM algorithm accesses all the samples at each iteration but ours only
uses them for computing the Fourier data Y, in the first step of Algorithm

We next consider the extreme case in the 2-component mixture model with overlapping
components. The samples are drawn from .4 (0, 1). The setting of Algorithm[3]is the same
as in the first experiment above except that the thresholding term is set as T = %. The
setup of the EM algorithm remains unchanged. 100 trials are conducted and we plot out
the results in Figure Although the model order is unknown to Algorithm [3|a prior, it

achieves more accurate results than the EM algorithm.
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Figure 3.2: Comparison with EM algorithm for overlapping components. For each sample
size, we conducted 100 trials. The left plot shows the accuracy for variance esti-
mation; The middle one shows the accuracy of the mean estimation; The right
one shows the average running time of each trial.

We also consider the case of a Gaussian mixture with 5 components and a unit variance.
We generate the samples with the mixing distribution v = 0.26_4 + 0.26_ + 0.2 + 0.202 +
0.264. For Algorithm[3} we set K = 5 and keep other inputs unchanged as in the first exper-
iment. For the EM algorithm, we set the termination criterion as either the log-likelihood
increment is less than 1 x 107% or the iteration reaches 5,000 times. The density function of
the model and numerical results are shown in Figure[3.3] Again, our algorithm has demon-
strated preferable performance in accuracy and running time, especially when the sample
size is large.
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Figure 3.3: Comparison with EM algorithm (5 components). For each sample size, we con-
duct 100 trials. The upper left plot shows the probability density function of the
distribution. The upper right one shows the accuracy for variance estimation;
The lower left one shows the accuracy of the mixing distribution estimation; The
lower right one shows the average running time of each trial.

Finally, we compare our algorithm with the EM algorithm in cases with a variety of sepa-
ration distances between the means. For this purpose, we consider the following 2-component
Gaussian mixture model . .

E,/V(—,u,l.O) + E,/V(,u,l.O), 3.2)
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where the separation distance between the means is 2. We compare Algorithm[3|and the
EM algorithm. We draw 5,000 samples for each u and perform 100 trials. For Algorithm
the cutoff frequency is computed by Algorithm 4 with input t =8,Q =10, K =2,T =0,
and the variance grid is set from 0 to 2 with grid size 1 x 1072. The EM algorithm termi-
nates if the log-likelihood function increases less than 1 x 107° or it iterates 1,000 times.
We use both one-component and two-component EM algorithms to estimate the parame-
ters. Note that the one-component EM degenerates to the maximum likelihood estimator
of Gaussian samples.
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Figure 3.4: Comparison with the EM algorithm for different separation distances. For each
different separation distance, we conducted 100 trials. The upper left plot shows
the accuracy of the variance estimation, the region that Algorithm 3]is less ac-
curate than the EM falls in the overlapping region in Figure The upper right
plot shows the accuracy of the mixing distribution; The lower left one shows the
average running time of each trial; The lower right one shows the average log-
likelihood of each estimated model.

We plot out the results in Figure[3.4] The numerical result shows that the error of the two-
component EM algorithm and ours is comparable when the two components are separated
by less than 0.8, and our algorithm has better performance when the separation distance
is larger than 1.4. This can be explained by the computational resolution limit for the com-
ponent number detection problem introduced in section[2.4] Due to the finite sample size,
there exists a phase transition region between successful and unsuccessful number detec-
tion trials when the separation distance between the two components is between 0.8 and
1.4. Specifically, when the separation distance is below 1.4, Algorithm[3|may return one or
two as the component number case by case. The incorrect component number results in a
larger estimation error for the variance.

We plot out the results of average log-likelihood in Table It is clear that the log-
likelihood from the one-component EM algorithm and two-component are extremely close
when two components are separated by less than 0.8, which is again a consequence of the
computation resolution limit. We also note that Algorithm3achieves log-likelihood values
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that are comparable to two-component EM’s, with even larger values when the separation
distance is greater than 1.6.

u 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
EM -7199.71  -7306.72 -7464.94 -7652.61 -7857.30 -8087.91 -8312.44 -8556.80 -8775.38
MLE -7200.21  -7307.24  -7465.81 -7654.25  -7860.24  -8094.34  -8325.74  -8583.22  -8822.19

Proposed -7202.46  -7309.52  -7468.70  -7655.97 -7860.30 -8089.28 -8311.45 -8554.25 -8772.35

Table 3.1: Average log-likelihood of different algorithms. The maximal log-likelihood is
highlighted in bold. When the separation distance is large i.e. u > 1.6, Algorithm
BJreturns higher likelihood. When < 1.6, the EM algorithm returns a higher like-
lihood.

We point out that Algorithm [3|requires no initial guess and even the model order. This
is different from the EM algorithm which requires both the model order and a good initial
guess. It is known that the EM algorithm is sensitive to the initial guess, as a suboptimal
initial guess can lead to the likelihood function being trapped in local minima, resulting in
inaccurate estimations. In addition, our algorithm only uses the samples at the first step
in computing the Fourier data. In contrast, the EM algorithm processes all the samples in
each iteration. As a result, our algorithm has lower computational complexity.

4 Phase Transition in the model order estimation
problem

In this section, we consider the model selection problem in the Gaussian mixture model
(1.2). We demonstrate that there exists a phase transition phenomenon in the model or-
der estimation problem which depends crucially on the minimum separation distance be-
tween the means and the sample size.

4.1 Phase transition

In this subsection, we illustrate the phase transition in the estimation of the model order
i.e. the number of Gaussian components in the mixture models.
To avoid taking huge sizes of samples, we use the following Fourier data

k
Yo (p) =€ 'Y mieti® + Ww,), -K<q<K,
i=1

where W(w,) is generated randomly from the distribution .4/ (0, 02) + 1.4 (0,02). Here o is

regarded as the noise level that is related to the sample number by o = @’(ﬁ). We conduct

numerical experiments using Algorithm We consider k components of weight 7; = %

with a unit variance. In Algorithm(1} we set the size of the Hankel matrix to be (k+1) x (k+1)
and the cutoff frequency Q using (2.17).

17



Variance: 1.0; Slope: 4 Variance: 1.0; Slope: 4

log(SNR)
1og(SNR)

00 05 10 15 20 25 30 00 05 10 15 20 25 30
log(SRF) log(SRF)

Variance: 1.0; Slope: 6 Variance: 1.0; Slope: 6

log(SNR)
log(SNR)

Figure 4.1: Phase transition in the model order estimating problem. 20,000 trials are con-
ducted for k = 2 in the upper two plots and k = 3 in the lower two plots. The
phase transition region is sharper if the true variance is provided (left two plots).
The slope of the phase transition line is approximately 2k.

Following , we define for each trial a super-resolution factor SRF = dm?nﬂ and the
signal-to-noise ratio SNR = % We take 20,000 uniform samples in the square region
[0,3] x [2,10] in the log(SRF) —log(SNR) plane. For each sample, we generate a trial with
the associated SRF and SNR. We apply Algorithm[I|to each trial to estimate its component
number. The results are shown in Figure[4.1] The successful trials are denoted by red points
and the failed ones are blue ones. In the left two plots, the variances are unknown, and in
the right two, the variance is known. We see clearly that there exists a phase transition
phenomenon in the estimation problem. This phase transition can be explained by the
computational resolution limit for the model order estimation problem introduced in the
section 2.4, Due to the limited number of i.i.d samples from the mixture model, or the
corruption of noise of the Fourier data, the minimum separation distance of the Gaussian
means needs to be greater than a threshold number to guarantee an accurate estimation
of the model order. We note that when the variance is given a prior, the transition region
is sharper, as is seen in the right two plots, where the successful trials and unsuccessful
ones are almost separated by a line of line of slope 2k. We also note that some scattered
outliers are away from the transition line. This is because the phase transition should be
interpreted in the probability sense, as is explained in section|2.4
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4.2 The model order estimation problem

In this subsection, we address the model order estimation problem from the perspective of
information criteria [1}2,/17]. We consider the mixture model with u = 0.5 and draw
i.i.d samples from it. The separation distance between the two means is 1. We assume
that the model order k = 2 is unknown and want to estimate all the parameters including
it. We set K = 2 for Algorithm 3} which implies that the model may be interpreted as one-
component or two-component mixtures. We shall compare its results with the one from
the two-component EM algorithm.

Since the model orders are not assumed to be known, it makes no sense to compare the
estimation accuracy of the parameters. Instead, we compare the log-likelihood of the esti-
mated model from different algorithms and evaluate the model by the information criteria
AIC and BIC. The formal AIC and BIC of a given model ./ is defined as

AIC 4 =2p-2Il4,
BIC.4 = pln(n) - 2[4,

where p is the number of the free parameters in the model .#, n is the number of the sam-
ples, and i1 .« 1s the maximized value of the log-likelihood function of the model .#. In our
setting, we replace {1, by the value of log-likelihood of the estimated model .#. We plot
out the difference of the log-likelihood (the higher the better) as well as each information
criterion (the lower the better) defined as

ALl =14, ~11 5, AAIC= AIC 4, — AIC ;, ABIC = BIC 4, — BIC ;

where ./, 4§\ are the models estimated by Algorithm and the EM algorithm. The nu-
merical results are shown in the upper left plot of Figure Algorithm [3] achieves better
likelihood, BIC, and AIC scores than the EM algorithm when the sample size is larger than
3,000.

Similarly, we compare the results obtained from the one-component, the two-component,
and the three-component EM algorithm. The results are shown in Figure The one-
component algorithm achieves better likelihood, AIC, and BIC scores, even though the
model order is not correct. We remark that this is a consequence of the computational
resolution limit for the model order estimation problem since the separation distance 1 is
below this limit. We also note that as the sample number increases, our algorithm can yield
the correct model order with high probability as is shown in Remark[2.2] However, criteria
based on likelihood and AIC or BIC cannot provide a guarantee for this.
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Figure 4.2: The upper left plot shows the difference in the log-likelihood, AIC, and BIC of
the 2-component EM algorithm with Algorithm 3] Algorithm [3|achieves bet-
ter likelihood in each sample size. The AIC and BIC scores of Algorithm 3| are
better when the sample size increases. The other three plots show the differ-
ence in log-likelihood, BIC, and AIC of the EM algorithm with different com-
ponent numbers, respectively. The blue bars represent the difference between
the two-component EM and the one-component one. The green bars represent
the differences between the three-component EM and the one-component one.
For each sample size, the one-component achieves the better scores though the
model order is incorrect.

5 Conclusion and Future Works

In this paper, we propose a novel method for estimating the parameters in one-dimensional
Gaussian mixture models with unified variance by taking advantage of the Hankel struc-
ture inherent in the Fourier data (the empirical characteristic function) obtained from i.i.d
samples of the mixture. The method can estimate the variance and the model order si-
multaneously without prior information. We have proved the consistency of the method
and demonstrated its efficiency in comparison with the EM algorithm. We further reveal
that there exists a fundamental limit to the resolvability of the model order with finite sam-
ple size. We characterized this limit by the computation resolution limit. We demonstrate
that there exists a phase transition phenomenon in the parameter estimation problem due
to this fundamental limit. Moreover, we show that our proposed method can resolve the
model order correctly with a sufficiently large sample size, which however is not the case
for classic model order selection methods such as AIC or BIC. In the future, we plan to ex-

20



tend this method to higher dimensions and also to the case with multiple variances.

6 Appendix
6.1 Proof of Theorem 2.1]

We first introduce two useful lemmas.

Lemma6.1. Let D be an m x n matrix, A = diag(my,---,7m,) be an n x n diagonal matrix. Let
l1<j1<j2<-+<jm=n,andDjj,..j, bethe m x m matrix consisting the jy, j2, -, jm-th
columns ofD. Then

m
det(DAD")= ¥ (det(Djjp-,)) [1 )
i=1

1=sj1<jo<<jm=n

Proof. Denote d; as the i-th column of D. Then

det(DAD") = det([dl,dz,--- du|Aldydy, - d,

)

T
:det([nldl’HZer“'rﬂn n er"'rdn] )
Using the Cauchy-Binet formula, we further obtain
T T
det(DAD") = y det([ajldjl,---,ajmdjm] () dj, | )

1sji<jo<-<jm=n

- ¥ det([dh, i, || ]T)ﬁ“ﬁ

I1=ji<ja<<jm=n i=1

=Y (det(dyp) T

1<j1<jp<<jm=n i=1

Foravector y = [y_x,y-k+1,--+» Yk | € C*K*1, denote

Y-k Y-k+1 = Yo
Hankel(y) = Y-k+1 Y-k+2 0 N1 € CEHDx(K+D)
yo J/l e yK‘

as the square Hankel matrix formed by y.

Lemma 6.2. Let K = k, thenrank (E(u) oY) = k+ 1 for u sufficiently close to but not equal to
v.
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Proof. Notice that E(u)oY = E(u—v) o H and denote
H(s) = E(s) o H = Hankel(a)
where

a= (aq)—[(squ, aq — e—Sa)i Z]’[ieLIJiwq.
i=1
We only need to prove that rank (H(s)) = k + 1 for s sufficiently small but not 0. Indeed, for
|s| < 1, we have

k

e Wo =1 swf, +0(5%).
It follows that
k
ag=Pq+0(), Pg=01- sa)g) Y mieti®, for —K<g=<K.
i=1
Let ﬁ = (ﬁq)_qusK. Then
det H(s) = det (Hankel(a)) = det (Hankel(f)) + G (s%). (6.1)

We shall prove that the determinant of H(s) has a nonzero first-order term. Observe that
for |Apl <« 1,
. et(pﬁAp)wq + eL(,ui—Ap)wq — 2plHivg
wf]e‘“l‘”‘7 = 5 +0(Ap).
(Au)

We can rewrite
Bg=Yq+0OAw), -K=g=<K

where
Yo = Zk: (ﬂ. (1 _ 2s )e‘uiwq + 7T L Hi—Apwg +n.;el(ﬂi+AlJ)wq .
CEUT el ey oy
By (6.1),
det H(s) = det (Hankel()) + @ (s%) = det (Hankel(y)) + G (s*) + G (Ap) 6.2)

where ¥ = (y4)-k<g=<k. Using the Vandermonde decomposition of the Hankel matrix, we
have

Hankel(y) = Dny (,ul» e rllk) Ay, sDay (I-tly e y,uk)T
where

Day(p1,-++ i) = [‘P(#l =AW, (1), (1 + A, -+, P — AW, d(ur), P (g + A,u)] e cKHDx3k

S 28 s
M, = dia {nle—tﬂ(ul—Au) ,nle_m‘“ (1 _ ),7‘[ e—LQ(y1+AlJ)_’ -,
pos = 198 (Ap? (A2 (A2
nke_‘Q(‘“_A“) S ,nke_‘Q”" (1 B 2s ) e QWA }e C3kx3k
(Aw? (Aw? (Aw)?
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Then Lemmal6.1]implies

det (Hankel(y)) = det (DAN (1,5 ) Mag s Dag (p, -+ ,,uk)T) (6.3)
k k D? +D?
=5 10 K I’_—Hn—.e—lﬂﬂi (6.4)
(Hl ’ )(Zl aw?

where

Dy = det{|p(un), @(p2), -+, blpts ~ M), p(u), -+ (i)

Di = det{|p(un), dlp2), -+, lpto), plpis + A, i) -

Using the formula for the determinant of the Vandermonde matrix, we have

=

Di,— — (_1)i+1 H etulh _ etujh)

(el,u]'h _ el(,ui—Ap)h)
1sj<l<k

~
Il
—

= (-1)'*! I1 etth e‘”fh) I1 (e‘“fh - e‘“ih) ihe™ " Au+0 (AP
1=j<i<k j#1

~
~

and
Di,+ — (_1)i+1 H (emlh _ eL,ujh) l—[ (et,ujh _ et,u,-h) ihe‘”ihA,u+@’((A,u)2).
1=j<l<k J#i

Substituting the above two formulas into (6.4), we further obtain

det H(s) = det (Hankel(y)) + G (s*) + G (Ap)

2
k k
— S(Hﬂje_m“i) (Z znie—tﬂuieLZuith ( 1‘[ (etulh _ et,ujh) 1‘[ (etpjh _ elﬂih)) )

i=1 i=1 1sj<l<k J#i
+O(sAW) +O(s*) + O (A)
k 20k 2
:S-2h2 H”i)( l‘[ (etplh_etujh)) (Znie—tﬂpjezwih(n(etpjh_emih)) )
i=1 1sj<i<k i=1 J#i
+O(sAW) +O(s*) + O (Ap)
k 20k 2
=s5-2h? Hﬂi)( I1 (e‘”’h—e"“‘fh)) (Z Hie"”"'h(l_[ (e‘(“f_“f)h—l)) )
i=1 1sj<is<k i=1 J#i
+O(sAW) +O(s*) + O (Ap).

Let Au — 0, then for s sufficiently small, we have

k 2k 2
det H(s) :S-th(Hni)( I (e‘“’h—e‘“fh]) (Z nie‘”"h(n(e‘(”f_“")h—l) +0(s%).
j i=1

i=1 1sj<l<k J#i

Since [T <j<i<k (et h e‘”fh) # 0, and by assumption we can conclude that det H(s) has
the nonzero first order term. Therefore H(s) is of full rank for s sufficiently small but not
0. O
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Proof of Theorem By the previous lemma, for K = k we have rank(H(s)) = k + 1 for
s sufficiently close to but not equal to 0. On the other hand, rank(H(0)) = k. Therefore,
o(s,k+1) =0ifand only if s = v for s in a small neighborhood of v. It follows that r (s, ) = co
if and only if s = v and [/ = k for s in a small neighborhood of 0. This proves Theorem 2.1
for the case K = k.

We next consider the case when K > k. Note that H(s) has the following block matrix
form:

Hp1(s) =
H(s) =
* *
where
e o2 . .
e swa e Sw7K+k Z;C:ln'ielﬂlw*K Zi?:ln'ietﬂtwa+n
Hj1(s) = °
—sw? . S0P k MO Kk ... k oW K12k
e K+k e K+2k Zizlnle Zizlnle

By Lemmal6.2} rank(H(s)) = k+ 1 for s sufficiently close to but not equal to 0. Therefore
H(s) has rank at least k + 1, which completes the proof.

6.2 Proof of Proposition [2.7]
Proof. Recall that

n eLwX i
Yh(w) = Z
j=1
wX;
and note that —% <& L < % By Hoeffding’s inequality, for any € > 0,

p (lYn(w) —Y(w) =2 n—%—e) < 2exp (—%n_ze).

Therefore

P (“W”oo = n‘%—t?) < i P (|Yn(wq) ~Y(wg)l = n—%—e)
g=—K

<2(2K+ l)exp(—ln_ze)
< > :

6.3 Proof of Theorem

The following results are needed to complete the proof.

Proposition 6.1. (Wely’s Theorem [38]) Let M be a m x n matrix, and o (M) its l-th singu-
lar value. Let A € C™™*" be a perturbation to M. Then the following bound holds for the
perturbed singular values

lo1(M+A)—o;(M)| =|lA]l.
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Lemma6.3. Let A,B € C"™*" then

IAoBll < vn sup |A;llBI.
l<i=m
1<sj<n
Proof. Denote e; as the i-th standard basis of C”. For any vector v € C", we have v =
X" ,vie;. Then

n n n
lAoBvl =} vi(AeB)eil <) |vill(AoB)e;l < ) |vil sup |A;;llBe;l

i=1 i=1 i=1 1<j<n

<lvlly sup |A;lIBI < vnlvlz sup |A;lIBI.

l<ism l<i=m
l<j=<n 1<j=n

Proposition 6.2. (Theorem 1in [10]). Let x; # xj fori # j. Let

X1 X2 ces Xk

be a Vandermonde matrix. Then

1+ |x;]

k
WV o< max  []

(6.5)
1=jsk;_q jzj 1 Xi = xjl

Lemma6.4. Let s> k— 1, denote

Vio1(k) = [(pk_l(etﬂl),(pk_l(etﬂq,,,, ’(Pk—l(eluk)] e ckxk
V(k) = [([)S(ellvll)’(ps(eWZ),... ’(ps(el/ik)] € C(s+1)><k
Then
G (V) 20 (Vi (k) 2 —
T Ve

The proof of the lemma can be found in Proposition 4.4 in [22].

6.4 Proof of Theorem 2.2

Proof. Denote o (v, D,o% (v, 1) as the I-th singular value of matrix H = E(v)o Y and E(v) o
YW = E(v)o Y + E(v) o W, respectively. Apply Wely’s Theorem (Proposition on the k th
and k + 1 th singular values, we have

oW (v, k) —o(v, k)| < |E(v) o W|],
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oW (v, k+1) -0 (v, k+1)| < [|E(v) o W]
Since the Hankel matrix H has rank at most k, it holds that o (v, k + 1) = 0. Therefore
% (v, k) oWk -E@oWI| _ ok
UW(v,k+1) [|E(v) o W] TIE@oW|
We now estimate o (v, k). Notice that H = DIID". Let ker(D") be the kernel space of D'

and ker® (DT) be its orthogonal complement. We have

o(v,k)=0.(DIID") = min |pOID x| = 0. (D0, (D") = 0. (D)o, (Mo (D). (6.7)
Xl2=
xekert (DY)
Recall that D = [ (1), Py (e'2), -+, P (e')]. Since K > k — 1, using Lemma|6.4] and
Proposition[6.2] we have

(6.6)

1 1
0«(D)=0+(Vg(k) Z20.(Vi_1(k) =
IV ol \/EHV;ll(k)noo
1 k L _ plHj
>— min [] e —eml
kls]Sklle;&l 2
Note that for p;, it € [~ 7, 77),
2h
|etHilt — eHif] = | — .
/4
It follows that
k tih tih k k k
|e,ul _e/“tj | h _ h _
I1 > (k! |/Ji—,uj|2(—)k 1H|Mi—#j|l_[|ﬂi—ﬂj|
i=1,i#] 2 T i=1,i#] T i<j i>j

>(— )k YG-ndl -t e— ja” —(hd;““)’“ LG =Dk = j).

min min

Therefore,
((k) hdmln k-1

ox«(D) =z —(—)
Vi 7w
where {(k) = max;<j<x(j — D!(k - j)!. Then by (6.7),
((k) hdmln k-1
cwk)zo.()|—(—)
f
k hd i _
> ﬂmin((k) ( mln)zk 2'
We next estimate || E(v) o W||. By Lemmal6.3]

IE@) oW <VK+1 sup |E;;)l-I[Wll<VK+1e||WF< (K+D?e% 0.

1<i,j<K+1
Substitute the above two inequalities into (6.6), we have
w 2
o (v, k) -1 hdmin 2k—2 —02p _3(C(k)
——————— =T7pin0 (——— e K+1):2 -1, 6.8
oW (o kg 1) - Tmin (— ) ( )P (6.8)
which completes the proof. O
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6.5 Proof of Theorem 2.3
Proof of Theorem[2.3]

Proof. Step 1: Consider the matrix
EwoYY =EwoY+EWwoW=H+Eu-v)oY+E)oW.

Since

IimE(u—-v)oY =0, lim E(uoW=0,
u—v Wlleo—0

using Wely’s theorem, for any T < o (v, k), there exists €; > 0 and 6; > 0 such that for [u—v| <
€1 and [|[W| s < &1, we have

cu,)<T, I=k+1,-,K+1

and
oV, )>T, 1=1,--- k.

Therefore, we only need to consider the first k singular value ratios in (2.8).
Step 2: Since

w w
oW(u,l o ) o (u,k
lltll}‘ll} w ( ] ) = l ’ I<k and thl_)nlv W(—k) = 400,
Wi 0 W 1+1) 014 IWiae0 @ Wk +1)

there exist €, > 0 and §, > 0 such that for |s — v| <€, and | W]l < 82, we have

a"(u, k) o"(u,l)

, I=1,--- k-1. 6.9
oW(u,k+1) > oW (u,l+1) (69

Step 3: For any € < min{e;, €»}, denote I, = (v —€,v +€). Let 63 = min{61,6,}. Then for
[Wileo <83 and u€ I, implies that
oW (u,l)

argmax——— =%k, ue€l,.. 6.10
lzgly...,k oW (u,l+1) ve (6.10)

Step 4: Since H(s) is at least rank k+ 1 for u € [0, V]\I, ¢, we have

o"wl)  owD

| = , 1=1,--- k.
IIWﬁgLO aWw,l+1) o, l+1)

On the other hand, notice that

lim o (k) +
—_—_—nm m
IWleo—0 oW (v, k+1)

Therefore there exists 4 > 0, such that for | W] o, < 84, we have

oW (v,k) . o (u,l
oW, k+1) oW(wul+1)’

ME[O,V]\IV'(.;, lzl,"’,k.
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It follows that

oW (v, k) > max o (u, D 6.11)
oW, k+1) " uelo,Vi\le oW (1, 1+ 1) '
l:ly...'k
Step 5: Let § = min{d3,d4}. Then for W], <&, (6.10) and (6.11) yield
oW, oW (u, k)
max —————— =—max————,
luel[o,vl]C oW(u,l+1) uel oW (uk+1)
i.e.
KW=k vWel,.

This completes the proof. O

6.6 The MUSIC algorithm

In this subsection, we introduce the MUSIC algorithm for the line spectral estimation prob-
lem.
Consider the signal of the following form

k
Y(wg) =) mie"®1+W(w,), -K=sqg<K. (6.12)
i=1

We first construct the Hankel matrix ¥ € CK+D*(K*1) a5 in (2.2), and perform the singular
value decomposition

Y = [U,U,ldiag(o1, -+ ,0k,0k+1,-+,Ok+1) [V1Val™,

where U,V € CKTD*k and U,, V, € CK+Dx(K+1-k) e next define

K — | plpo_g o1 1w T
¢ (W) =|e ,e 1. e . (6.13)

The MUSIC imaging function is then defined by computing the orthogonal projection of
¢k (y) onto the noise subspace represented by Uy, i.e.

I iz _ e
102055 (W2 1050 ()2
In practice, we can construct a grid for p and plot the discrete imaging of J(1). We choose

the k largest local maxima of the imaging as the estimation of y;’s. We summarize the
MUSIC algorithm as Algorithm[4]below.

J(p) =

(6.14)

Algorithm 5: MUSIC Algorithm

Input: Measurement: Y = (Y(w-g), -+, Y(w K))T, component number k
1 Form the matrix Y € CK+DxK+1),
2 Compute the SVD of Y = [U,U>]diag(o1, -+ ,0k,0k+1, " »Ok+1) [V1V2l™;

s Construct the imaging vector ¢X (i) = (et@-K, eto-k+1 ... gthwoyT,
_ Xl
4 Draw the graph of J(u) = TR

Output: the k-largest local maxima of J ().
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6.7 The EM Algorithm

In this subsection, we present the Expectation-Maximization(EM) algorithm for estimating
the parameters from samples drawn from the following distribution

Xi~(L—=m)AN (1,07 + 1N (2,0%), i=1,---,N.

The algorithm is provided as follows
Algorithm 6: The EM Algorithm

Input: Samples: Xi, Xp,---, Xy, initial guess: fr,ﬂl,ﬂz,&z
1 Expectation Step: compute the responsibilities:

g (Xi; flo, 62
O AL N N (6.15)
(1-71)g(X;; f11,0°) + g (X;; fl2,6°)

_ (-
where g(x;u,02) = \/2;7e 202 is the density function of Gaussian distribution of

mean u and variance o2,
2 Maximization Step: compute the weighted means and variance:

fi = Zi\il (1 —?,)X, fip = Zi‘\ilffixi 62 = Zﬁ’\il(l _?i) (Xi _ﬂl)z +Z§i1 ?i (Xi _ﬂ2)2
-1 T Ih N
and the weights
> Fi
A=) —.
LN

Iterate steps 1) and 2) until convergence.
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