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#### Abstract

In this work, we investigate a reaction-diffusion system in which both species are influenced by self-diffusion. Due to Hopf's boundary lemma, we obtain the boundedness of the classical solution of the system. By considering a particular function, we provide a complete characterization of the parameter ranges such that coexisting solutions of the system do not exist under three boundary conditions. Then based on the maximum principle, a sufficient condition for the existence of constant coexisting solutions of the system under Neumann boundary conditions was derived.
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## 1 Introduction

In this work, we study the steady-state solutions of the following competing systems with crossdiffusions and self-diffusions,

$$
\begin{cases}\frac{\partial u}{\partial t}=\Delta\left[\left(d_{1}+a_{11} u+a_{12} v\right) u\right]+u\left(1-u-a_{1} v\right), & x \in \Omega, t>0  \tag{1.1}\\ \frac{\partial v}{\partial t}=\Delta\left[\left(d_{2}+a_{21} u+a_{22} v\right) v\right]+v\left(1-a_{2} u-v\right), & x \in \Omega, t>0 \\ \alpha_{1} u+\beta_{1} \frac{\partial u}{\partial \nu}=\alpha_{2} v+\beta_{2} \frac{\partial v}{\partial \nu}=0, & x \in \partial \Omega, t>0 \\ u(x, 0)=u_{0}(x) \geq 0, v(x, 0)=v_{0}(x) \geq 0, & x \in \Omega\end{cases}
$$

where $\Omega \subset \mathbb{R}^{n}(n \geq 1)$ is a bounded domain with smooth boundary, and satisfies the interior ball condition at any $x \in \partial \Omega . u$ and $v$ are the densities of two competing species, $\alpha_{i}, \beta_{i}$ and

[^0]$a_{i j}(i, j=1,2)$ are nonnegative constants, $\alpha_{i}$ and $\beta_{i}(i=1,2)$ cannot be zero at same time, $a_{i}$ and $d_{i}(i=1,2)$ are all positive constants, $a_{11}$ and $a_{22}$ stand for the self-diffusion pressures, while $a_{12}$ and $a_{21}$ are the cross-diffusion pressures, $a_{1}, a_{2}$ describe the inter-specific competitions, and $d_{1}, d_{2}$ are their diffusion rates [19].

In order to analyze and describe the above reaction-diffusion model, it is necessary to clarify the boundary conditions of the region. When $\alpha_{i}=0(i=1,2)$, we have $\frac{\partial u}{\partial \nu}=\frac{\partial v}{\partial \nu}=0$, which is called Neumann boundary condition. At this point, individuals who reach the boundary will be reflected back into the region without leaving, meaning that the species is in an isolated environment. When $\beta_{i}=0(i=1,2)$, we have $u=v=0$. These indicate that individuals who encounter the boundary cross it immediately and thereby maintain the density on the boundary at zero [1]. This means that the boundary $\partial \Omega$ can effectively absorb all individuals encountering it. Therefore, this boundary is called absorbed, also known as Dirichlet boundary condition. In population dynamics, the Dirichlet boundary condition can sometimes be considered a lethal boundary, because it can be interpreted as meaning that all individuals who encounter $\partial \Omega$ die. When $\alpha_{i}, \beta_{i}>0(i=1,2)$, it is called Robin boundary condition in the mathematical literature.

The system (1.1) was first introduced by Shigesada, Kawasaki and Teramoto in 1979 [14], when they took a nonlinear dispersive force and an environmental potential function into consideration. Since the introduction of the SKT model, numerous experts and scholars have conducted extensive and in-depth research on it. These results mainly include the existence, boundedness and global convergence of classical solutions, the local and global existence of weak solutions, the existence, nonexistence and stability of steady-state solutions, the existence of traveling wave solutions, and so on.

In fact, the study of standard SKT models is quite difficult. More experts and scholars are turning to the study of certain special forms of SKT models. [6, 3, 15, 11] investigated the existence and boundedness of smooth solutions for SKT model without considering self-diffusion effects. Among them, when the spatial dimension is 1 and $d_{1}=d_{2}$, 6] proved the global existence of smooth solutions. Under the same conditions, 15] obtained the uniform boundedness and convergence of smooth solutions. In 2015, Lou and Winkler [11] used the comparison principle and Sobolev regularity theory to obtain the global existence and uniform boundedness of smooth solutions on bounded convex domain when the spatial dimension is less than 3 and $d_{1}=d_{2}$. Taking self-diffusion into consideration, 4] proved the global existence of the unique smooth solution in any spatial dimension; and [7] obtained the global existence of the unique classical solution by using Sobolev embedding theory under the condition of $d_{1}=d_{2}$.

For research on steady-state solutions, one can refer to [12, 5, 8, 9, 10]. By bifurcations and singular perturbation methods, [12] proved the existence of nonconstant positive steady-state solutions for systems on intervals. In 1996, Lou and Ni [8] used the maximum principle and

Lyapunov functional theory to prove that in the weak competition case, if self-diffusion and/or cross-diffusion are relatively weaker than diffusion, then there is still no nonconstant steadystate solution. At the same time, they proved that in the weak competition case, with one of the cross-diffusion pressures arbitrarily given but fixed, it is expect to find non-constant steadystate solutions if the other cross-diffusion pressure is large enough [8]. Without considering the influence of self-diffusion, [9] obtained a sufficient condition such that the SKT model has no nonconstant steady-state solutions. When $a_{21}=a_{22}=0$, Lou et al. [10] provided the parameters ranges such that the system has no nonconstant positive solutions for $a_{11}=0$ and $a_{11} \neq 0$, respectively.

It is obvious to see that the above studies were conducted under Neumann boundary conditions, which is also the most extensively studied scenario. In addition, some scholars have also studied the SKT model under Dirichlet boundary conditions, which can be found in [2, 13, 16, 18 ] and references therein. The sufficient conditions for the existence of positive steady-state solutions of the system under Dirichlet boundary conditions are given in [13] using the fixed point theory in the case of fixed or sufficiently large cross-diffusion coefficients, respectively. The existence of steady-state solutions for a one-dimensional system was studied using the singular perturbation method [16].

In this work, we consider the following model, which indicates that there are self-diffusions in both competing species and there is no cross-diffusion in either,

$$
\begin{cases}\Delta\left[\left(d_{1}+a_{11} u\right) u\right]+u\left(1-u-a_{1} v\right)=0, & x \in \Omega  \tag{1.2}\\ \Delta\left[\left(d_{2}+a_{22} v\right) v\right]+v\left(1-a_{2} u-v\right)=0, & x \in \Omega \\ \alpha_{1} u+\beta_{1} \frac{\partial u}{\partial \nu}=\alpha_{2} v+\beta_{2} \frac{\partial v}{\partial \nu}=0, & x \in \partial \Omega\end{cases}
$$

We aim to obtain sufficient conditions such that the system (1.2) has no coexisting solutions under three different boundary conditions, and establish the parameter ranges for the existence of constant coexisting solutions under Neumann boundary conditions. Considering that $u$ and $v$ represent species densities, we focus on the nonnegative classical solution $(u, v)$ of (1.2), which means that $(u, v) \in\left(C^{1}(\bar{\Omega}) \cap C^{2}(\Omega)\right)^{2}, u, v \geq 0$ in $\bar{\Omega}$, and satisfies (1.2) in the pointwise sense.

The remainder of this work is organized as follows. Section 2 gives some basic preliminaries which implies the strict positivity of the nontrivial solutions of system (1.2). In section 3, based on the boundedness of solutions, we obtain two different parameter ranges for nonexistence of coexisting solutions under three boundary conditions. In section 4, we establish the sufficient conditions for the existence of constant coexisting solutions under Neumann boundary conditions.

## 2 Preliminaries

First of all, we can obtain the positivity of $u$ and $v$ in $\Omega$, which is crucial in subsequent section.
Proposition 2.1. Let $(u, v)$ be a nonnegative classical solution of (1.2). Then if $u \not \equiv 0$, we have $u>0$ in $\Omega$, and if $v \not \equiv 0$, we have $v>0$ in $\Omega$.

Proof. We only prove $u>0$ in $\Omega$ whenever $u \not \equiv 0$, since the positivity of $v$ in $\Omega$ can be proved in a similar way. Otherwise, there is $x_{0} \in \Omega$ such that $u\left(x_{0}\right)=\min _{x \in \bar{\Omega}} u(x)=0$.

It follows from the first equation of (1.2) that

$$
\left(d_{1}+2 a_{11} u\right) \Delta u+2 a_{11}|\nabla u|^{2}+u\left(1-u-a_{1} v\right)=0 .
$$

Let

$$
L u=-\left(d_{1}+2 a_{11} u\right) \Delta u-2 a_{11}|\nabla u|^{2}+c u \quad \text { with } \quad c=u+a_{1} v .
$$

Then

$$
c \geq 0 \text { and } L u=u \geq 0 \text { in } \Omega .
$$

So, an application of the strong maximum principle shows that $u$ is constant in $\Omega$, and thus $u=0$, a contradiction to $u \not \equiv 0$. This completes the proof.

Remark 2.1. In the case of Neumann or Robin boundary conditions, we can get further that $u, v>0$ in $\bar{\Omega}$ by Hopf's boundary lemma. In fact, for example, considering the case of Robin boundary conditions, suppose that there is $x_{0} \in \bar{\Omega}$ such that $u\left(x_{0}\right)=\min _{x \in \bar{\Omega}} u(x)=0$. If $x_{0} \in \Omega$, we can directly derive a contradiction by Proposition 2.1. If $x_{0} \in \partial \Omega$, then $u\left(x_{0}\right)<u(x)$ for all $x \in \Omega$. Since $L u \geq 0$ in $\Omega$ and $\Omega$ satisfies the interior ball condition at $x_{0} \in \partial \Omega$, it follows from Hopf's boundary lemma that $\frac{\partial u}{\partial \nu}\left(x_{0}\right)<0$. Hence

$$
\alpha_{1} u\left(x_{0}\right)+\beta_{1} \frac{\partial u}{\partial \nu}\left(x_{0}\right)<0,
$$

a condiction. Therefore, $u>0$ in $\bar{\Omega}$.

## 3 Nonexistence of coexisting steady-state solutions

In this section, we will discuss the nonexistence of coexisting solutions for system (1.2) under three different boundary conditions.

### 3.1 Neumann boundary condition

In this subsection, assume that $\alpha_{1}=\alpha_{2}=0$, that is, we consider the following system,

$$
\begin{cases}\Delta\left[\left(d_{1}+a_{11} u\right) u\right]+u\left(1-u-a_{1} v\right)=0, & x \in \Omega  \tag{3.1}\\ \Delta\left[\left(d_{2}+a_{22} v\right) v\right]+v\left(1-a_{2} u-v\right)=0, & x \in \Omega \\ \frac{\partial u}{\partial \nu}=\frac{\partial v}{\partial \nu}=0, & x \in \partial \Omega\end{cases}
$$

Firstly, we give the following lemma, which indicates that $u$ and $v$ are both bounded.
Lemma 3.1. Suppose that $(u, v)$ is a nonnegative classical solution of (3.1). If $u \not \equiv 0$, then $u \leq 1$ in $\bar{\Omega}$. Similarly, if $v \not \equiv 0$, then $v \leq 1$ in $\bar{\Omega}$.

Proof. We only prove the boundedness of $u$, while the boundedness of $v$ can be similarly obtained, leaving it for interested readers. Rewrite the first equation of the system (3.1) as follows

$$
\begin{cases}\left(d_{1}+2 a_{11} u\right) \Delta u+2 a_{11}|\nabla u|^{2}+u\left(1-u-a_{1} v\right)=0, & x \in \Omega  \tag{3.2}\\ \frac{\partial u}{\partial \nu}=0, & x \in \partial \Omega\end{cases}
$$

Let $f(x)=u(x)\left(1-u(x)-a_{1} v(x)\right), x \in \Omega$. Due to Proposition 2.2 in [8], there exist $x_{1}, x_{2} \in \bar{\Omega}$ such that

$$
u\left(x_{1}\right)=\max _{x \in \bar{\Omega}} u(x) \triangleq M, \quad u\left(x_{2}\right)=\min _{x \in \bar{\Omega}} u(x) \triangleq m
$$

and

$$
f\left(x_{1}\right) \geq 0, \quad f\left(x_{2}\right) \leq 0,
$$

that is

$$
M\left(1-M-a_{1} v\left(x_{1}\right)\right) \geq 0, \quad m\left(1-m-a_{1} v\left(x_{2}\right)\right) \leq 0 .
$$

Then we have

$$
1-a_{1} v\left(x_{2}\right) \leq m \leq u(x) \leq M \leq 1-a_{1} v\left(x_{1}\right) \text { for all } x \in \bar{\Omega}
$$

Combining this with the nonnegativity of $v$, we obtain $u \leq 1$ in $\bar{\Omega}$.
Theorem 3.1. Suppose that $(u, v)$ is a nonnegative classical solution of (3.1). If

$$
\text { (i) } a_{1}>1>a_{2}, d_{1}>d_{2} \text { and } d_{1} \geq d_{2}+2 a_{22}
$$

or

$$
\text { (ii) } a_{1}<1<a_{2}, d_{1}<d_{2} \text { and } d_{2} \geq d_{1}+2 a_{11}
$$

then system (3.1) has no coexisting solutions, that is, at least one species is extinct.

Proof. (i) We argue by contradiction. Suppose that $u \not \equiv 0$ and $v \not \equiv 0$. It follows from Proposition 2.1 that $u, v>0$ in $\Omega$, which allows us to rewrite system (3.1) as follows,

$$
\begin{cases}\frac{\Delta\left[\left(d_{1}+a_{11} u\right) u\right]}{u}=-1+u+a_{1} v, & x \in \Omega,  \tag{3.3}\\ \frac{\Delta\left[\left(d_{2}+a_{22} v\right) v\right]}{v}=-1+a_{2} u+v, & x \in \Omega, \\ \frac{\partial u}{\partial \nu}=\frac{\partial v}{\partial \nu}=0, & x \in \partial \Omega .\end{cases}
$$

Let

$$
\begin{equation*}
w_{1}=d_{1}+a_{11} u \text { and } w_{2}=d_{2}+a_{22} v \tag{3.4}
\end{equation*}
$$

Since $a_{1}>1>a_{2}$, we can obtain that $\frac{\Delta\left(w_{1} u\right)}{u}>\frac{\Delta\left(w_{2} v\right)}{v}$, that is,

$$
\begin{equation*}
\frac{u \Delta w_{1}+2 \nabla u \cdot \nabla w_{1}+w_{1} \Delta u}{u}>\frac{v \Delta w_{2}+2 \nabla v \cdot \nabla w_{2}+w_{2} \Delta v}{v} \text { in } \Omega . \tag{3.5}
\end{equation*}
$$

We procedure the following calculation based on the inequality above,

$$
\begin{aligned}
& \operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{u}{v}\right] \\
&=\left(u v \Delta w_{1}+v \nabla u \cdot \nabla w_{1}+u \nabla v \cdot \nabla w_{1}-u v \Delta w_{2}-v \nabla u \cdot \nabla w_{2}-u \nabla v \cdot \nabla w_{2}\right. \\
&\left.+v w_{1} \Delta u+v \nabla u \cdot \nabla w_{1}+w_{1} \nabla u \cdot \nabla v-u w_{2} \Delta v-u \nabla v \cdot \nabla w_{2}-w_{2} \nabla u \cdot \nabla v\right) \frac{u}{v} \\
&+\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \cdot\left(\frac{1}{v} \nabla u-\frac{u}{v^{2}} \nabla v\right) \\
&>\left(u \nabla v \cdot \nabla w_{1}-v \nabla u \cdot \nabla w_{2}+w_{1} \nabla u \cdot \nabla v-w_{2} \nabla u \cdot \nabla v\right) \frac{u}{v} \\
&+\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \cdot\left(\frac{1}{v} \nabla u-\frac{u}{v^{2}} \nabla v\right) \\
&=|\nabla u|^{2}\left(a_{11} u+w_{1}\right)+|\nabla v|^{2}\left(a_{22} v+w_{2}\right) \frac{u^{2}}{v^{2}} \\
&+\nabla u \cdot \nabla v\left[\left(a_{11} u+w_{1}\right) \frac{u}{v}+\left(-a_{22} v-w_{2}\right) \frac{u}{v}+\left(-a_{11} u-w_{1}-a_{22} v-w_{2}\right) \frac{u}{v}\right] \\
&=|\nabla u|^{2}\left(d_{1}+2 a_{11} u\right)+|\nabla v|^{2}\left(d_{2}+2 a_{22} v\right) \frac{u^{2}}{v^{2}}-2\left(d_{2}+2 a_{22} v\right) \frac{u}{v} \nabla u \cdot \nabla v \\
&=|\nabla u|^{2}\left(d_{1}+2 a_{11} u-d_{2}-2 a_{22} v\right)+\left(\sqrt{d_{2}+2 a_{22} v} \nabla u-\frac{u}{v} \sqrt{d_{2}+2 a_{22} v} \nabla v\right)^{2}
\end{aligned}
$$

Due to $d_{1}>d_{2}, d_{1} \geq d_{2}+2 a_{22}$ and Lemma 3.1, we have

$$
d_{1}+2 a_{11} u-d_{2}-2 a_{22} v \geq d_{1}+2 a_{11} u-d_{2}-2 a_{22} \geq 0 \quad \text { in } \Omega
$$

Thus,

$$
\begin{equation*}
\operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{u}{v}\right]>0 . \tag{3.6}
\end{equation*}
$$

On the other hand, we can see from Neumann boundary conditions that

$$
\begin{aligned}
& \int_{\Omega} \operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{u}{v}\right] \mathrm{d} x \\
= & \int_{\partial \Omega}\left(u v \frac{\partial w_{1}}{\partial \nu}-u v \frac{\partial w_{2}}{\partial \nu}+v w_{1} \frac{\partial u}{\partial \nu}-u w_{2} \frac{\partial v}{\partial \nu}\right) \frac{u}{v} \mathrm{~d} S \\
= & \int_{\partial \Omega}\left(a_{11} u v \frac{\partial u}{\partial \nu}-a_{22} u v \frac{\partial v}{\partial \nu}+v w_{1} \frac{\partial u}{\partial \nu}-u w_{2} \frac{\partial v}{\partial \nu}\right) \frac{u}{v} \mathrm{~d} S \\
= & 0,
\end{aligned}
$$

which is contradict to (3.6). Therefore, $u \equiv 0$ or $v \equiv 0$.
(ii) In this case, we can see that $\frac{\Delta\left(w_{1} u\right)}{u}<\frac{\Delta\left(w_{2} v\right)}{v}$ due to $a_{1}<1<a_{2}$, which can be expanded into the following form

$$
\begin{equation*}
\frac{u \Delta w_{1}+2 \nabla u \cdot \nabla w_{1}+w_{1} \Delta u}{u}<\frac{v \Delta w_{2}+2 \nabla v \cdot \nabla w_{2}+w_{2} \Delta v}{v} \text { in } \Omega, \tag{3.7}
\end{equation*}
$$

where $w_{1}, w_{2}$ are defined in (3.4). Similar to the calculations of (i), we consider the process as follows

$$
\begin{aligned}
& \operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{v}{u}\right] \\
< & \left(u \nabla v \cdot \nabla w_{1}-v \nabla u \cdot \nabla w_{2}+w_{1} \nabla u \cdot \nabla v-w_{2} \nabla u \cdot \nabla v\right) \frac{v}{u} \\
& +\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \cdot\left(-\frac{v}{u^{2}} \nabla u+\frac{1}{u} \nabla v\right) \\
= & |\nabla u|^{2}\left(-a_{11} u-w_{1}\right) \frac{v^{2}}{u^{2}}+|\nabla v|^{2}\left(-a_{22} v-w_{2}\right) \\
& +\nabla u \cdot \nabla v\left[\left(a_{11} u+w_{1}\right) \frac{v}{u}+\left(-a_{22} v-w_{2}\right) \frac{v}{u}+\left(a_{11} u+w_{1}+a_{22} v+w_{2}\right) \frac{v}{u}\right] \\
= & -|\nabla u|^{2}\left(d_{1}+2 a_{11} u\right) \frac{v^{2}}{u^{2}}-|\nabla v|^{2}\left(d_{2}+2 a_{22} v\right)+2\left(d_{1}+2 a_{11} u\right) \frac{v}{u} \nabla u \cdot \nabla v \\
= & |\nabla v|^{2}\left(-d_{2}-2 a_{22} v+d_{1}+2 a_{11} u\right)-\left(\frac{v}{u} \sqrt{d_{1}+2 a_{11} u} \nabla u-\sqrt{d_{1}+2 a_{11} u} \nabla v\right)^{2}
\end{aligned}
$$

Due to $d_{1}<d_{2}, d_{2} \geq d_{1}+2 a_{11}$ and Lemma 3.1, we have

$$
-d_{2}-2 a_{22} v+d_{1}+2 a_{11} u \leq-d_{2}-2 a_{22} v+d_{1}+2 a_{11} \leq 0 \quad \text { in } \Omega
$$

Thus

$$
\begin{equation*}
\operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{v}{u}\right]<0 \tag{3.8}
\end{equation*}
$$

Now, based on the boundary conditions, we can still obtain the following result

$$
\int_{\Omega} \operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{v}{u}\right] \mathrm{d} x=0
$$

which leads to a contradiction. This completes the proof.

### 3.2 Dirichlet boundary condition

In this subsection, we consider the case of $\beta_{1}=\beta_{2}=0$, which leads to the following system,

$$
\begin{cases}\Delta\left[\left(d_{1}+a_{11} u\right) u\right]+u\left(1-u-a_{1} v\right)=0, & x \in \Omega  \tag{3.9}\\ \Delta\left[\left(d_{2}+a_{22} v\right) v\right]+v\left(1-a_{2} u-v\right)=0, & x \in \Omega \\ u=v=0, & x \in \partial \Omega\end{cases}
$$

Now, we can also deduce that $u$ and $v$ are both bounded.
Lemma 3.2. Suppose that $(u, v)$ is a nonnegative classical solution of (3.9). If $u \not \equiv 0$, then $u \leq 1$ in $\bar{\Omega}$. Similar, if $v \not \equiv 0$, then $v \leq 1$ in $\bar{\Omega}$.

Proof. We only need to prove the boundedness of $v$. Proposition 2.1 implies that $v>0$ in $\Omega$ if $v \not \equiv 0$. The second equation of system (3.9) can be transformed into the following form,

$$
\begin{cases}\left(d_{2}+2 a_{22} v\right) \Delta v+2 a_{22}|\nabla v|^{2}+v\left(1-a_{2} u-v\right)=0, & x \in \Omega  \tag{3.10}\\ v=0, & x \in \partial \Omega\end{cases}
$$

Suppose on the contrary that there exists a point $x_{0}$ such that $v\left(x_{0}\right)=\max _{\bar{\Omega}} v(x)>1$. Obviously, $x_{0} \in \Omega$. So we have

$$
\Delta v\left(x_{0}\right) \leq 0, \nabla v\left(x_{0}\right)=0 \text { and } v\left(x_{0}\right)\left(1-a_{2} u\left(x_{0}\right)-v\left(x_{0}\right)\right) \geq 0
$$

Since $v>0$ in $\Omega$, we obtain that $1-a_{2} u\left(x_{0}\right)-v\left(x_{0}\right) \geq 0$, that is, $1 \geq a_{2} u\left(x_{0}\right)+v\left(x_{0}\right)$, a contradiction.

Theorem 3.2. Suppose that $(u, v)$ is a nonnegative classical solution of (3.9). If

$$
\text { (i) } a_{1}>1>a_{2}, d_{1}>d_{2} \text { and } d_{1} \geq d_{2}+2 a_{22}
$$

or

$$
\text { (ii) } a_{1}<1<a_{2}, d_{1}<d_{2} \text { and } d_{2} \geq d_{1}+2 a_{11}
$$

then system (3.9) has no coexisting solutions.
Proof. (i) According to the proof of Theorem 3.17(i), the following inequality still holds

$$
\operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{u}{v}\right]>0
$$

where $w_{1}=d_{1}+a_{11} u$ and $w_{2}=d_{2}+a_{22} v$.

Now, we consider the following integral

$$
\begin{aligned}
& \int_{\Omega} \operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{u}{v}\right] \mathrm{d} x \\
= & \int_{\partial \Omega}\left(u v \frac{\partial w_{1}}{\partial \nu}-u v \frac{\partial w_{2}}{\partial \nu}+v w_{1} \frac{\partial u}{\partial \nu}-u w_{2} \frac{\partial v}{\partial \nu}\right) \frac{u}{v} \mathrm{~d} S \\
= & \int_{\partial \Omega}\left(a_{11} u v \frac{\partial u}{\partial \nu}-a_{22} u v \frac{\partial v}{\partial \nu}+v w_{1} \frac{\partial u}{\partial \nu}-u w_{2} \frac{\partial v}{\partial \nu}\right) \frac{u}{v} \mathrm{~d} S \\
= & \int_{\partial \Omega}\left(a_{11} u^{2} \frac{\partial u}{\partial \nu}-a_{22} u^{2} \frac{\partial v}{\partial \nu}+u w_{1} \frac{\partial u}{\partial \nu}-\left(d_{2} \frac{u^{2}}{v}+a_{22} u^{2}\right) \frac{\partial v}{\partial \nu}\right) \mathrm{d} S .
\end{aligned}
$$

It is easy to see that the function $\frac{u^{2}}{v}$ in the last term of the integrand doesn't make sense on $\partial \Omega$. So in such a case we cannot make calculations directly. Let

$$
\Omega_{\varepsilon}=\{x \in \Omega \mid \operatorname{dist}(x, \partial \Omega)>\varepsilon\} \text { for any small } \varepsilon>0
$$

Since $(u, v) \in\left(C^{1}(\bar{\Omega}) \cap C^{2}(\Omega)\right)^{2}$, we observe that

$$
\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{u}{v} \in C^{1}\left(\overline{\Omega_{\varepsilon}}\right) .
$$

Then divergence theorem implies that

$$
\begin{aligned}
& \int_{\Omega} \operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{u}{v}\right] \mathrm{d} x \\
= & \lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}} \operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{u}{v}\right] \mathrm{d} x \\
= & \lim _{\varepsilon \rightarrow 0} \int_{\partial \Omega_{\varepsilon}}\left(a_{11} u^{2} \frac{\partial u}{\partial \nu}-a_{22} u^{2} \frac{\partial v}{\partial \nu}+u w_{1} \frac{\partial u}{\partial \nu}-\left(d_{2} \frac{u^{2}}{v}+a_{22} u^{2}\right) \frac{\partial v}{\partial \nu}\right) \mathrm{d} S .
\end{aligned}
$$

Let

$$
\begin{aligned}
& I_{1}(\varepsilon)=\int_{\partial \Omega_{\varepsilon}}\left(a_{11} u^{2} \frac{\partial u}{\partial \nu}-a_{22} u^{2} \frac{\partial v}{\partial \nu}+u w_{1} \frac{\partial u}{\partial \nu}-a_{22} u^{2} \frac{\partial v}{\partial \nu}\right) \mathrm{d} S \\
& I_{2}(\varepsilon)=\int_{\partial \Omega_{\varepsilon}} d_{2} \frac{u^{2}}{v} \frac{\partial v}{\partial \nu} \mathrm{~d} S .
\end{aligned}
$$

Obviously, $I_{1}(\varepsilon)$ approaches zero as $\varepsilon \rightarrow 0$ in terms of Dirichlet boundary conditions. In order to deal with the term $I_{2}(\varepsilon)$, we write

$$
V=\left\{\varphi(x) \in C^{1}(\bar{\Omega})|\varphi(x)>0, x \in \Omega ; \varphi|_{\partial \Omega}=0 ;\left.\frac{\partial \varphi}{\partial \nu}\right|_{\partial \Omega}<0\right\} .
$$

By Hopf's Lemma, we have $\frac{\partial u\left(x_{0}\right)}{\partial \nu}<0$ and $\frac{\partial v\left(x_{0}\right)}{\partial \nu}<0$ for any $x_{0} \in \partial \Omega$, and thus $u \in V$ and $v \in V$. We now define

$$
g(x):= \begin{cases}\frac{u(x)}{v(x)}, & x \in \Omega \\ \frac{\partial u(x)}{\partial \nu} / \frac{\partial v(x)}{\partial \nu}, & x \in \partial \Omega\end{cases}
$$

Then Lemma 2.4 in [17] shows that $g(x) \in C(\bar{\Omega},(0,+\infty))$. Therefore, we conclude that $I_{2}(\varepsilon)$ also approaches zero as $\varepsilon \rightarrow 0$. Consequently,

$$
\begin{equation*}
\int_{\Omega} \operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{u}{v}\right] \mathrm{d} x=0 \tag{3.11}
\end{equation*}
$$

thanks to Lebesgue dominated convergence theorem and Dirichlet boundary conditions, a contradiction.
(ii) On one hand, it is obvious to see from Theorem 3.1-(ii) that

$$
\begin{equation*}
\operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{v}{u}\right]<0 \tag{3.12}
\end{equation*}
$$

due to $d_{1}<d_{2}, d_{2} \geq d_{1}+2 a_{11}$ and Lemma 3.2.
On the other hand, it follows from the analysis above that the following equality still holds

$$
\begin{equation*}
\int_{\Omega} \operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{v}{u}\right] \mathrm{d} x=0 . \tag{3.13}
\end{equation*}
$$

Therefore, a contradiction can also be obtained, and the conclusion is valid.

### 3.3 Robin boundary condition

In this subsection, we consider the following system

$$
\begin{cases}\Delta\left[\left(d_{1}+a_{11} u\right) u\right]+u\left(1-u-a_{1} v\right)=0, & x \in \Omega  \tag{3.14}\\ \Delta\left[\left(d_{2}+a_{22} v\right) v\right]+v\left(1-a_{2} u-v\right)=0, & x \in \Omega \\ \alpha_{1} u+\beta_{1} \frac{\partial u}{\partial \nu}=\alpha_{2} v+\beta_{2} \frac{\partial v}{\partial \nu}=0, & x \in \partial \Omega\end{cases}
$$

where $\alpha_{i}>0, \beta_{i}>0, i=1,2$.
Lemma 3.3. Suppose that $(u, v)$ is a nonnegative classical solution of (3.14). If $u \not \equiv 0$, then $u \leq 1$ in $\bar{\Omega}$. Similar, if $v \not \equiv 0$, then $v \leq 1$ in $\bar{\Omega}$.

Proof. We only prove the previous statement. First, we can obtain that

$$
\begin{cases}\left(d_{1}+2 a_{11} u\right) \Delta u+2 a_{11}|\nabla u|^{2}+u\left(1-u-a_{1} v\right)=0, & x \in \Omega  \tag{3.15}\\ \alpha_{1} u+\beta_{1} \frac{\partial u}{\partial \nu}=0, & x \in \partial \Omega\end{cases}
$$

Suppose that there exists a point $x_{0} \in \bar{\Omega}$, such that $u\left(x_{0}\right)=\max _{x \in \bar{\Omega}} u(x)>1$.
(i) If $x_{0} \in \Omega$, we have $\Delta u\left(x_{0}\right) \leq 0, \nabla v\left(x_{0}\right)=0$ and $u\left(x_{0}\right)\left(1-u\left(x_{0}\right)-a_{1} v\left(x_{0}\right)\right) \geq 0$. Since $u>0$ in $\Omega$, we obtain that $1-u\left(x_{0}\right)-a_{1} v\left(x_{0}\right) \geq 0$, that is, $1 \geq u\left(x_{0}\right)+a_{1} v\left(x_{0}\right)$, a contradiction.
(ii) If $x_{0} \in \partial \Omega$, then $u\left(x_{0}\right)>u(x)$ for all $x \in \Omega$. Thus we can see that $\frac{\partial u}{\partial \nu}\left(x_{0}\right) \geq 0$. Since $u>0$ in $\bar{\Omega}$ by Remark [2.1, we have

$$
\alpha_{1} u\left(x_{0}\right)+\beta_{1} \frac{\partial u}{\partial \nu}\left(x_{0}\right)>0
$$

a contradiction.
Theorem 3.3. Suppose that $(u, v)$ is a nonnegative classical solution of (3.14). If

$$
\text { (i) } a_{1}>1>a_{2}, d_{1}>d_{2}, d_{1} \geq d_{2}+2 a_{22}, \alpha_{1} \geq \beta_{1} \text { and } \alpha_{2} \leq \beta_{2}
$$

or

$$
\text { (ii) } a_{1}<1<a_{2}, d_{1}<d_{2}, d_{2} \geq d_{1}+2 a_{11}, \alpha_{1} \leq \beta_{1} \text { and } \alpha_{2} \geq \beta_{2} \text {, }
$$

then system (3.14) has no coexisting solutions.
Proof. We only prove the first case. Now, we can still obtain

$$
\operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{u}{v}\right]>0
$$

where $w_{1}=d_{1}+a_{11} u$ and $w_{2}=d_{2}+a_{22} v$.
Notice that $\frac{\partial u}{\partial \nu}=-\frac{\alpha_{1}}{\beta_{1}} u, \frac{\partial v}{\partial \nu}=-\frac{\alpha_{2}}{\beta_{2}} v$ in $\partial \Omega$. We consider the following integral

$$
\begin{aligned}
& \int_{\Omega} \operatorname{div}\left[\left(u v \nabla w_{1}-u v \nabla w_{2}+v w_{1} \nabla u-u w_{2} \nabla v\right) \frac{u}{v}\right] \mathrm{d} x \\
= & \int_{\partial \Omega}\left(a_{11} u v \frac{\partial u}{\partial \nu}-a_{22} u v \frac{\partial v}{\partial \nu}+v w_{1} \frac{\partial u}{\partial \nu}-u w_{2} \frac{\partial v}{\partial \nu}\right) \frac{u}{v} \mathrm{~d} S \\
= & \int_{\partial \Omega}\left(-a_{11} \frac{\alpha_{1}}{\beta_{1}} u^{2} v+a_{22} \frac{\alpha_{2}}{\beta_{2}} u v^{2}-\frac{\alpha_{1}}{\beta_{1}} u v w_{1}+\frac{\alpha_{2}}{\beta_{2}} u v w_{2}\right) \frac{u}{v} \mathrm{~d} S \\
= & \int_{\partial \Omega}\left(-a_{11} \frac{\alpha_{1}}{\beta_{1}} u^{3}+a_{22} \frac{\alpha_{2}}{\beta_{2}} u^{2} v-\frac{\alpha_{1}}{\beta_{1}} u^{2} w_{1}+\frac{\alpha_{2}}{\beta_{2}} u^{2} w_{2}\right) \mathrm{d} S \\
= & \int_{\partial \Omega} u^{2}\left(-a_{11} \frac{\alpha_{1}}{\beta_{1}} u+a_{22} \frac{\alpha_{2}}{\beta_{2}} v-\frac{\alpha_{1}}{\beta_{1}}\left(d_{1}+a_{11} u\right)+\frac{\alpha_{2}}{\beta_{2}}\left(d_{2}+a_{22} v\right)\right) \mathrm{d} S \\
= & \int_{\partial \Omega} u^{2}\left(-2 a_{11} \frac{\alpha_{1}}{\beta_{1}} u+2 a_{22} \frac{\alpha_{2}}{\beta_{2}} v-d_{1} \frac{\alpha_{1}}{\beta_{1}}+d_{2} \frac{\alpha_{2}}{\beta_{2}}\right) \mathrm{d} S \\
\leq & \int_{\partial \Omega} u^{2}\left(-2 a_{11} \frac{\alpha_{1}}{\beta_{1}} u+2 a_{22} \frac{\alpha_{2}}{\beta_{2}}-d_{1} \frac{\alpha_{1}}{\beta_{1}}+d_{2} \frac{\alpha_{2}}{\beta_{2}}\right) \mathrm{d} S \\
\leq & \int_{\partial \Omega} u^{2}\left(-2 a_{11} \frac{\alpha_{1}}{\beta_{1}} u+2 a_{22}-d_{1}+d_{2}\right) \mathrm{d} S \\
\leq & 0
\end{aligned}
$$

due to $\alpha_{1} \geq \beta_{1}, \alpha_{2} \leq \beta_{2}$ and $d_{1} \geq d_{2}+2 a_{22}$, a contradiction.

## 4 Existence of coexisting solutions

In this section, we will investigate the existence of coexisting solutions for system (3.1).
Theorem 4.1. Let $a_{1}<1$ and $a_{2}<1$. Suppose that $(u, v)$ is a nonnegative classical solution of (3.1). If $u \not \equiv 0$ and $v \not \equiv 0$, then

$$
\begin{equation*}
u \equiv \frac{1-a_{1}}{1-a_{1} a_{2}} \quad \text { and } \quad v \equiv \frac{1-a_{2}}{1-a_{1} a_{2}} . \tag{4.1}
\end{equation*}
$$

Proof. By Lemma 3.1, there exist $x_{1}, x_{2} \in \bar{\Omega}$ such that

$$
u\left(x_{1}\right)=\max _{x \in \bar{\Omega}} u(x) \triangleq M, \quad u\left(x_{2}\right)=\min _{x \in \bar{\Omega}} u(x) \triangleq m
$$

and

$$
\begin{equation*}
1-a_{1} v\left(x_{2}\right) \leq m \leq u(x) \leq M \leq 1-a_{1} v\left(x_{1}\right) \text { for all } x \in \bar{\Omega} \tag{4.2}
\end{equation*}
$$

Similarly, there exist $x_{3}, x_{4} \in \bar{\Omega}$ such that

$$
v\left(x_{3}\right)=\max _{x \in \bar{\Omega}} v(x) \triangleq M^{\prime}, \quad v\left(x_{4}\right)=\min _{x \in \bar{\Omega}} v(x) \triangleq m^{\prime}
$$

and

$$
\begin{equation*}
1-a_{2} u\left(x_{4}\right) \leq m^{\prime} \leq v(x) \leq M^{\prime} \leq 1-a_{2} u\left(x_{3}\right) \text { for all } x \in \bar{\Omega} . \tag{4.3}
\end{equation*}
$$

We first prove $u \equiv \frac{1-a_{1}}{1-a_{1} a_{2}}$. Combining (4.2) with (4.3), we obtain

$$
\begin{equation*}
m \geq 1-a_{1} v\left(x_{2}\right) \geq 1-a_{1}\left(1-a_{2} u\left(x_{3}\right)\right) \geq 1-a_{1}+a_{1} a_{2} m \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
M \leq 1-a_{1} v\left(x_{1}\right) \leq 1-a_{1}\left(1-a_{2} u\left(x_{4}\right)\right) \leq 1-a_{1}+a_{1} a_{2} M \tag{4.5}
\end{equation*}
$$

Notice that since $a_{1}<1$ and $a_{2}<1$, we have

$$
\begin{equation*}
\frac{1-a_{1}}{1-a_{1} a_{2}} \leq m \leq u(x) \leq M \leq \frac{1-a_{1}}{1-a_{1} a_{2}} \tag{4.6}
\end{equation*}
$$

Hence

$$
u \equiv \frac{1-a_{1}}{1-a_{1} a_{2}}
$$

Similarly, it can be proved that

$$
\begin{equation*}
\frac{1-a_{2}}{1-a_{1} a_{2}} \leq m^{\prime} \leq v(x) \leq M^{\prime} \leq \frac{1-a_{2}}{1-a_{1} a_{2}} \tag{4.7}
\end{equation*}
$$

Consequently,

$$
v \equiv \frac{1-a_{2}}{1-a_{1} a_{2}}
$$

This completes the proof.

## Acknowledgments

This work was funded by the Natural Science Foundation of Shandong Province (ZR2021QA103, ZR2021MA016).

## References

[1] R. S. Cantrell, C. Cosner. Spatial Ecology via Reaction-diffusion Equations[M]. Wiley Series in Mathematical and Computational Biology. John Wiley \& Sons, Ltd., Chichester, 2003.
[2] E. Dancer. On the Existence and Uniqueness of Positive Solutions for Competing Species Models with Diffusion[J]. Trans. Amer. Math. Soc., 1991, 326(2):829-859.
[3] P. Deuring. An Initial-boundary Value Problem for Certain Density-dependent Diffusion System[J]. Math. Z., 1987, 194(3):375-396.
[4] L. T. Hoang, T. V. Nguyen, T. V. Phan. Gradient Estimates and Global Existence of Smooth Solutions to a Cross-diffusion System[J]. SIAM J. Math. Anal., 2015, 47(3):2122-2177.
[5] Y. Kan-On. Stability of Singularly Perturbed Solutions to Nonlinear Diffusion Systems Arising in Population Dynamics[J]. Hiroshima Math. J., 1993, 23(3):509-536.
[6] J. U. Kim. Smooth Solutions to a Quasilinear System of Diffusion Equations for a Certain Population Model[J]. Nonlinear Anal., 1984, 8(10):1121-1144.
[7] Y. Li, C. Zhao. Global Existence of Solutions to a Cross-diffusion System in Higher Dimensional Domains[J]. Discrete Contin. Dyn. Syst., 2005, 12(2):185-192.
[8] Y. Lou, W.M. Ni, Diffusion, self-diffusion and cross-diffusion, J. Differential Equations 131 (1) (1996) 79-131.
[9] Y. Lou, W.M. Ni, Diffusion vs Cross-Diffusion: An Elliptic Approach, J. Differential Equations 154 (1) (1999) 157-190.
[10] Y. Lou, Y.S. Tao, M. Winkler, Nonexistence of nonconstant steady-state solutions in a triangular crossdiffusion model, J. Differential Equations 262 (10) (2017) 5160-5178.
[11] Y. Lou, M. Winkler. Global Existence and Uniform Boundedness of Smooth Solutions to a Cross-diffusion System with Equal Diffusion Rates[J]. Comm. Partial Differential Equations, 2015, 40(10):1905-1941.
[12] M. Mimura. Stationary Pattern of some Density-dependent Diffusion System with Competitive Dynamics[J]. Hiroshima Math. J., 1981, 11(3):621-635.
[13] W. Ruan, Positive steady-state solutions of a competing reaction-diffusion system with large cross-diffusion coefficients, J. Math. Anal. Appl. 197 (2) (1996) 558-578.
[14] N. Shigesada, K. Kawasaki, E. Teramoto, Spatial segregation of interacting species, J. Theoret. Biol. 79 (1) (1979) 83-99.
[15] S.-A. Shim. Uniform Boundedness and Convergence of Solutions to Cross-diffusion Systems[J]. J. Differential Equations, 2002, 185(1):281-305.
[16] Y.P. Wu, Existence of stationary solutions with transition layers for a class of cross-diffusion systems, P. Roy. Soc. Edinb. A 132 (6) (2002) 1493-1511.
[17] T.S. Yi, X.F. Zou. On Dirichlet problem for a class of delayed reaction-diffusion equations with spatial non-locality, J.Dyn Diff Equat. 25 (2013) 959-979.
[18] N.N. Zhu, D. Tang, Nonexistence of coexisting steady-state solutions of Dirichlet problem for a cross-diffusion model, Math. Method. Appl. Sci. 42 (1) (2019) 346-353.
[19] N.N. Zhu, Existence of steady-state solutions for a class of competing systems with cross-diffusion and self-diffusion, Electron. J. Qual. Theory Differ. Equ. 2 (2021) 1-10.


[^0]:    * Corresponding author.

    E-mail address: bihuili0810@126.com

