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On extremal points for some vectorial total variation seminorms

Kristian Bredies∗, José A. Iglesias†, Daniel Walter‡

Abstract

We consider the set of extremal points of the generalized unit ball induced by gradient
total variation seminorms for vector-valued functions on bounded Euclidean domains. These
extremal points are central to the understanding of sparse solutions and sparse optimization
algorithms for variational regularization problems posed among such functions. For not
fully vectorial cases in which either the domain or the target are one dimensional, or the
sum of the total variations of each component is used, we prove that these extremals are
fully characterized as in the scalar-valued case, that is, they consist of piecewise constant
functions with two regions. For definitions involving more involved matrix norms and in
particular spectral norms, which are of interest in image processing, we produce families of
examples to show that the resulting set of extremal points is larger and includes piecewise
constant functions with more than two regions. We also consider the total deformation
induced by the symmetrized gradient, for which minimization with linear constraints appears
in problems of determination of limit loads in a number of continuum mechanical models
involving plasticity, bringing relevance to the corresponding extremal points. For this case,
we show piecewise infinitesimally rigid functions with two pieces to be extremal under mild
assumptions. Finally, as an example of an extremal which is not piecewise constant, we prove
that unit radial vector fields are extremal for the Frobenius total variation in the plane.

Keywords: extremal points, vector measures, total variation, bounded deformation

1 Introduction

Convex and positively one-homogeneous functionals defined on appropriate Banach spaces are
widely used as regularizers in variational approaches to signal and image processing, inverse
problems, optimal control as well as, more recently, in continuous formulations of some machine
learning methods. This is attributed to the empirical observation that their incorporation into
minimization tasks leads to solutions which are given by a linear combination of a few number of
“simple” atoms. We refer, e.g., to the tendency of LASSO-regression to produce solutions with
few nonzero entries [16] and its infinite-dimensional counterpart, the Beurling-LASSO, which
tends to favor linear combinations of few Dirac masses [23].

A recently popularized approach towards understanding these “sparsifying” properties for a
generic proper, convex and positively one-homogeneous regularizer G on a Banach space U is its
interpretation as the Minkowski, or gauge, functional of its generalized unit ball, i.e.,

G(u) = inf {λ | λ ≥ 0, u ∈ λB } where B := {u ∈ U | G(u) ≤ 1 } .
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Assuming compactness of the latter in a suitable topology, the Krein-Milman Theorem allows
to identify B as the closed convex hull of its extremal points

Ext(B) =
{
u ∈ B

∣∣ u = λu1 + (1− λ)u2 for u1, u2 ∈ B and λ ∈ [0, 1] =⇒
(
u = u1 or u = u2

)}
.

This geometric perspective has several applications for both, the theoretical aspects of minimiza-
tion problems with convex, positively one-homogeneous regularization well as their numerical
realization. For example, Convex Representer Theorems, [9, 10], provide sufficient conditions
for the existence of minimizers constituted by finitely many extremal points associated to the
regularizer while problem-tailored Generalized Conditional Gradient methods, [11], numerically
compute minimizers by relying on iterates formed as finite conic combinations of such extremals
as well as greedy updates based on the minimization of linear functionals over Ext(B).

For particular choices of the regularizer G and the variable space U , the potential impact and
benefit of these results heavily rely on a precise characterization of the set of extremal points.
Moreover, the size and complexity of this set is also of crucial importance: A functional giving rise
to a set of extremal points which is very large and/or hard to navigate would render representer
theorems less informative and extremal point-based optimization methods less tractable.

1.1 Contribution and related work

Motivated by these potential benefits, the study of the extremal points associated to convex
regularizers has become a fruitful area of research over the last years. Without pretence of
completeness, we point out for a list of convex representer theorems in particular settings as
well as, e.g., for realizations of extremal point-based solution algorithms. However, for other
cases of practical relevance, a full characterization of Ext(B) is not available. The present work
puts the focus on total variation energies for vector-valued functions u : Ω → R

n, n ≥ 1, on
a bounded domain Ω ⊂ R

d, d ≥ 1, with Lipschitz boundary. More in detail, given a matrix
norm | · |K (where K denotes the respective closed unit ball) as well as u ∈ BV(Ω;Rn), the space
of vector-valued functions of bounded variation [6, Def. 3.1, Prop. 3.6], consider

TVK(u) := sup

{
ˆ

Ω
u · divΦ dx

∣∣∣∣Φ ∈ C1
c (Ω;R

n×d), |Φ(x)|K◦ ≤ 1 for all x ∈ Ω

}
, (1)

where | · |K◦ denotes the canonical dual norm for | · |K , with closed unit ball K◦. Integrating by
parts and using the density of C1

c (Ω;R
n×d) in C1

0 (Ω;R
n×d), we note that this definition ensures

TVK(u) =

ˆ

Ω
|∇u|K dx for all u ∈W 1,1(Ω;Rn),

which justifies the employed notation in terms of K and further underlines the practical interest
in this type of regularizer.

This general formulation captures, both, isotropic, i.e. | · |K is the Euclidean norm | · |, and
anisotropic flavors, e.g. | · |K = | · |1, of total variation for scalar-valued functions as well as
vector-valued analogues involving e.g. Schatten p-norms. While the former are a fundamental
pillar in the analysis of grey-scale images, see e.g. [14], the latter have been proposed, see
e.g. [25], as advantageous for regularizing color images and provide a suitable setting for the
approximation of vector-valued functions of bounded variation by piecewise constant ones, see
[7].

For seminorms such as (1), let us recall that to retain some notion of compactness of the
generalized unit ball, and thus to ensure the existence of extremal points, the natural setting is
to work with the quotient space w.r.t. the subspace of functions on which they vanish. Assuming
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Ω is connected, this means that we should work up to addition of constant functions, i.e. we
consider

BK := { [u] ∈ BV(Ω;Rn)/(Rn1Ω) | TVK(u) ≤ 1 } where [u] = {u+ a1Ω | a ∈ R
n } . (2)

For example, in [10, Theorem 4.7], the authors show that the extremal points of the isotropic
total variation for scalar-valued functions, i.e. n = 1 and | · |, are given, up to a constant shift, by
scaled characteristic functions of non-trivial sets E which are simple, i.e. E as well as Ω \E are
indecomposable. While this structure is, mutatis mutandis, retained for some (vector-valued)
instances of TVK , the main aim of the present work is to show that, in general, Ext(BK)
is larger than one would extrapolate from the scalar-valued case and its complexity strongly
depends on | · |K . More in detail, we provide the following results:

• We give a full characterization of the set of extremal points associated to TVK for the
case of vector-valued functions on an interval Ω = (a, b),

Ext (BK) =
{ [
Q1(x,b)

] ∣∣ x ∈ Ω, Q ∈ Ext(K)
}

where K := {Q ∈ R
n | |Q|K ≤ 1 }

as well as for the scalar-valued case induced by a general norm | · |K on R
d,

Ext (BK) =

{[
1E

TVK(1E)

] ∣∣∣∣ E ⊂ Ω simple, |E| ∈
(
0, |Ω|

)}
(3)

on multidimensional domains, n = 1 and d ≥ 1. The latter might seem particularly
surprising at first glance since anisotropic total variation regularization tends to favor
different structural properties in the reconstructions compared to its isotropic counterpart.
From this perspective, the characterization in (3) implies that this feature of anisotropic
total variation cannot be concluded (solely) from convex representer theorems.

• The main part of the paper revolves around the general vector-valued case on multidimen-
sional domains. On the one hand, we show that the characterization of Ext(BK) can be
traced back to the scalar-valued case if TVK is linear w.r.t. to a decomposition of BV(Ω)
in a direct sum of n subspaces. For example, given an arbitrary norm | · |k on R

d, we
obtain for

|A|K =

n∑

j=1

|Aj |k

that

Ext(BK) =

{[
ej

1E

TVk(1E)

] ∣∣∣∣ E ⊂ Ω simple, |E| ∈
(
0, |Ω|

)
, j = 1, . . . , n

}
,

with {ej}
n
j=1 denoting the canonical basis of R

n and Aj the corresponding rows of A.
On the other hand, we prove that Ext(BK) is significantly larger if the matrix norm
| · |K is highly isotropic on rank-one matrices, see (19) for the exact condition. Denoting
by σ1(A) ≥ · · · ≥ σd(A) ≥ 0 the singular values of A ∈ R

n×d, these results cover, both,
Schatten as well as Ky-Fan norms,

|A|K =

( d∑

j=1

σj(A)
p

)1/p

and |A|K =

N∑

j=1

σj(A)

for p ∈ [1,+∞) and 1 ≤ N ≤ d. Explicit families of extremal points are constructed
which are not multiples of indicatrices of simple sets. While this does not provide a
full characterization of the extremal points, it emphasizes that the structure of elements
in Ext(BK) in the vector-valued setting critically depends on the particular choice of the
matrix norm | · |K when acting on the matrix-valued Radon measure Du. In particular,
strict convexity of | · |K along certain kinds of variations tends to induce larger sets of
extremals.
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• Relating to mechanical problems involving plasticity and higher-order functionals such as
the total generalized variation (TGV, see [12]), it is also of interest to investigate the
extremal points of the closed unit ball of the total deformation associated to a matrix
norm | · |K ,

TDK(u) := sup

{
ˆ

Ω
u · divΦdx

∣∣∣∣Φ ∈ C1
c (Ω;R

d×d
sym), |Φ(x)|K◦ ≤ 1 for all x ∈ Ω

}
,

which is finite for u ∈ BD(Ω;Rd), the space of vector fields of bounded deformation [35, 36].
In this case, we prove that functions of the form w1E with w ∈ A give rise to extremal
points of the ball

{[u] ∈ BD(Ω)/A | TDK(u) ≤ TDK(uH)} ,

where A is the set of infinitesimal rigid motions, defined in (8) below, and | · |K is assumed
to satisfy a certain strict convexity condition along symmetrized tensor products, cf. (27).
This fact can be of interest for some continuum mechanical models involving plasticity, in
which the norm used for TDK corresponds to the yield criterion in stress space, a property
of the materials considered.

• Finally, inspired by the extremality of (1−|x|)+ for the Hessian-Schatten variation proved
in [3], we show that the planar vector field uH defined on Ω = B1(0) ⊂ R

2 by uH(x) =
x/|x| satisfies

[
uH

TVK(uH)

]
∈ Ext(BK) where | · |K = | · |F

denotes the Frobenius norm.

In the existing literature there are several examples of generalized conditional gradient algorithms
explicitly using characterizations of extremal points for specific instances and generalizations of
the total variation. These include [37] for TVK in one dimension, [28] for total generalized
variation also in one dimension, [19] for isotropic total variation in two dimensions, and [17] for
piecewise constant discretizations on two- and three-dimensional triangulations.

Minimization of the total deformation TDF with zero divergence in perforated domains with
nonhomogeneous Dirichlet boundary conditions is considered in [26] for computing the critical
yield number and limit flow profile induced by solid particles settling in viscoplastic fluids.
For the corresponding scalar-valued TV problem arising from anti-plane motions, in [24, 27]
the existence of piecewise constant solutions is proved. Particularly in [27], which treats the
case of multiple solid components, the extremality of rescaled indicatrices of simple sets is also
directly used. In the axisymmetric case with in-plane motions leading to Ω ⊂ R

2 and specific
particle geometries, vector fields with restrictions of the form x = (x1, x2) 7→ (−x2, x1)/|x| can
be numerically observed when the solid particle has the shape of a square with a corner pointing
to the direction of gravity. We are not able to prove extremality in this case, but discuss some
partial results in Remark 6.4.

1.2 Outline

After summarizing some preliminaries as well as the necessary notation in Section 2, we start
by characterizing the extremal points for the TVK -functional in the particular cases of vector-
fields on an interval as well as scalar-valued functions of total variation on domains in multiple
dimensions, see Section 3. Subsequently, in Section 4, we show that the structure of the latter is
retained in the vector-valued setting if the energy TVK is additive w.r.t to some decomposition
of BV(Ω;Rn) into a direct sum of subspaces. In Section 5, we observe that the set of extremal
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points associated to TVK and a rotationally invariant |·|K , e.g. any spectral norm, is significantly
larger than what we would expect from the scalar-valued case, and that in particular, the set BK
contains families of extremal points attaining more than two values. Moreover, still in Section 5,
we also prove extremality with respect to TDK of most functions made by gluing two infinitesimal
rigid motion along the reduced boundary of a simple set. Finally, in Section 6, we prove that the
unit radial vector field on the unit ball Ω = B(0, 1) ⊂ R

2 (we denote by B(x, r) the Euclidean
ball of radius r > 0 centered at x ∈ R

d) corresponds to an extremal point for TVK , if | · |K is
given by the Frobenius norm.

2 Notation

Matrix norms. The central notion in this article is the total variation for locally integrable
functions u : Ω → R

n on Ω ⊂ R
d, defined as in (1). In it, we have used a dual pair of matrix

norms | · |K and | · |K◦, meaning that for all for A ∈ R
n×d we have

|A|K◦ = sup
{
tr
(
A⊤B

) ∣∣∣B ∈ R
n×d, |B|K 6 1

}
, and

|A|K = sup
{
tr
(
A⊤B

) ∣∣∣B ∈ R
n×d, |B|K◦ 6 1

}
.

(4)

In this context, K always denotes the closed unit ball with respect to the norm | · |K , that is the
symmetric convex set

K =
{
A ∈ R

n×d
∣∣∣ |A|K ≤ 1

}
,

which indeed makes | · |K the Minkowski or gauge functional of K, that is

|A|K = inf{r ≥ 0 |M ∈ rK}.

The set K◦ is then the polar set of K ⊂ Rn×d with respect to the Frobenius inner product, that
is

K◦ :=
{
A ∈ R

n×d
∣∣∣ tr
(
A⊤B

)
≤ 1 for all B ∈ K

}
.

This notation is chosen to be consistent with it being the unit ball for the dual norm (4), that is

K◦ =
{
B ∈ R

n×d
∣∣∣ |B|K◦ ≤ 1

}
.

An easy to interpret family of matrix norms which we use in the sequel is that given by

|A|K =
∣∣∣
(
|A1|Ks , . . . , |An|Ks

)⊤∣∣∣
Kv

, (5)

defined in terms of a “space” ball Ks ⊂ R
d acting on the rows Ai of A (that is, the distributional

gradients of each component of u when using TVK) and a “value/vector ball” Kv ⊂ R
n. In this

situation, one can write the dual norm to | · |K above as

|A|K◦ =
∣∣∣
(
|A1|K◦

s
, . . . , |An|K◦

s

)⊤∣∣∣
K◦

v

.

To see this, notice that in the duality formula

|A|K◦ = sup
{
tr
(
A⊤B

) ∣∣∣B ∈ R
n×d, |B|K 6 1

}
, we have tr

(
A⊤B

)
=

n∑

i=1

Ai · Bi, (6)

which allows us to first find a vector in R
n to realize the outer duality between | · |Kv and | · |K◦

v
,

and extend to R
d the functionals that assign the value of the components of this vector to each of
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the rows of A, realizing the inner duality between | · |Ks and | · |K◦

s
for each row. In an analogous

fashion, one can also consider instead

|A|K =
∣∣∣
(∣∣A1

∣∣
Kv
, . . . ,

∣∣Ad
∣∣
Kv

)⊤∣∣∣
Ks

, (7)

where instead the “values” ball Kv ⊂ R
n acts first on the columns Ai of A. The dual norm

becomes then
|A|K◦ =

∣∣∣
(
|A1|K◦

v
, . . . , |Ad|K◦

v

)⊤∣∣∣
K◦

s

,

as can be readily seen by using tr(A⊤B) = tr(AB⊤) in (6).

For simplicity we single out two particular cases, denoting | · | for the Euclidean norm of vectors
and | · |F for the Frobenius norm of matrices, defined by |A|2F = tr

(
A⊤A

)
for any A ∈ R

n×d.

Often we will make use of rank-one matrices, which can be written as tensor products b⊗ a :=
ba⊤ ∈ R

n×d generated by a ∈ R
d and b ∈ R

n, as well as their symmetrized counterparts given
by a⊙ b := 1

2(a⊗ b+ b⊗ a) for a, b ∈ R
d. We further note that for rank-one matrices, norms of

the form (5) can be computed as

|b⊗ a|K =
∣∣∣
(
b1|a|Ks , . . . , bn|a|Ks

)⊤∣∣∣
Kv

= |b|Kv |a|Ks ,

which in turn equals the value obtained for norms of the type (7).

Quotient spaces. Let us recall that to retain compactness of the unit ball for seminorms such
as TVK and TDK , one needs to work with the quotient space with respect to the subspace of
functions on which they vanish. Assuming that Ω is connected, this means that for TVK we
should work up to addition of constant functions, in BV(Ω;Rn)/(Rn1Ω). For TDK the kernel is
larger and consists of all infinitesimal rigid motions, meaning that we should work in BD(Ω)/A,
for

A :=
{
v : Ω → R

d
∣∣∣ v(x) = Ax+ b for A ∈ R

d×d with A+A⊤ = 0, and b ∈ R
d
}
. (8)

In both cases, we use the notation [·] to denote equivalence classes in a quotient space.

Vector-valued measures. It will also be useful to separate the effect of the derivative and
consider anisotropic norms on vector-valued measures. In the following we identify the dual of
the finite dimensional space R

n×d
K◦ = (Rn×d, | · |K◦) with R

n×d
K = (Rn×d, | · |K) via the Frobenius

inner product A ·B = tr(A⊤B). Now, let C0(Ω;R
n×d
K◦ ) denote the set of Rn×dK◦ -valued continuous

functions on Ω which vanish at its boundary. Together with the canonical maximum norm, i.e.,

‖ψ‖C,Rn×d
K◦

= max
x∈Ω

|ψ(x)|K◦ for all ψ ∈ C0(Ω;R
n×d)

these form a separable Banach space. By Singer’s representation theorem [21, pp. 182], we
identify its dual space with M(Ω;Rn×dK ), the space of Rn×dK -valued vector measures with finite
total variation. The corresponding duality pairing is given by

〈ψ, µ〉 =

ˆ

Ω
ψ · dµ =

ˆ

Ω
tr

(
ψ(x)⊤

µ

|µ|K
(x)

)
d|µ|K(x),

for all ψ ∈ C0(Ω;R
n×d
K◦ ), µ ∈ M(Ω;Rn×dK ), where |µ|K denotes the total variation measure of µ

with respect to | · |K , see, e.g., [6, Def. 1.4]), and the notation µ/|µ|K stands for the Radon-
Nikodým derivative of µ with respect to |µ|K , that is, µ/|µ|K is the polar of µ. The latter
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satisfies |µ/|µ|K(x)|K = 1 for |µ|K-a.e. x ∈ Ω. Equipping M(Ω;Rn×dK ) with the canonical dual
norm

‖µ‖M,Rn×d
K

= sup
‖ψ‖

C,R
n×d
K◦

≤1

ˆ

Ω
tr

(
ψ(x)⊤

µ

|µ|K
(x)

)
d|µ|K(x) for all µ ∈M(Ω;Rn×dK ),

makes it a Banach space and we have ‖µ‖M,Rn×d
K

= |µ|K(Ω). To reflect the above mentioned

special cases, we use the notation |µ| and |µ|F for the total variation measure of µ ∈ M(Ω;Rn)
w.r.t the Euclidean norm | · | and of µ ∈M(Ω;Rn×d) w.r.t the Frobenius norm | · |F , respectively.

Finally, for a function u : Ω → R
n of bounded variation (bounded deformation, respectively)

its (symmetrized) distributional derivative is a finite Radon measure and we have TVK(u) =
|Du|K(Ω) (TDK(u) = |Eu|K(Ω)).

Subsets, relative perimeter, and piecewise functions. Throughout the paper, we will
work extensively with Borel sets O ⊂ Ω ⊂ R

d, the collection of which we denote by B(Ω). For
such a set, we denote by |O| its Lebesgue measure, that is |O| = Ld(O). Further, denoting its
characteristic function in Ω as 1E : Ω → {0, 1}, we define Per(E,Ω) to be its isotropic perimeter
in Ω, given by

Per(E,Ω) := TV(1E),

where TV denotes the particular instance of (1) in which n = 1 and K is the closed unit ball
of the Euclidean norm | · | in R

d. Whenever Per(E,Ω) < +∞ we say that E is a set of finite
perimeter E in Ω, in which case Per(E,Ω) = |D1E|(Ω).

There are several notions of boundary which are relevant for sets of finite perimeter. The
topological boundary is not a priori useful, since the definition of perimeter is invariant to
modifications of Lebesgue measure zero. On the other hand, for the support suppD1E of the
Radon measure D1E, defined to be the intersection of all closed sets F such that |D1E |(F ) =
|D1E|(Ω), we have [30, Prop. 12.19] that

suppD1E =

{
x ∈ Ω

∣∣∣∣ 0 <
|E ∩B(x, r)|

|B(x, r)|
< 1 for all r > 0

}
,

and we may take a representative Ẽ such that |Ẽ∆E| = 0 and ∂Ẽ ∩Ω = suppD1E. Related to
these considerations are the points of density s ∈ [0, 1] with respect to the Lebesgue measure,
denoted as

E(s) :=

{
x ∈ R

d

∣∣∣∣ lim
r→0+

|E ∩B(x, r)|

|B(x, r)|
= s

}
,

including the special cases of the measure-theoretic exterior E(0) and measure-theoretic interior
E(1). Finally, the reduced boundary ∂∗E ⊂ Ω is defined to be the set of points x ∈ suppD1E

such that

lim
r→0

D1E(B(x, r))

|D1E|(B(x, r))
exists and belongs to S

d−1,

where the limit is referred to as the measure-theoretic (inner) normal to E at x ∈ ∂∗E, and is
denoted as νE(x) ∈ S

d−1. By the de Giorgi structure theorem [30, Thm. 15.9] and the Federer
theorem [30, Thm. 16.2] we have that

D1E = νEH
d−1 ∂∗E, and Hd−1

(
E(1/2) \ ∂∗E

)
= 0, (9)

implying in particular that Per(E,Ω) := Hd−1(∂∗E).

We remark that even though all our results are stated for bounded domains Ω, we have chosen to
keep the second argument of the perimeter since, unlike for functions u : Ω → R

n and TVK(u),
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the domain Ω cannot be inferred from specifying only the subset E, and the notation Per(E) is
commonly used in the literature to mean Per(E,Rd). The above definition of perimeter in E is
extended to the relative perimeter of E in a Borel set F ⊂ Ω as

Per(E,F ) := |D1E|(F ) = Hd−1(∂∗E ∩ F ).

In the sequel, quantities of the form TVK(1E) = |D1E|K(Ω) for other norms |·|K on R
d will also

make an appearance, but we reserve the perimeter notation for the standard isotropic version
above.

For a finite perimeter set E in Ω we further say that it is indecomposable if, whenever

E = E1 ∪ E2 with |E1 ∩ E2| = 0 and Per(E,Ω) = Per(E1,Ω) + Per(E2,Ω),

then necessarily |E1| = 0 or |E2| = 0. Further, E is called simple if both E and Ω \ E are
indecomposable.

For a function u ∈ BV(Ω;Rn), we say that it is piecewise constant [6, Def. 4.1] if there is a
partition of Ω into subsets {Ei}

∞
i=1, and vectors bi ∈ R

n for which

∞∑

i=1

Per(E,Ω) < +∞ and u =

∞∑

i=1

bi1Ei
.

Similarly, we say that u ∈ BD(Ω) is piecewise infinitesimally rigid if it can be written as

u =

∞∑

i=1

vi1Ei
for vi ∈ A

with the same (Caccioppoli) type of partition {Ei}
∞
i=1. Moreover, we remark that we will often

write equalities of functions defined on Ω to mean their equivalence, that is, equality Ld−almost
everywhere.

3 The one-dimensional and scalar-valued cases

We start by giving a precise characterization of the extremal points of the unit ball

BK = {[u] ∈ BV(Ω;Rn)/(Rn1Ω) |TVK(u) ≤ 1}

associated to TVK , for the particular cases of vector-valued functions on an interval, i.e. d = 1
and n ≥ 1, as well as scalar-valued functions on domains in multiple dimensions, d ≥ 1 and n = 1.

3.1 The one-dimensional case

Loosely speaking, if Ω = (0, T ) ⊂ R is an interval, we can rely on taking primitives of vector
measures µ ∈ M(Ω;Rn×dK ) in order to obtain Ext(BK). More in detail, consider the linear
mapping

L : BV(Ω;Rn)/(Rn1Ω) →M(Ω;Rn×dK ), [u] 7→ Du, (10)

where D denotes the distributional derivative and the quotient space BV(Ω;Rn)/(Rn1Ω) is
equipped with the canonical norm

‖[u]‖BV /Rn = inf
c∈Rn

[‖u− c1Ω‖L1 +TV(u)] = inf
c∈Rn

[
‖u− c1Ω‖L1 + ‖Du‖M,Rn×d

K

]
.

Lemma 3.1. Assume that d = 1. The linear mapping L from (10) is continuous and bijective.

8



Proof. Given µ ∈ M(Ω;Rn×dK ), we readily see that the function u(t) = µ((0, t)), defined in an
a.e. sense, satisfies Du = µ. Hence, L is surjective. In order to show that L is also injective,
let [u1], [u2] ∈ BV(Ω;Rn)/(Rn1Ω) satisfy L([u1]) = L([u2]). Then we have Du1 = Du2 and
thus u1 = u2 + b, for some b ∈ R

n, hence [u1] = [u2] by definition of the equivalence class. The
continuity of L follows immediately noting that

‖L([u])‖M,Rn×d
K

= ‖Du‖M,Rn×d
K

≤ ‖[u]‖BV /Rn for all [u] ∈ BV(Ω;Rn)/(Rn1Ω).

In particular, we observe that

L−1
({
µ ∈M(Ω;Rn×dK )

∣∣∣ ‖µ‖M,Rn×d
K

≤ 1
})

= {[u] ∈ BV(Ω;Rn)/(Rn1Ω) |TVK(u) ≤ 1}

and thus

L−1
(
Ext

({
µ ∈M(Ω;Rn×dK )

∣∣∣ ‖µ‖M,Rn×d
K

≤ 1
}))

= Ext
(
{[u] ∈ BV(Ω;Rn)/(Rn1Ω) |TVK(u) ≤ 1}

)

according to [10, Lemma 3.2]. As a consequence, it suffices to characterize the extremal points
of the unit ball in M(Ω;Rn×dK ).

Lemma 3.2. There holds

Ext
({
µ ∈M(Ω;Rn×dK )

∣∣∣ ‖µ‖M,Rn×d
K

≤ 1
})

= { bδt | t ∈ Ω, b ∈ Ext(K) } .

Proof. We start by noting that both, | · |K and ‖·‖M,Rn×d
K

, are norms. Hence, vectors b ∈ Ext(K)

and measures

µ ∈ Ext
({
µ ∈M(Ω;Rn×dK )

∣∣∣ ‖µ‖M,Rn×d
K

≤ 1
})

necessarily satisfy |b|K = 1 and ‖µ‖
M,Rn×d

K
= 1 respectively.

Now, we first show that every measure of the form µ = bδt, b ∈ Ext(K), t ∈ Ω = (0, T ), is an
extremal point. For this purpose, define the following set of scalar-valued measures:

P := { ν ∈M(Ω) | ν ≥ 0, ν(Ω) ≤ 1 }

where ν ≥ 0 is understood in the canonical sense, i.e., by testing against nonnegative functions.
Following the arguments of [10, Proposition 4.1], we see that Ext(P) = { δt | t ∈ Ω } ∪ {0}. By
definition, further note that

‖µ‖M,Rn×d
K

= |µ|K(Ω) = |b|K = 1

since b ∈ Ext(K).

We now argue by contradiction: If µ = bδt, b ∈ Ext(K), t ∈ Ω = (0, T ) is not extremal, then
there are µ1, µ2 ∈M(Ω;Rn×dK ), µ1 6= µ2, as well as λ ∈ (0, 1) with

µ = (1− λ)µ1 + λµ2, ‖µ1‖M,Rn×d
K

≤ 1, ‖µ2‖M,Rn×d
K

≤ 1.

Since |µ|K(Ω) = 1, we may also assume that |µ1|K(Ω) = |µ2|K(Ω) = 1. This implies

0 ≤ |µ|K(E) = |(1 − λ)µ1 + λµ2|K(E) ≤ (1− λ)|µ1|K(E) + λ|µ2|K(E) ≤ 1.

for all Borel sets E ⊂ Ω. Inserting E = Ω and noting that |µ|K(Ω) = 1, we conclude that γ :=
(1 − λ)|µ1|K + λ|µ2|K satisfies γ ≥ 0 and γ(Ω) = 1. Due to δt(E) ≤ γ(E) for all Borel sets

9



E ⊂ Ω, we then get that γ = δt. Since δt is an extremal point of P and |µ1|K , |µ2|K ∈ P, this
yields |µ1|K = |µ2|K = δt. Thus, there are b1, b2 ∈ K with

µ1 = b1δt, µ2 = b2δt as well as µ = ((1− λ)b1 + λb2)δt.

Since b ∈ Ext(K), we finally conclude b1 = b2 = b and thus also µ1 = µ2 = µ, yielding a
contradiction.

Next, we show that there are not more extremal points besides the mentioned Dirac delta
functionals. For this purpose, first assume that µ is extremal but its support is not a singleton.
Then we have |µ|K(Ω) = 1 and there is a Borel set E with 0 < |µ|K(E) < 1. Setting

λ = |µ|K(Ω \ E) ∈ (0, 1), µ1 =
1

1− λ
µ E as well as µ2 =

1

λ
µ (Ω \ E),

we note that |µ1|K = |µ2|K = 1, µ1 6= µ2 and

µ = µ E + µ (Ω \E) = (1− λ)µ1 + λµ2.

This contradicts the extremality of µ. Hence, every extremal point is of the form µ = bδt
for some b ∈ K. Finally, if b ∈ K \ Ext(K), there are b1, b2 ∈ K, b1 6= b2, and λ ∈ (0, 1)
with b = (1− λ)b1 + λb2. Consequently, µ is again not extremal.

Theorem 3.3. Let d = 1 and Ω = (0, T ). Then there holds

Ext (BK) =
{ [
b1(t,T )

] ∣∣ t ∈ (0, T ), b ∈ Ext(K)
}
.

Remark 3.4. It is worth pointing out that Lemma 3.2 also holds in higher-dimensional do-
mains Ω. However, for d ≥ 1, L is not bijective and thus a direct transfer of the proposed
strategy to domains in multiple dimensions is not possible.

3.2 The scalar-valued case

Next, we consider the case of scalar-valued functions of bounded variation on domains in multiple
dimensions, that is n = 1 and d > 1. For this purpose, we first recall the isotropic case, i.e. K is
given by the Euclidean unit ball in R

d. In this context, it is well known, see e.g. [10], that the set
of extremal points is constituted by the equivalence classes of (scaled) characteristic functions
of simple sets. The proof of this characterization inherently relies on the equivalence of isotropic
total variation of an indicator function of a set and the perimeter of the latter. Surprisingly,
the following results shows that the structure of Ext(BK) is, mutatis mutandis, retained in the
anisotropic case of (1), i.e.,

Ext(BK) =

{[
1E

TVK(1E)

] ∣∣∣∣ E simple, |E| ∈
(
0, |Ω|

)}
.

In its proof, we crucially rely on representing the anisotropic total variation functional TVK in
a “primal” form

TVK(u) =





ˆ

Ω

∣∣∣∣
Du

|Du|
(x)

∣∣∣∣
K

d|Du|(x) if u ∈ BV(Ω)

+∞ otherwise,

(11)

rather than by its original definition by duality in (1). Here, Du/|Du| is the polar with respect
to the usual (Euclidean) definition of |Du|. In the scalar case and allowing for space dependence
of K which we do not take into account here, this equivalence is proved in [1, Thm. 5.1] (see
also Lemma 5.1 below). Moreover, TVK also satisfies a coarea formula, namely

ˆ

Ω

∣∣∣∣
Du

|Du|
(x)

∣∣∣∣
K

d|Du|(x) =

ˆ +∞

−∞

∣∣∣∣
D1{u>t}

|D1{u>t}|
(x)

∣∣∣∣
K

d|D1{u>t}|(x) dt,

10



as noticed in [1, Rem. 4.4] and proved in [29, Prop. 2.3.7]. Furthermore, note that for the
integrand in (11) we have the identity

|Du|K(O) =

ˆ

O

∣∣∣∣
Du

|Du|
(x)

∣∣∣∣
K

d|Du|(x) for all O ∈ B(Ω).

According to [20, Prop. 1.2] and [35, Sec. II.5.1], the mapping u 7→ |Du|K(O) is convex for
every O ∈ B(Ω) since it can be expressed as a Fenchel conjugate. Finally, we point out that
decomposability of a set E can be directly formulated in terms of operations on the normal
νE = D1E/|D1E | on ∂

∗E, see e.g. [30, Thm. 16.3].

Theorem 3.5. Let n = 1. Then there holds

Ext(BK) =

{[
1E

TVK(1E)

] ∣∣∣∣ E ⊂ Ω simple, |E| ∈
(
0, |Ω|

)}
.

Proof. The proof is similar to the isotropic case in [10, Theorem 4.7] but makes crucial use of
the representation in (11) as well as the associated coarea formula. We first show that

{[
1E

TVK(1E)

] ∣∣∣∣ E ⊂ Ω simple, |E| ∈
(
0, |Ω|

)}
⊂ Ext(BK).

For this purpose, let E ⊂ Ω be simple and denote by E(1) and E(0) its measure theoretic interior
and exterior, respectively. Now, let λ ∈ (0, 1) as well as u1, u2 ∈ BV(Ω) with TVK(u1) ≤
1,TVK(u2) ≤ 1 be such that there is c ∈ R with

1E

TVK(1E)
+ c = λu1 + (1− λ)u2 and thus

D1E

TVK(1E)
= λDu1 + (1− λ)Du2. (12)

Recall that the mapping u 7→ |Du|K(O) is convex, i.e., we have

|D1E|K(O)

TVK(1E)
≤ λ|Du1|K(O) + (1− λ)|Du2|K(O) for all O ∈ B(Ω). (13)

Now, we want to conclude that in fact there holds

|D1E|K(O)

TVK(1E)
= λ|Du1|K(O) + (1− λ)|Du2|K(O) for all O ∈ B(Ω).

Indeed, assume that there is O ∈ B(Ω) such that the inequality in (13) is strict. We estimate

1 =
|D1E|K(Ω)

TVK(1E)
=

|D1E|K(O)

TVK(1E)
+

|D1E|K(Ω \O)

TVK(1E)

≤
|D1E|K(O)

TVK(1E)
+ λ|Du1|K(Ω \O) + (1− λ)|Du2|K(Ω \O)

< λ|Du1|K(Ω) + (1− λ)|Du2|K(Ω) ≤ 1,

yielding a contradiction. In particular, we have TVK(ui) = |Dui|K(Ω) = 1, i = 1, 2. Moreover,
using (9) we conclude

0 = |D1E|K(E(1)) = |D1E|K(E
(0))

= |Du1|K(E
(1)) = |Du2|K(E(0)) = |Du1|K(E(1)) = |Du2|K(E

(0)).

Note that there is cK > 0 with

cK |Dui|(O) ≤ |Dui|K(O) for all O ∈ B(Ω) and i = 1, 2.

11



Hence, invoking [10, Lemma 4.6], we conclude

[u1] = [d11E ], u2 = [d21E] where |d1| = |d2| = TVK(1E)
−1.

Note that we necessarily have d1 = d2 = TVK(1E)
−1. Indeed, d1 and d2 cannot be both

negative, due to (12), and mixed signs are not possible due to |2λ − 1| < 1. As a consequence,
we conclude

[u1] = [u2] =

[
1E

TVK(1E)

]
,

which yields the extremality of [1E/TVK(1E)]. For the converse inclusion, let [u] be extremal
and define the function

G(s) =

ˆ s

−∞

∣∣∣∣
D1{u>t}

|D1{u>t}|
(x)

∣∣∣∣
K

d|D1{u>t}|(x)dt with lim
s→−∞

G(s) = 0, lim
s→+∞

G(s) = 1.

Since G is continuous, there is s̄ ∈ R with G(s̄) = 1/2. Consequently, we have

[u] =
1

2
[u1] +

1

2
[u2] where u1 = 2min{u, s̄}, u2 = 2max{u− s̄, 0}.

Since [u] is extremal, this implies that u = u1 + c1 = u2 + c2 for some c1, c2 ∈ R. Thus, for
a.e. x ∈ Ω, we conclude u(x) = 2s̄ + c1 if u(x) ≥ s̄ and u(x) = c2 else. Since TVK(u) = 1,
i.e. Du 6= 0, this implies that u achieves exactly two values almost everywhere on Ω. W.l.o.g,
possibly by a change of representative, we can assume u(x) ∈ {0, a} for a.e. x ∈ Ω and some a >
0. Again noting that TVK(u) = 1, we arrive at

[u] =

[
1E

TVK(1E)

]
where E := {x ∈ Ω | u(x) = a} .

Note that the latter is uniquely defined up to sets of Lebesgue-measure zero. It remains to show
that E is simple, i.e. both E and Ω \ E are indecomposable. For this purpose, first assume
that E is decomposable, i.e., there are A,B ⊂ Ω with E = A ∪ B, |A|, |B| > 0, |A ∩ B| = 0
and Per(E,Ω) = Per(A,Ω)+Per(B,Ω). We note that this implies Hd−1(∂∗A∩∂∗B) = 0 as well
as D1E = D1A+D1B. This can be derived in the following way: Using Federer’s theorem [30,
Thm. 16.2], De Giorgi’s structure theorem [30, Thm. 15.9] and [30, Theorem 16.3, (16.12)], we
get

Per(A,B(1)) + Per(A,B(0)) + Per(B,A(1)) + Per(B,A(0)) + 2Hd−1(∂∗A ∩ ∂∗B)

= Per(E,Ω) = Per(A,Ω) + Per(B,Ω),

as well as

Per(E,Ω) = Per(A,B(0)) + Per(B,A(0)) +Hd−1 ({x ∈ ∂∗A ∩ ∂∗B | νA(x) = νB(x) })

≤ Per(A,B(0)) + Per(B,A(0)) +Hd−1 (∂∗A ∩ ∂∗B) .

due to E = A ∪B. Plugging the second estimate into the first one and rearranging yields

0 ≤ Per(A,B(1)) + Per(B,A(1)) +Hd−1(∂∗A ∩ ∂∗B) ≤ 0

and, consequently,

Hd−1(∂∗A ∩ ∂∗B) = Per(A,B(1)) = Per(B,A(1)) = 0.

12



Finally, [30, Thm. 16.3, (16.6)] yields Du = D1A B(0) + D1B A(0) = D1A + D1B. In
summary, we thus have

TVK(1E) =

ˆ

∂∗E
|νE(x)|K dHd−1(x) =

ˆ

∂∗A
|νA(x)|K dHd−1(x) +

ˆ

∂∗B
|νB(x)|K dHd−1(x)

= TVK(1A) + TVK(1B),

where the second equality makes use of Hd−1(∂∗A∩∂∗B) = 0. Since |A|, |B| > 0 but |A∩B| = 0,
we have that 1A and 1B are not constant. This implies TVK(1A),TVK(1B) > 0, so we can
write

u1 =
1A

TVK(1A)
, u2 =

1B

TVK(1B)
noting that u =

TVK(1A)

TVK(1E)
u1 +

TVK(1B)

TVK(1E)
u2.

Hence, this yields a nontrivial convex combination of [u] contradicting its extremality. As a con-
sequence, E needs to be indecomposable. Similar arguments as well as noting that TVK(1E) =
TVK(1Ω\E) yield the indecomposability of Ω \E and, finally, that E is simple.

4 Additive matrix norms

We now turn to the general case of vector-valued functions of total variation on multidimensional
domains (i.e. with d ≥ 2) together with specific choices of the matrix norm. As a first example,
we consider a norm of the form (5) where | · |Kv = | · |1 and Ks is arbitrary. In this case, we
observe that

TVK(u) =

n∑

j=1

TVKs(uj) for all u = (u1, . . . , un) ∈ BV(Ω;Rn). (14)

Hence, due to the following abstract lemma, the characterization of Ext(BK) can be traced back
to the scalar case.

Lemma 4.1. Let V be a vector space that decomposes in a direct sum as

V = V1 ⊕ . . .⊕ Vn,

and f : V → R∪{+∞} a positively one-homogeneous convex functional such that f(v) = 0 only
if v = 0, and

f(v) =

n∑

i=1

f(vi) whenever v =

n∑

i=1

vi with vi ∈ Vi.

Then there holds

v =
n∑

i=1

vi ∈ Ext
(
{w ∈ V | f(w) ≤ 1}

)
(15)

if and only if there is an index i0 ∈ {1, . . . , n} as well as vi0 with

v = vi0 as well as vi0 ∈ Ext
(
{w ∈ Vi0 | f(w) ≤ 1}

)
. (16)

Proof. We start by proving (15) ⇒ (16). For this purpose, we consider the two cases v = 0
and v 6= 0 separately. Assume that v = 0 is an extremal point of {w ∈ V | f(w) ≤ 1} but (16)
does not hold. Since V is a direct sum, this also implies vi = 0 ∈ Vi for all i = 1, . . . , n. Select
an arbitrary index ı̄. Since (16) does not hold and v = vı̄ = 0, we conclude that 0 ∈ Vı̄ is not an
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extremal point of {w ∈ Vı̄ | f(w) ≤ 1}. Consequently, there are u,w ∈ Vı̄, u 6= w and λ ∈ (0, 1)
with

f(u), f(w) ∈ (0, 1] as well as 0 = (1− λ)u+ λw ∈ Vı̄.

Since Vı̄ ⊂ V , this yields a contradiction to the extremality of 0 in {w ∈ V | f(w) ≤ 1}. We
assume now that v 6= 0 is extremal in {w ∈ V | f(w) ≤ 1}, but there is more than one index i
with f(vi) 6= 0. Then, by partitioning {1, . . . , n} into two sets so that each contains one such
index, and grouping the vi accordingly, we can write

v = u+ w with u and w linearly independent,

f(v) = f(u) + f(w) = 1 and f(u), f(w) ∈ (0, 1).

But then,

v = f(u)
u

f(u)
+ f(w)

w

f(w)

is a nontrivial convex combination for v with elements of {z ∈ V | f(z) = 1}, contradicting the
assumed extremality of v. Since

f(v) =
n∑

i=1

f(vi)

and f only vanishes at zero, this contradiction and the assumption v 6= 0 shows that there
is precisely one index i0 for which f(vi0) 6= 0 and we have v = vi0 . Moreover, if we had
v = vi0 = λui0 + (1 − λ)wi0 with ui0 , wi0 ∈ {v ∈ Vi0 | f(v) ≤ 1}, we can use the extremality of
v in {w ∈ V | f(w) ≤ 1} to infer that ui0 = wi0 = vi0 , concluding that vi0 must be extremal in
{v ∈ Vi0 | f(v) ≤ 1}.

For the converse, if v = vi0 ∈ Ext({z ∈ Vi0 | f(z) ≤ 1}), we first note that f(v) = f(vi0) = 1
since vi0 6= 0 is an extremal point and f only vanishes at zero. Now assume that we can write

vi0 = λu+ (1− λ)w with u,w ∈ {z ∈ V | f(z) ≤ 1}, λ ∈ (0, 1), and

u =

n∑

i=1

ui, w =

n∑

i=1

wi with ui, wi ∈ Vi.

Since V decomposes into the direct sum of the Vi this implies

vi0 = λui0 + (1− λ)wi0 as well as 0 = λui + (1− λ)wi for all i 6= i0.

We estimate

1 = f(vi0) ≤ λf(ui0) + (1− λ)f(wi0) ≤
n∑

i=1

[λf(ui) + (1− λ)f(wi)] = λf(u) + (1− λ)f(w) ≤ 1.

Here, the second inequality follows from

0 = f(0) = f(λui + (1− λ)wi) ≤ λf(ui) + (1− λ)f(wi) for all i 6= i0

while the final equality follows from the linearity of f w.r.t the direct sum decomposition. As a
consequence, we conclude f(ui) = f(wi) = 0 and, since f only vanishes at zero, ui = wi = 0 for
all i 6= i0. Consequently, we have u = ui0 ∈ Vi0 , w = wi0 ∈ Vi0 as well as f(ui0) ≤ 1, f(wi0) ≤ 1.
Extremality of vi0 in Ext({z ∈ Vi0 | f(z) ≤ 1}) finally yields u = w = vi0 , i.e. v = vi0 is an
extremal point of Ext({z ∈ V | f(z) ≤ 1}).
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Corollary 4.2. Let | · |K be given by (14). Then there holds

Ext(BK) =

{[
ej

1E

TVK(1E)

] ∣∣∣∣ E ⊂ Ω simple, |E| ∈
(
0, |Ω|

)
, j = 1, . . . , n

}
,

where {ei}
n
i=1 denotes the canonical basis of Rn.

Proof. The claimed statement follows from Lemma 4.1 together with Theorem 3.5, setting

V = BV(Ω;Rn)/(Rn1Ω), Vi =
{
[(u · ej)ej ] | u ∈ BV(Ω;Rn)

}

as well as f([u]) = TVK(u) which satisfies

f([u]) =
n∑

j=1

TVKs(u · ej) =
n∑

j=1

TVK

(
(u · ej)ej

)
=

n∑

j=1

f
([
(u · ej)ej

])
.

Remark 4.3. The work [33] explores some extensions to deep networks of the Radon transform
based approach to shallow ReLU networks developed in [31, 32]. The latter is centered on the
seminorm

|f |
R BV2(Rd) = R TV2(f) = cd‖∂

2
t Λ

d−1
Rf‖M(Sd−1×R),

where cd = 2(2π)d−1, R : Rd → S
d−1 × R is the Radon transform, and Λd−1 is the ramp filter

occurring in its inversion formula by backprojection, given by

Λd−1g(θ, t) =

{
∂d−1
t g(θ, t) if d− 1 even,

Ht∂
d−1
t g(θ, t) if d− 1 odd,

with Ht the Hilbert transform in the shift variable t.

The natural extension to deep networks considered in [33] consists in the learning problem

min
f(1),...,f(L)

f(ℓ)∈R BV2(Rdℓ−1 ;Rdℓ)

f=f(L)◦...◦f(1)

N∑

n=1

L (yn, f(xn)) + α

L∑

ℓ=1

∣∣∣f (ℓ)
∣∣∣
R BV2(Rdℓ−1 ;Rdℓ)

(17)

where R BV2(Rdℓ−1 ;Rdℓ) is a Cartesian product of dℓ copies of R BV2(Rdℓ−1) with norm

‖g‖
R BV2(Rdℓ−1 ;Rdℓ)

=

dℓ∑

m=1

‖gm‖R BV2(Rdℓ−1 )

and L : RdL × R
d0 → R is some loss function. For this problem, in [33, Thm. 3.2] the au-

thors claim a representer theorem by a recursion argument layer by layer, leading to solutions
corresponding to an architecture with at most NL(d1 · . . . · dL) units.

Given the Cartesian product structure and additiveness of the regularizer over components and
layers, we can apply Lemma 4.1 to find that the extremal points of the unit ball induced by the
seminorm

(
f (1), . . . , f (L)

)
7→

L∑

ℓ=1

∣∣∣f (ℓ)
∣∣∣
R BV2(Rdℓ−1 ;Rdℓ)

consist on the equivalence classes a single ReLU unit with an affine skip connection (arising
from the kernel of R TV2, see [32, Thm. 1 and Rem. 2]) in one layer and an affine function on
all the other ones. However, from this fact we cannot immediately infer anything about (17),
because the appearance of the composition f = f (L) ◦ . . . ◦ f (1) in the data fitting term makes
the problem strongly nonconvex.
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5 Large families of extremals for matrix norms with symmetries

In this section, we consider more general matrix norms in which | · |K does not have additivity
properties allowing to decompose BV(Ω;Rn) into a direct sum of subspaces, so that Lemma 4.1
and Corollary 4.2 are not applicable. We divide our focus between extremal points for the unit
ball BK associated to TVK as in (2), and the analogous ball for TDK in BD(Ω), that is

DK :=
{
[u] ∈ BD(Ω)/A

∣∣ TDK(u) ≤ 1
}
.

For TVK and in the interest of covering commonly used norms, this section puts the focus on
classes of matrix norms which are invariant w.r.t to certain orthogonal transformations. More in
detail, we call | · |K left orthogonally invariant if |QA|K = |A|K for all Q ∈ O(n) and A ∈ R

n×d

while | · |K is isotropic if |AR|K = |A|K for all rotations R ∈ SO(d). Note that Schatten p norms
with p ∈ [1,∞], e.g. the nuclear, Frobenius and the spectral norm, as well as the Ky Fan norms
are, both, isotropic and left orthogonally invariant.

We provide three main results: First, piecewise constant functions supported on simple sets still
represent extremal points of Ext(BK), assuming | · |K satisfies either

| · |K is left orthogonally invariant, and

|e1 · b||e1 ⊗ ν|K = |(e1 ⊗ e1)(b⊗ ν)|K < |b⊗ ν|K

for all b ∈ R
n, ν ∈ R

d with |b| = 1, |ν| = 1 and b 6= e1,

(18)

or
|b⊗ ν|K = |b| for all b ∈ R

n and ν ∈ R
d with |ν| = 1, (19)

where e1 denotes the first canonical basis vector in R
n.

Second, these characteristic functions do not yield a full characterization of Ext(BK) under the
second assumption. In this case, we give an infinite family of extremal points which attain
more than two values on Ω. We remark that, on the one hand, norms of the form (7) with
| · |Kv = | · | and Ks arbitrary satisfy (18) but not (19) unless | · |Ks = | · |. On the other hand,
all Schatten and Ky Fan norms satisfy (19), but for certain nonsmooth cases like the spectral
norm and the 1-Schatten norm, (18) fails. A further remark concerning (18) is that orthogonal
invariance implies |(e1 ⊗ e1)A|K ≤ |A|K , since any contraction (and in particular e1 ⊗ e1) is a
convex combination of matrices in O(n), see [34]. However, the strict inequality is a genuine
additional assumption.

Third, we prove that equivalence classes [w1E ] of piecewise infinitesimally rigid vector fields
with two regions are also generically extremal in DK . We require strict convexity of | · |K with
respect to certain rank-two variations, and the boundary of E to not be completely flat, with
this second condition shown to be sharp with a family of counterexamples.

Similar to the scalar-valued case, see (11), it will be useful to have a primal expression for TVK(u)
and TDK(u):

Lemma 5.1. We have

TVK(u) =

ˆ

Ω

∣∣∣∣
Du

|Du|F

∣∣∣∣
K

d|Du|F . (20)

Analogously, we also have

TDK(u) =

ˆ

Ω

∣∣∣∣
Eu

|Eu|F

∣∣∣∣
K

d|Eu|F . (21)
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Proof. The proof of (20) follows completely analogously to [2, Prop. 9], whose main steps we
indicate here for convenience. One can apply the Lusin theorem to the R

n×d-valued function

M :=
Du

|Du|F

∣∣∣∣
Du

|Du|F

∣∣∣∣
−1

K

,

obtaining for each ε a set Ωε on which M is continuous and the integral of the measure inside
(20) on Ω\Ωε is less than ε. This continuity allows to find functions Nε satisfyingM ·Nε ≥ 1−ε
on Ωε while taking only finitely many values and satisfying the constraint | · |K◦ ≤ 1 pointwise,
which are then mollified to make them admissible in the definition of TVK . The proof of (21)
is completely analogous.

The next step is to realize that if we can express a piecewise constant function u0 as a nontrivial
convex combination of functions with the same value of TVK , then those functions need to be
themselves piecewise constant:

Lemma 5.2. Let u0 ∈ BV(Ω;Rn) be piecewise constant, and expressible as a nontrivial convex
combination

u0 = λv +
(
1− λ

)
w, with TVK(v) = TVK(w) = TVK(u0) and λ ∈ (0, 1). (22)

Then v and w must also be piecewise constant and Jv ∪ Jw = Ju0 (mod Hd−1).

Proof. Without loss of generality we can take TVK(u0) = 1. We have the decomposition [6,
Sec. 3.9] into absolutely continuous, jump and Cantor parts for u0:

Du0 = ∇u0L
d +Dju0 +Dcu0 = ∇u0L

d +
[
(u+0 − u−0 )⊗ νu0

]
Hd−1 Ju0 +Dcu0, (23)

and similarly for v and w. Now, by the definition of piecewise constant, ∇u0 andD
cu0 vanish. In

view of the expression (22) as convex combination and by testing on sets of Hausdorff dimension
d − 1, on which the Lebesgue measure Ld and the Cantor parts Dcv and Dcw all vanish [6,
Prop. 3.92], we must have

[
(u+0 − u−0 )⊗ νu0

]
Hd−1 Ju0 = λDjv + (1− λ)Djw

with

ˆ

Ju0

∣∣(u+0 − u−0 )⊗ νu0
∣∣
K
dHd−1 = 1,

which together with

1 =

ˆ

Ω
|∇v|K dx+ |Dcv|K(Ω) + |Djv|K(Ju0) + |Djv|K(Ω \ Ju0)

=

ˆ

Ω
|∇w|K dx+ |Dcw|K(Ω) + |Djw|K(Ju0) + |Djw|K(Ω \ Ju0)

implies that we must have
|Djv|K(Ju0) = |Djw|K(Ju0) = 1,

as well as

∇v = 0, Dcv = 0, Djv (Jv \ Ju0) = 0,

∇w = 0, Dcw = 0 and Djw (Jw \ Ju0) = 0,

since otherwise we would necessarily have TVK(v) > 1 and TVK(w) > 1. This implies that
v and w must be piecewise constant using [6, Thm. 4.23], since even though this result is
stated for scalar-valued functions in L∞, we can just apply it to truncations of components
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(C ∧ vi)∨ (−C), (C ∧wi)∨ (−C) for all i = 1, . . . , n and all C > 0 to obtain (as observed in the
proof of [18, Lem. 5.1]) that vi, wi must be piecewise constant, implying that v,w themselves
are also piecewise constant. Moreover, by the expression of u0 as a convex combination we
must have Ju0 ⊂ Jv ∪ Jw (mod Hd−1). On the other hand, we deduce that we must also have
Jv ∪ Jw ⊂ Ju0 (mod Hd−1), since Djv (Jv \ Ju0) and D

jw (Jw \ Ju0) vanish, respectively.

From this, we conclude Jv ∪ Jw = Ju0 (mod Hd−1).

Lemma 5.3. Let u0 ∈ BD(Ω) be piecewise infinitesimally rigid and such that there is a nontrivial
convex combination

u0 = λv +
(
1− λ

)
w, with TDK(v) = TDK(w) = TDK(u0) and λ ∈ (0, 1).

Then v and w must be piecewise infinitesimally rigid and Jv ∪ Jw = Ju0 (mod Hd−1).

Proof. For u ∈ BD(Ω), one has [5, Sec. 4] the decomposition analogous to (23):

Eu =
1

2

(
∇u+ (∇u)⊤

)
Ld + Eju+ Ecu

=
1

2

(
∇u+ (∇u)⊤

)
Ld +

[
(u+ − u−)⊙ νu

]
Hd−1 Ju + Ecu.

Moreover, by [15, Thm. A.1] functions u ∈ BD(Ω) for which Ecu = 0 and Eu := ∇u+(∇u)⊤ = 0
must be piecewise infinitesimally rigid. Using these results, one can follow an analogous proof
as for Lemma 5.2.

Theorem 5.4. Let | · |K satisfy either (18) or (19), and define the vector norm

|ν|k = |e1 ⊗ ν|K for all ν ∈ R
d,

where e1 ∈ R
n is the first canonical basis vector. Then there holds

{[
1

TVk(1E)
b1E

] ∣∣∣∣ E ⊂ Ω simple, |E| ∈
(
0, |Ω|

)
, b ∈ R

n, |b|k = 1

}
⊂ Ext(BK). (24)

Proof. If | · |K satisfies (19) then we immediately deduce that | · |k = | · | and |b⊗ νE|K = |b| = 1
for νE = D1E/|D1E |, implying that for

uE,b :=
1

TVk(1E)
b1E with DuE,b =

1

TVk(1E)

(
b⊗ νE

)
Hd−1 ∂∗E

and E, b as in (24), we have by using (20) that

TVK(uE,b) =
1

TVk(1E)

ˆ

∂∗E
|b⊗ νE |K dHd−1 =

1

TVk(1E)
Hd−1

(
∂∗E

)
=

Per(E,Ω)

Per(E,Ω)
= 1.

Moreover, we claim that TVK(uE,b) = 1 also holds if (18) is assumed. To see this, first we
show that the left orthogonal invariance of | · |K implies TVK(Qu) = TVK(u) for all u ∈
BV(Ω;Rn), Q ∈ O(n) and where left multiplication has to be understood pointwise. Indeed,
recalling (4), we get

|QA|K◦ = sup
{
tr
(
A⊤Q⊤B

) ∣∣∣B ∈ R
n×d, |B|K 6 1

}

= sup
{
tr
(
A⊤Q⊤B

) ∣∣∣B ∈ R
n×d, |Q⊤B|K 6 1

}

= sup
{
tr
(
A⊤B̃

) ∣∣∣ B̃ ∈ R
n×d, |B̃|K 6 1

}
= |A|K◦
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for all A ∈ R
n×d and Q ∈ O(n). Hence, | · |K◦ is left orthogonally invariant as well. This implies

TVK(Qu) = sup

{
ˆ

Ω
(Qu) · divΦ dx

∣∣∣∣Φ ∈ C1
c (Ω;R

n×d), |Φ(x)|K◦ ≤ 1 for all x ∈ Ω

}

= sup

{
ˆ

Ω
u · divQ⊤Φ dx

∣∣∣∣Φ ∈ C1
c (Ω;R

n×d), |Q⊤Φ(x)|K◦ ≤ 1 for all x ∈ Ω

}

= sup

{
ˆ

Ω
u · div Φ̃ dx

∣∣∣∣ Φ̃ ∈ C1
c (Ω;R

n×d), |Φ̃(x)|K◦ ≤ 1 for all x ∈ Ω

}
= TVK(u).

Now, let uE,b = b1E/TVk(1E) for b ∈ R
n with |b|k = 1. To verify that TVK(uE,b) = 1, we

denote by Rb ∈ SO(n) any rotation transforming b to a vector parallel to e1. We have then
that TVK(uE,b) = TVK(RbuE,b) = TVK(uE,e1), to the right hand side of which we can apply
(20) and (11) to get

TVK(uE,e1) =
1

TVk(1E)

ˆ

∂∗E
|e1 ⊗ νE|K dHd−1 =

ˆ

∂∗E
|νE|k dH

d−1 =
TVk(1E)

TVk(1E)
= 1.

To arrive at extremality of uE,b, assume that we have

uE,b = λu1 + (1− λ)u2 with TVK(u1) = TVK(u2) = 1 and λ ∈ (0, 1).

In this situation, we can apply Lemma 5.2 to conclude that u1, u2 are piecewise constant with
Ju1 ∪Ju2 = ∂∗E (mod Hd−1). Now by the Federer theorem [30, Thm. 16.2] we have Hd−1(∂eE \
∂∗E) = 0 for ∂eE = Ω\(E(1)∪E(0)) and since the ui are piecewise constant, we have that Dui is
absolutely continuous with respect to Hd−1 ∂∗E for i = 1, 2. In particular, this implies that for
each component uji with i = 1, 2 and j = 1, . . . , n we have |Duji |(E

(1)) = 0 and |Duji |(E
(0)) = 0,

and since these sets are indecomposable because E is assumed simple, we can apply a constancy
theorem for scalar BV functions (see [22, Prop. 2.12] or [4, Rem. 2]) to conclude that

ui = uE,bi + ai with ai, bi ∈ R
n for i = 1, 2,

for which by the invariance with respect to addition of constant functions (i.e., taking adequate
representatives) we may assume a1 = a2 = 0. Moreover, for these we have

1 = TVK(ui) =
|bi|k

TVk(1E)

ˆ

∂∗E

∣∣∣∣
bi

|bi|k

∣∣∣∣
K

dHd−1 = |bi|k,

in addition to

1 = TVK(uE,b) =
1

TVk(1E)

ˆ

∂∗E

∣∣(λb1 + (1− λ)b2
)
⊗ νE(x)

∣∣
K
dHd−1(x). (25)

In case (19) is satisfied, the integral in the right hand side of (25) above reduces to

|λb1 + (1− λ)b2|H
d−1(∂∗E),

and we conclude directly by noting that all unit vectors are extremal for the ℓ2 ball in R
n, so

that b1 = b2 = b.

If instead we have (18), we argue by contradiction and assume that at least one of the bi is
not parallel to b, which without loss of generality we can assume to be b1. Letting Rb as above
denote a rotation that maps b to a vector parallel to e1, we then have Rbb1 6∈ Span(e1). We
compose uE,b on the left with the pointwise projection πba = (a · b)b/|b|2 onto the line Rb ⊂ R

n,
which leaves uE,b invariant. Noticing that

πb = R⊤
b πe1Rb =

b

|b|
⊗

b

|b|
,
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using the left orthogonal invariance, the triangle inequality, (18) combined with Hd−1(∂∗E) > 0,
and again left orthogonal invariance,

1 = TVK(uE,b) = TVK(πbuE,b) = TVK(πbuE,b)

=
1

TVk(1E)

ˆ

∂∗E

∣∣(e1 ⊗ e1)
[(
λRbb1 + (1− λ)Rbb2

)
⊗ νE(x)

] ∣∣
K
dHd−1(x)

≤
1

TVk(1E)

(
λ

ˆ

∂∗E

∣∣(e1 ⊗ e1)
(
Rbb1 ⊗ νE(x)

)∣∣
K
dHd−1(x)

+ (1− λ)

ˆ

∂∗E

∣∣(e1 ⊗ e1)
(
Rbb2 ⊗ νE(x)

)∣∣
K
dHd−1(x)

)

<
1

TVk(1E)

(
λ

ˆ

∂∗E

∣∣(Rbb1 ⊗ νE(x)
)∣∣
K
dHd−1(x)

+ (1− λ)

ˆ

∂∗E

∣∣(Rbb2 ⊗ νE(x)
)∣∣
K
dHd−1(x)

)

= λTVK(RbuE,b1) + (1− λ)TVK(RbuE,b2)

= λTVK(uE,b1) + (1− λ)TVK(uE,b2) = 1,

which is indeed a contradiction. We have obtained that b1 and b2 must both be parallel to b, so
that we can now apply the scalar-valued anisotropic case of Theorem 3.5 on TVk to conclude.

We now turn our attention to vector fields in BD(Ω), for which in particular n = d, and where
additional difficulties appear owing to the the symmetrized gradient having a larger kernel, the
infinitesimal rigid motions appearing in (8). Specifically, we prove that piecewise infinitesimally
rigid functions with two regions (the analog of indicatrices in the TV case) arising from a simple
finite perimeter set E whose boundaries are not completely flat, also give rise to extremal points
of sublevel sets of TDK in BD(Ω)/A. To profit from this assumption, we will use that by De
Giorgi’s structure theorem [6, Thm. 3.59] ∂∗E is countably (d − 1)−rectifiable, which in turn
implies [6, Thm. 2.76] that there are countably many Lipschitz (d− 1)−graphs Γℓ such that

∂∗E = F ∪
∞⋃

ℓ=1

Γℓ with Hd−1(F ) = 0, and Hd−1(Γℓ) > 0 for all ℓ ∈ N. (26)

Theorem 5.5. Assume that d ≥ 2, and that for all a, b ∈ R
d linearly independent and ν ∈ R

d

with |ν| = 1, we have that the function

(0, 1) ∋ λ 7→
∣∣((1− λ)a+ λb

)
⊙ ν
∣∣
K

(27)

is strictly convex. Let E ⊂ Ω be a simple set with |E| ∈
(
0, |Ω|

)
, and

Hd−1
(
∂∗E \ {x ∈ Ω | a · x = c}

)
> 0 for all a ∈ R

d \ {0} and c ∈ R. (28)

Then, the equivalence classes of functions of the form uE,w := w1E for w ∈ A are extremal in

{
[u] ∈ BD(Ω)/A

∣∣ TDK(u) ≤ TDK(uE,w)
}
.

Proof. By homogeneity we can assume that TDK(uE,w) = 1, and as for Theorem 5.4, assume
for a contradiction that we can write

uE,w = λu1 + (1− λ)u2 with u1 6= u2, TDK(u1) = TDK(u2) = 1 and λ ∈ (0, 1).
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Then, using Lemma 5.3 we have that u1, u2 must be piecewise infinitesimally rigid. In this
setting, the constancy theorem is not applicable, since it’s proved using the coarea formula, but
we can take advantage of [15, Thm. A.1] being formulated on arbitrary open sets to conclude
that u1 and u2 are affine on both E(1) and E(0). Therefore, we can write

ui = uE,wi
+ vi with wi, vi ∈ A,

and as before pick representatives such that vi = 0, which in turn forces wi 6= 0. We then have,
using (21), that

1 = TDK(uE,w) =

ˆ

∂∗E
|w(x) ⊙ νE(x)|K dHd−1(x)

=

ˆ

∂∗E

∣∣(λw1(x) + (1− λ)w2(x)
)
⊙ νE(x)

∣∣
K
dHd−1(x)

(29)

in which, in contrast to the situation in (25), the functions wi and w are of course not necessarily
constant. We can assume that the wi are linearly independent as functions, since otherwise we
immediately reach w1 = w2 and consequently, the contradiction u1 = u2.

Moreover, expressing the reduced boundary ∂∗E as in (26), if we find any point x0 ∈ ∂∗E \ F
for which the vectors w1(x0), w2(x0) are linearly independent, then by continuity the functions
w1, w2 also remain linearly independent in B(x0, r) for some r > 0, while x0 ∈ Γℓ for some ℓ
implies

Hd−1
(
∂∗E ∩B(x0, r)

)
> 0. (30)

Further, for any point x ∈ ∂∗E ∩ B(x0, r), using the strict convexity property in (27) we can
directly estimate

|w(x) ⊙ νE(x)|K =
∣∣(λw1(x) + (1− λ)w2(x)

)
⊙ νE(x)

∣∣
K

< λ|w1(x)⊙ νE(x)|K + (1− λ)|w2(x)⊙ νE(x)|K ,
(31)

which when used back in (29) and taking into account (30) gives

1 = TDK(uE,w) < λTDK(uE,w1) + (1− λ)TDK(uE,w2) = λ+ (1− λ) = 1,

the desired contradiction.

It remains to show that x 7→ wi(x) = Aix + bi ∈ A, wi 6= 0, being independent as functions
implies the existence of such an x0. For this, let us assume that for every point x ∈ ∂∗E \F the
vectors w1(x), w2(x) are linearly dependent. A nonzero skew-symmetric matrix must necessarily
have rank at least 2, since if we take a, b ∈ R

d, skew-symmetry of b⊗a would imply that for every
i ∈ {1, . . . , d} we have aibi = 0, which then gives that all off-diagonal elements biaj = −bjai
with i 6= j must vanish as well. This means, since it cannot happen that A2 = 0 and b2 = 0
simultaneously, that defining

G :=
{
x ∈ R

d
∣∣A2x+ b2 = 0

}
, we have Hd−1(G) = 0,

and by linear dependence we can find a function c : ∂∗E \ (F ∪G) → R such that

A1x+ b1 = c(x)
[
A2x+ b2

]
.

Now, we notice that translating Ω and shifting the functions wi accordingly does not affect the
linear structure of BD(Ω), so extremality and linear independence are preserved (even if the
particular values in Ai and bi change). This allows us, taking into account that Hd−1(G) = 0
but Hd−1(∂∗E \ F ) > 0, to assume that 0 ∈ ∂∗E \ (F ∪ G) to simplify our computations. In
particular we then have b1 = c(0)b2, so we can write

A1x = c(x)A2x+
[
c(x)− c(0)

]
b2. (32)
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To proceed further, we now make a case distinction:

Case 1 Assume that b2 6= 0. In this case, (28) ensures that

Hd−1(∂∗E \ (F ∪G ∪ {x | x⊤b2 = 0 })) > 0.

Now, we select linearly independent x1, . . . , xd ∈ R
d with

x1 ∈ ∂∗E \ (F ∪G ∪ {x | x⊤b2 = 0 })

as well as

xi+1 ∈ ∂∗E \ (F ∪G ∪ {x | x⊤b2 = 0 } ∪ Span{x1, . . . , xi})

for i = 1, . . . , d− 1. This construction is again well-defined due to (28), since for i = 1, . . . , d we
have that Span{x1, . . . , xi} is contained in a hyperplane. Using the skew-symmetry of A1, (32),
and the skew-symmetry of A2 yields

0 = x⊤i A1xi = c(xi)x
⊤
i A2xi +

[
c(xi)− c(0)

](
x⊤i b2

)
=
[
c(xi)− c(0)

](
x⊤i b2

)
,

and c(xi) = c(0), i = 1, . . . , d. Thus, evaluating (32) again for every xi, we get A1xi = c(0)A2xi
for every i = 1, . . . , d and, since {x1, . . . , xd} is a basis of Rd, finally A1 = c(0)A2. Because we
already saw that b1 = c(0)b2, this means w1 and w2 are linearly dependent as functions.

Case 2 If b1 = b2 = 0, using (28) and with similar arguments as in Case 1, we sequentially select
a family {x1, . . . , xd} with Span{x1, . . . , xd} = R

d and x⊤i A2xi+1 6= 0 for all i = 1, . . . , d − 1.
Using (32), skew-symmetry of A1, again (32), and finally skew-symmetry of A2, we get

c(xi+1)x
⊤
i A2xi+1 = x⊤i A1xi+1 = −x⊤i+1A1xi = −c(xi)x

⊤
i+1A2xi = c(xi)x

⊤
i A2xi+1

and thus by construction c(x1) = · · · = c(xd). Denoting this common constant by c, we
get A1xi = cA2xi for i = 1, . . . , d implying that A1 = cA2.

Example 5.6. We demonstrate with an explicit counterexample that the condition (28), ex-
pressing that the boundary of E should not be completely flat, cannot be dropped. Let

Ω = (−1, 1)2, E = {(x1, x2) ∈ Ω |x2 < 0}, and uE,e2 = e21E.

Further, let us define a function z : Ω → R
2 as

z(x) =

{
Ax if x2 ≥ 0

−Ax if x2 < 0,
where A =

(
0 1
−1 0

)
,

and finally

u1 := uE,e2 +
1

4
z, u2 := uE,e2 −

1

4
z, so that uE,e2 =

1

2
u1 +

1

2
u2.

Then, we can directly compute

TDK(uE,e2) =

ˆ

(−1,1)×{0}
|e2 ⊗ e2|K dH1(x),

TDK(u1) =

ˆ

(−1,1)×{0}

(
1 +

x1
2

)
|e2 ⊗ e2|K dH1(x),

TDK(u2) =

ˆ

(−1,1)×{0}

(
1−

x1
2

)
|e2 ⊗ e2|K dH1(x)
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and by symmetry of the domain of integration all of these are equal, from which we conclude
that uE,e2 is not extremal. We remark that this does not depend on the particular value of
|e2 ⊗ e2|K or any other properties of | · |K . In particular it is straightforward to check, by
applying adequate rotations and translations to extensions by zero of u1 and u2, that for any
bounded domain Ω ⊂ R

d with d ≥ 2 and any halfspace H = {x ∈ R
d |x · ν < 0}, ν ∈ S

d−1 with
H ∩ Ω 6= ∅, the function uH,ν is not extremal.

Remark 5.7. It could be tempting to attempt to relax (27) into strict convexity of both of the
functions

(0, 1) ∋ λ 7→
∣∣((1− λ)a+ λb

)
⊗ ν
∣∣
K

and (33)

(0, 1) ∋ λ 7→
∣∣ν ⊗

(
(1− λ)a+ λb

)∣∣
K
,

but this would not allow us to conclude, since in that case we would have to use the triangle
inequality, which would in turn prevent recovering |wi ⊙ νE | in the right hand side of (31). On
the other hand, using the positive one-homogeneity of | · |K it is straightforward to check that the
strict convexity in (33) is less restrictive than assuming (19), and one could prove Theorem 5.4
assuming the former. We have chosen to focus on (18) and (19) because in those cases we can
relate the total variation of a function with two values with the (possibly anisotropic) perimeter
induced by the norm | · |k on R

d, which makes the similarities and differences with scalar-valued
functions more transparent. In any case, let us note that (18) and (19) are still formulated
around rank-one matrices, so it does not seem to be possible to deduce (27) from them either.

Returning to the total variation, we know that for the scalar-valued case, sets that are not simple
cannot give rise to extremal points by adjusting the function values on different indecomposable
components to find nontrivial convex combinations. However, in the vectorial case for norms
satisfying (19), such a construction is not possible and extremals may have more than two values.
As a (non-exhaustive) example of this phenomenon, we write out explicit assumptions to find
extremals with three values in the next result.

Theorem 5.8. Let | · |K satisfy (19). Assume that b1, b2 ∈ R
n with b1, b2 6= 0 are not collinear

and E1, E2 are two simple disjoint sets with |E1|, |E2| ∈
(
0, |Ω|

)
,

µ1 := Per
(
E1, E

(0)
2 ∩Ω

)
> 0, µ2 := Per

(
E2, E

(0)
1 ∩ Ω

)
> 0 and

µ− := Hd−1
({
x ∈ ∂∗E1 ∩ ∂

∗E2

∣∣ νE1(x) = −νE2(x)
}
∩ Ω

)
> 0.

(34)

Then, the equivalence class of the function u0 = b11E1 + b21E2 is extremal in
[
TVK(u0)

]
BK =

{
[u] ∈ BV(Ω;Rn)/(Rn1Ω)

∣∣ TVK(u) 6 TVK(u0)
}
.

Proof. Assuming a nontrivial decomposition u0 = λv+(1−λ)w as in (22), we can apply Lemma
5.2 to see that both v and w are piecewise constant and

Jv ∪ Jw = Ju0 = ∂∗E1 ∪ ∂
∗E2 (mod Hd−1).

Therefore, as in the proof of Theorem 5.4, by taking adequate representatives for the quotient
we can write

v = bv11E1 + bv21E2 and w = bw1 1E1 + bw2 1E2 ,

with
µ1|b1|+ µ2|b2|+ µ−|b1 − b2|

= µ1|b
v
1|+ µ2|b

v
2|+ µ−|b

v
1 − bv2| = µ1|b

w
1 |+ µ2|b

w
2 |+ µ−|b

w
1 − bw2 | = 1

(35)

for µ1, µ2, µ− as in (34), and where we have used [30, Thm. 16.3] for expressing the different
boundary terms, the assumptions on E1, E2, and the property (19) assumed for the norm, so
that

|(b1 − b2)⊗ νE1 |K = |b1 − b2|
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independently of the direction of νE1 , and similarly for the other two terms.

Moreover, by the expression as convex combination (22) we know that

b1 = λbv1 + (1− λ)bw1 , b2 = λbv2 + (1− λ)bw2 and

(b1 − b2) = λ(bv1 − bv2) + (1− λ)(bw1 − bw2 ),
(36)

implying
|b1| 6 λ|bv1|+ (1− λ)|bw1 |, |b2| 6 λ|bv2|+ (1− λ)|bw2 | and

|b1 − b2| 6 λ|bv1 − bv2|+ (1− λ)|bw1 − bw2 |,
(37)

and by strict convexity of | · |, these inequalities are strict unless the two vectors in the corre-
sponding convex combination (and in consequence, the result) are multiples of each other. But
if any of them were not an equality we would contradict (35), so we have for some r, s ∈ R that
that bv1 = rb1 and bv2 = sb2, which using the first two equalities of (36) gives rise to

bw1 =
1− λr

1− λ
b1, and bw2 =

1− λs

1− λ
b2,

so that the third equality of (36) becomes

b1 − b2 = λ
(
rb1 − sb2) + (1− λ)

(
1− λr

1− λ
b1 −

1− λs

1− λ
b2

)
.

But for the second line of (37) to hold with equality, again to avoid a contradiction with (35),
we must have that the three points appearing above must also be multiples of each other. In
particular rb1 − sb2 must be parallel to b1 − b2, which since b1 and b2 are not collinear, forces
r = s. But then, plugging in the representations for bv1, b

v
2, b

w
1 , b

w
2 into (35), we see that we must

have simultaneously

|r| = 1, and

∣∣∣∣
1− λr

1− λ

∣∣∣∣ ,

which forces r = 1.

Remark 5.9. We note that [2] is also centered on Schatten norms, and their Proposition 23 has
a similar flavor, in that continuous piecewise affine functions (in their second derivative setting)
are extremal for TV2 if and only if they are with respect to variations of the coefficients while
keeping the jump set of the first derivative fixed. Here we make the observation that for the
total variation of vector valued functions we end up with more extremals than what one would
at first expect. This stands in contrast to the scalar case, the separable case of Lemma 4.1, or
the situation considered in [2]. In this last case, continuity of the piecewise affine functions plays
a crucial role, since it imposes that the difference of the gradients on either side of an interface
must be proportional to the normal to it.

Remark 5.10. In Theorem 5.8 we have assumed that for rank-one matrices the matrix norm
used satisfies |b ⊗ ν|k = |b|. In contrast, for a norm leading to the sum of the componentwise
variations, see Corollary 4.2, one does not observe the same phenomenon in which functions
with more than two values could be extremal. It is reasonable to ask what the boundary is
between these two situations, and specifically whether these more complicated extremals can
appear when using a norm of the type (5) with Ks the Euclidean ball in R

d and Kv a polyhedron
in R

n. To see that they can, notice that the proof of Theorem 5.8 only used strict convexity of
the vector norm at the vectors b1, b2 and b1 − b2, so it is also applicable as long as those three
vectors are extremal points of a rescaling of Kv. A straightforward example is to consider n = 2
and Kv the regular octagon with vertices

yj :=

(
cos

(
2πj

8

)
, sin

(
2πj

8

))⊤
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for j = 0, . . . , 7. In this case, for any j the difference yj − yj−2 (with the indexing counted
modulo 8) is proportional to a vertex of the octagon, and hence extremal in a ball of | · |Kv .

One might also wonder whether results analogous to Theorem 5.8 also hold for the case of
TDK . The presence of the symmetrized gradient makes the situation more involved because of
possible cancellations and because it precludes the simplifications afforded by the condition (19),
so the given proof is not applicable to that situation. We think that the existence of piecewise
infinitesimally rigid extremals with more than two regions is nevertheless quite plausible but do
not pursue this further, due to the increased complexity of the ensuing computations coupled
with the more limited interest for such a result.

6 Unit radial vector fields

In [3] it is proved that a function whose graph is a spherically symmetric cone is an extremal
for the Schatten TV2 ball. Below we show that its derivative (a ‘hedgehog’ vector field) is also
extremal for the total variation defined using the Frobenius norm, when n = d = 2. Since we
only treat this case, in this section we denote it just by TV.

Proposition 6.1. Let Ω = B(0, 1) ⊂ R
2, n = 2, and TV be defined with the Frobenius norm.

Then the equivalence class of

uH(x) =
x

|x|

is extremal in {
[u] ∈ BV(Ω;R2)/(R2

1Ω) | TV(u) 6 TV(uH)
}
.

Proof. We first notice that indeed uH ∈ BV(Ω;R2), and assume that it can be expressed as

uH = λv + (1− λ)w with TV(v) = TV(w) = TV(uH) and λ ∈ (0, 1).

Note that we can, w.l.o.g, assume that Dv and Dw are absolutely continuous w.r.t the Lebesgue
measure, that is v,w ∈W 1,1(Ω;Rd) and

TV(v) =

ˆ

Ω
|∇v(x)|F dx, TV(w) =

ˆ

Ω
|∇w(x)|F dx.

First, we argue that we necessarily have

|∇uH(x)|F =
∣∣λ∇v(x) + (1− λ)∇w(x)

∣∣
F
= λ|∇v(x)|F + (1− λ)|∇w(x)|F (38)

for a.e. x ∈ Ω. Indeed, by convexity we know that
∣∣λ∇v(x) + (1− λ)∇w(x)

∣∣
F
≤ λ|∇v(x)|F + (1− λ)|∇w(x)|F for a.e. x ∈ Ω.

Assume that this inequality is strict on a set O ∈ B(Ω) with L2(O) > 0. Together with the
assumption TV(uH) = TV(v) = TV(w), we then have

TV(uH) =

ˆ

O

∣∣λ∇v(x) + (1− λ)∇w(x)
∣∣
F

dx+

ˆ

Ω\O

∣∣λ∇v(x) + (1− λ)∇w(x)
∣∣
F

dx

<

ˆ

Ω

[
λ|∇v(x)|F + (1− λ)|∇w(x)|F

]
dx = λTV(v) + (1− λ)TV(w) = TV(uH)

yielding a contradiction.

We denote the polar coordinate parametrization of B(0, 1) by Υ : (0, 1) × [0, 2π) → B(0, 1) and
by

er(x) = uH(x), eϕ(x) = (x2,−x1)/|x| for x ∈ B(0, 1) \ {0}
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the associated unit vectors. We point out that the vectors {er(x), eϕ(x)} form an orthonormal
basis of R2 while the matrices

{
er(x)⊗ er(x), er(x)⊗ eϕ(x), eϕ(x)⊗ er(x), eϕ(x)⊗ eϕ(x)

}

are an orthonormal basis of R2×2 equipped with the Frobenius inner product for all x ∈ B(0, 1)\
{0}. For a generic function u ∈W 1,1(B(0, 1);R2) with derivative Du = ∇u L2, this implies the
pointwise representations

u = (u · eϕ)eϕ + (u · er)er L2 − a.e.

as well as
∇u =

(
e⊤r ∇uer

)
(er ⊗ er) +

(
e⊤ϕ∇ueϕ

)
(eϕ ⊗ eϕ)

+
(
e⊤ϕ∇uer

)
(eϕ ⊗ er) +

(
e⊤r ∇ueϕ

)
(er ⊗ eϕ) L2 − a.e.

and thus

|∇u|2F =
(
e⊤r ∇uer

)2
+
(
e⊤ϕ∇ueϕ

)2
+
(
e⊤ϕ∇uer

)2
+
(
e⊤r ∇ueϕ

)2
L2 − a.e. (39)

However, while we have er, eϕ ∈ C∞(B(0, 1) \ {0} ; S1), we note that er ∈ W 1,1(B(0, 1),R2)
satisfies

Der = DuH = ∇erL
2 =

[
x 7→

1

|x|

(
Id−

x

|x|
⊗

x

|x|

)]
L2 =

1

| · |
(eϕ ⊗ eϕ)L

2. (40)

As a consequence, u · er is not guaranteed to belong to W 1,1(B(0, 1)), since

∇er ∈ L2−ε(B(0, 1);R2) for all ε > 0, but ∇er /∈ L2(B(0, 1);R2),

while
u ∈W 1,1(B(0, 1);R2) ⊂ L2(B(0, 1);R2).

In order to circumvent this issue, and for ρ ∈ (0, 1) small enough, we consider the annulus
Aρ := B(0, 1) \ B(0, ρ). Note that er, eϕ ∈ C∞(Aρ;R

2) while the coefficient functions satisfy
(u · er), (u · eϕ) ∈W 1,1(Aρ), and we may write their gradients as

∇(u · er) =
(
∇(u · er) · er

)
er +

(
∇(u · er) · eϕ

)
eϕ,

∇(u · eϕ) =
(
∇(u · eϕ) · er

)
er +

(
∇(u · eϕ) · eϕ

)
eϕ.

(41)

In order to conclude uH = v = w, we proceed in three steps:

1. We show that that for all ρ ∈ (0, ρ0], ρ0 small enough, there are cv(ρ), cw(ρ) > 0 as well
as λ(ρ) ∈ (0, 1) such that the functions vρ = cv(ρ)v and wρ = cw(ρ)w satisfy

uH
∣∣
Aρ

= λ(ρ)
(
vρ
∣∣
Aρ

)
+ (1− λ(ρ))

(
wρ
∣∣
Aρ

)
, |Dvρ|F (Aρ) = |Dwρ|F (Aρ) = |DuH |F (Aρ).

2. By using (39) and (41) as well as by passing to polar coordinates, we conclude uH = vρ =
wρ on Aρ.

3. Since the previous results are valid for all ρ ∈ (0, ρ0] and cv(ρ), cw(ρ) → 1 as ρ → 0, an
overlapping argument finally yields cv(ρ) = cw(ρ) = 1 for all ρ ∈ (0, ρ0].

Step 1: First note that by absolute continuity of Dv and Dw the mappings

ρ 7→ |Dv|F (Aρ), ρ 7→ |Dw|F (Aρ)

26



are continuous on (0, 1) and there holds limρց0 |Dv|F (Aρ) = limρց0 |Dw|F (Aρ) = TV(uH).
Hence, there is ρ0 > 0 such that both, |Dv|F (Aρ) and |Dw|F (Aρ), are nonzero for all ρ ∈ (0, ρ0].
From now on, let ρ ∈ (0, ρ0] be arbitrary but fixed. We argue similarly to the proof of [13,
Lem. 2.12] and consider a constructive approach for the choice of cv(ρ), cw(ρ) > 0 and λ(ρ) ∈
(0, 1). Indeed, making the ansatz

vρ := cv(ρ)v, wρ := cw(ρ)w,

while simultaneously requiring

|Dvρ|F (Aρ) = cv(ρ)

ˆ

Aρ

|∇v(x)|F dx = cw(ρ)

ˆ

Aρ

|∇w(x)|F dx = |Dwρ|F (Aρ) (42)

as well as

uH
∣∣
Aρ

= λ(ρ)
(
vρ
∣∣
Aρ

)
+ (1− λ(ρ))

(
wρ
∣∣
Aρ

)
(43)

for some cv(ρ), cw(ρ) > 0 and λρ ∈ (0, 1), yields

|Dv|F (Aρ)

|Dw|F (Aρ)
=
cw(ρ)

cv(ρ)
as well as λ = λ(ρ)cv(ρ), (1− λ) = (1− λ(ρ))cw(ρ). (44)

Here, the first identity is due to (42) while the second and third follows from a coefficient
comparison between (43) and uH = λv + (1− λ)w. This implies

λ(ρ)

1− λ(ρ)
=

λ

(1 − λ)

cw(ρ)

cv(ρ)
=

λ

(1− λ)

|Dv|F (Aρ)

|Dw|F (Aρ)
.

Rearranging yields the unique solution

λ(ρ) =
h(ρ)

1 + h(ρ)
where h(ρ) =

λ

(1− λ)

|Dv|F (Aρ)

|Dw|F (Aρ)
> 0,

and thus λ(ρ) ∈ (0, 1), is continuous on [0, ρ0] as well as limρց0 λ(ρ) = λ. We further recover
continuous functions

cv(ρ) = λ/λ(ρ), cw(ρ) = (1− λ)/(1 − λ(ρ)) with lim
ρց0

cv(ρ) = lim
ρց0

cw(ρ) = 1.

Finally, we utilize (38) as well as (44) to conclude

|DuH |F (Aρ) = λ|Dv|F (Aρ) + (1− λ)|Dw|F (Aρ)

= λ(ρ)cv(ρ)|Dv|F (Aρ) + (1− λ(ρ))cw(ρ)|Dw|F (Aρ)

= λ(ρ)|Dvρ|F (Aρ) + (1− λ(ρ))|Dwρ|F (Aρ) = |Dvρ|F (Aρ)

and thus finally |DuH |F (Aρ) = |Dvρ|F (Aρ) = |Dwρ|F (Aρ).

Step 2: Next, we show that there holds uH = vρ = wρ on Aρ. The proof is carried out to
obtain uH = vρ on Aρ, and the conclusion for wρ follows mutatis mutandis. For this purpose,
we first prove that

∇vρ = cv(ρ)
(
e⊤ϕ∇v eϕ

)(
eϕ ⊗ eϕ

)
. (45)

Recalling (39) and (40), we obtain

|Dvρ|F (Aρ) = |DuH |F (Aρ) =

ˆ

Aρ

√(
e⊤ϕ∇uH eϕ

)2
dx

≤ λ(ρ)

ˆ

Aρ

√(
e⊤ϕ∇vρ eϕ

)2
dx+ (1− λ(ρ))|Dwρ|F (Aρ) ≤ |Dvρ|F (Aρ)
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where the last line follows due to ∇uH = λ(ρ)∇vρ+(1−λ(ρ))∇wρ, |Dvρ|F (Aρ) = |Dwρ|F (Aρ) =
|DuH |F (Aρ) as well as

ˆ

Aρ

√(
e⊤ϕ∇u eϕ

)2
dx ≤

ˆ

Aρ

|∇u|F dx = |Du|F (Aρ) for all u ∈W 1,1(Aρ,R
2).

As a consequence,
ˆ

Aρ

|∇vρ|F − |e⊤ϕ∇vρeϕ|dx = 0

and since by (39) the integrand above is non-negative L2−a.e., we have

|∇vρ|F = |e⊤ϕ∇vρeϕ| L2 − a.e. in Aρ,

i.e., ∇vρ is of the form (45).

Next, we rewrite vρ = ṽρ + v̊ρ where

ṽρ = (er ⊗ er)vρ = (vρ · er)er, v̊ρ = (eϕ ⊗ eϕ)vρ = (vρ · eϕ)eϕ.

Again recalling that er, eϕ ∈ C∞(Aρ;R
2) and vρ · er, vρ · eϕ ∈ W 1,1(Aρ), we explicitly calcu-

late ∇vρ = ∇ṽρ +∇v̊ρ where

∇ṽρ = (vρ · er)∇er +
(
∇(vρ · er) · er

)
(er ⊗ er) +

(
∇(vρ · er) · eϕ

)
(er ⊗ eϕ)

= (vρ · er)

[
1

| · |
(eϕ ⊗ eϕ)

]
+
(
∇(vρ · er) · er

)
(er ⊗ er) +

(
∇(vρ · er) · eϕ

)
(er ⊗ eϕ),

and

∇v̊ρ = (vρ · eϕ)∇eϕ +
(
∇(vρ · eϕ) · er

)
(eϕ ⊗ er) +

(
∇(vρ · eϕ) · eϕ

)
(eϕ ⊗ eϕ)

= (vρ · eϕ)

[
−

1

| · |
(er ⊗ eϕ)

]
+
(
∇(vρ · eϕ) · er

)
(eϕ ⊗ er) +

(
∇(vρ · eϕ) · eϕ

)
(eϕ ⊗ eϕ).

Comparing coefficients with (45), we conclude

∇(vρ · er)er = ∇(vρ · eϕ) · er = 0,
1

| · |
(vρ · eϕ) = ∇(vρ · er) · eϕ (46)

for a.e. x ∈ Aρ.

We now show that there holds (vρ · eϕ) = 0 and (vρ · er) is constant in Aρ. For this purpose,
consider the upper cut annulus

A+
ρ :=

{
r(sin(θ), cos(θ)) | ρ < r < 1, 0 < θ < π

}
(47)

as well as

V : (ρ, 1) × (0, π) → R
2, V (r, θ) = vρ(Υ(r, θ)).

In the same way, define Er = er ◦Υ, Eϕ = eϕ ◦Υ as well as Pr = V ·Er and Pϕ = V ·Eϕ. Then,
since Υ is a bi-Lipschitz transformation between A+

ρ and Υ
(
A+
ρ

)
, by [38, Thm. 2.2.2] we have

V ∈W 1,1
(
(ρ, 1) × (0, π);R2

)
, Pr, Pϕ ∈W 1,1

(
(ρ, 1) × (0, π)

)
,

and by the chain rule for the weak partial derivatives, (46) yields

∂rPr = ∂rPϕ = 0,
1

r
Pϕ = ∂ϕPr.

28



Now, taking partial (distributional) derivatives w.r.t r of both sides in the second equation
reveals

∂r∂ϕPr = ∂ϕ∂rPr = 0,

using the first expression, as well as

∂r

(
1

r
Pϕ

)
=

1

r
∂rPϕ −

1

r2
Pϕ = −

1

r2
Pϕ,

noting that the chain rule for distributional derivatives is applicable since [(r, ϕ) 7→ 1/r] ∈
C∞

(
(ρ, 1) × (0, π)

)
.

From this, we conclude Pϕ = ∂ϕPr = ∂rPr = 0 on A+
̺ . In particular, Pr is constant. Transform-

ing back to cartesian coordinates, this finally yields

(vρ · eϕ) = cv(ρ)(v · eϕ) = 0 as well as (v · er) = cρ,+

for some cρ,+ ∈ R on A+
ρ . As a consequence, we arrive at vρ = cv(ρ)v = cv(ρ)cρ,+uH on A+

ρ .
Applying the same argument to the lower cut annulus A−

ρ defined analogously to (47) but
with π < θ < 2π we obtain vρ = cv(ρ)v = cv(ρ)cρ,−uH for some cρ,− ∈ R on A−

ρ . Since
vρ ∈ W 1,1(Aρ;R

2) cannot have a jump discontinuity we immediately deduce that cρ,− = cρ,+.
In order to avoid ambiguities, we denote this constant by cρ. Recalling that |DuH |F (Aρ) =
|Dvρ|F (Aρ) > 0, we arrive at

|DuH |F (Aρ) = |Dvρ|F (Aρ) = cv(ρ)|cρ||DuH |F (Aρ),

i.e. cv(ρ)|cρ| = 1. Hence we have vρ = uH or vρ = −uH on Aρ. Repeating the previous arguments
for wρ, we get wρ = uH or wρ = −uH on Aρ. From Step 1, we finally recall that

uH
∣∣
Aρ

= λ(ρ)
(
vρ
∣∣
Aρ

)
+ (1− λ(ρ))

(
wρ
∣∣
Aρ

)

for some λ(ρ) ∈ (0, 1) which implies that vρ = −uH or wρ = −uH cannot happen, i.e. we indeed
have cv(ρ)cρ = 1 and uH = vρ = wρ on Aρ.

Step 3: Finally, we want to conclude that v = w = uH . As before, we discuss the relevant steps
for v, the statement for w follows analogously. For this purpose, and for arbitrary ρ ∈ (0, ρ0],
we recall that we have uH = vρ = cv(ρ)v on Aρ and thus, in particular, v 6= 0 on Aρ. Noting
that Aρ0 ⊂ Aρ, we conclude uH = cv(ρ)v = cv(ρ0)v on Aρ0 and, consequently cv(ρ) = cv(ρ0) for
all ρ ∈ (0, ρ0]. Together with

lim
ρց0

cv(ρ0) = 1 and B(0, 1) =
⋃

ρ∈(0,ρ0]

Aρ,

we conclude v = uH .

Remark 6.2. The above proof can also be applied to TVK defined with norms | · |K different
from Frobenius, since the only property of it we have used is

∣∣(ν⊤Aν
)
(ν ⊗ ν)

∣∣
K
< |A|K for all A ∈ R

2×2 \
(
R(ν ⊗ ν)

)
and all ν ∈ R

2 with |ν| = 1.

Remark 6.3. Naturally, one can ask whether Proposition 6.1 holds when d > 2. In this case
we can denote the spherical coordinate parametrization, with the conventions for angle ordering
used in [8], also by

Υ : (0, 1) × (0, π)d−2 × [0, 2π) → B(0, 1),
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and define the subset of the ball not covered by it as

Id := B(0, 1) \Υ
(
(0, 1) × (0, π)d−2 × [0, 2π)

)
with Hd−1(Id) = 0,

to define the unit vector fields er =
(
∇Υ

)
e1, eϕi

=
(
∇Υ

)
ei+1 with

er, eϕ1 , . . . , eϕd−1
∈ C∞(B(0, 1) \ Id ; S

d−1).

In this case, the analog of (45), which follows by the same orthogonality argument, becomes

∇v =
d−1∑

j=1

[
(e⊤ϕj

∇veϕj
)(eϕj

⊗ eϕj
)
]

Ld − a.e. (48)

Then, partitioning the subset of the annulus where these vector fields are smooth as

Aρ \ Id = Υ(B1) ∪Υ(B2) (mod Ld), with

B1 := (0, 1) × (0, π)d−2 × (0, π) and B2 = (0, 1) × (0, π)d−2 × (π, 2π),

we obtain pulled back component functions

Pr, Pϕ1 , . . . , Pϕd−1
∈W 1,1

(
Bk \

(
(0, ρ)× R

d−1
))

with ∂rPr = ∂rPϕ1 = . . . = ∂rPϕd−1
= 0.

Specializing to d = 3, keeping the convention of angles above, and defining

̺ := r sin(ϕ1) =
√
x22 + x23,

we have {
∂ϕ1eϕ1 = −1

rer,

∂ϕ2eϕ1 = 1
̺eϕ2 ,

and

{
∂ϕ1eϕ2 = 0,

∂ϕ2eϕ2 = −1
̺er.

This means that, unlike when d = 2, ∇eϕ1 has a contribution to terms in the orthonormal basis
expression overlapping with the ones present in (48), which prevents concluding in the same
simple way as before. For this reason, we do not pursue the higher-dimensional case further. It
is worth noting that the techniques used in [3] are dimension independent and are applicable to
other matrix vector norms (all Schatten norms, in particular), but as far as we can tell they also
make use of the higher regularity afforded by working with functions with bounded Hessian.

Remark 6.4. It would also be of interest to find out whether uH is extremal for TDF . However,
the symmetrized gradient case brings several additional difficulties. Arguing as in Proposition
6.1, one would be able to show that for v,w with uH = λv+(1−λ)w and TDF (v) = TDF (w) =
TDF (uH), that Ev, Ew should be absolutely continuous with respect to L2, that is Ev = EvL2,
Ew = EwL2, and also

Ev =
(
e⊤ϕEv eϕ

)
(eϕ ⊗ eϕ), Ew =

(
e⊤ϕEw eϕ

)
(eϕ ⊗ eϕ).

However, from this point one cannot directly follow the same type of arguments to draw con-
clusions about v,w. First, in this case the complete derivatives Dv,Dw exist only as distri-
butions, which complicates drawing conclusions from them. Moreover, even sidestepping that
difficulty, we would not be able to derive the relation (v · eϕ)/r = ∇(v · er)eϕ used above, since
the symmetrization adds an extra term ∇(v · eϕ)er. Lastly, the example z ∈ A defined by
z(x1, x2) = (−x2, x1) for which ∇(z · er)eϕ = ∇(z · eϕ)eϕ = 0 shows that, even among spheri-
cally symmetric vector fields (that is, those for which v(x) = R⊤v(Rx) for all x ∈ B(0, 1) and
R ∈ SO(2)), one cannot conclude ∇v = Ev from considerations based only on TDF (v), which
would allow to conclude as in the TV case without issues arising from cancellations. Let us
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point out however, that if one could prove the extremality of uH = er for TDF , then eϕ would
also be extremal, even in the restriction of the ball to divergence-free displacements

{
[u] ∈ BD(Ω)/A | div u = 0 and TD(u) 6 TD(eϕ)

}
.

To see this, it is enough to compose uH with a constant rotation of angle π/2 (which is a linear
isomorphism), and notice that for any convex subset C and any linear subspace L within the
same vector space we have

Ext(C) ∩ L ⊂ Ext(C ∩ L),

so adding the divergence-free constraint would preserve the extremality.
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[23] V. Duval and G. Peyré. Exact support recovery for sparse spikes deconvolution. Found.
Comput. Math., 15(5):1315–1355, 2015.

[24] I. A. Frigaard, J. A. Iglesias, G. Mercier, C. Pöschl, and O. Scherzer. Critical yield num-
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Polytechnique X, Palaiseau, 2012.

[30] F. Maggi. Sets of finite perimeter and geometric variational problems, volume 135 of Cam-
bridge Studies in Advanced Mathematics. Cambridge University Press, 2012.

[31] G. Ongie, R. Willett, D. Soudry, and N. Srebro. A function space view of bounded norm in-
finite width ReLU nets: The multivariate case. In 8th International Conference on Learning
Representations, ICLR 2020, 2020.

32



[32] R. Parhi and R. D. Nowak. Banach space representer theorems for neural networks and
ridge splines. J. Mach. Learn. Res., 22(43):1–40, 2021.

[33] R. Parhi and R. D. Nowak. What kinds of functions do deep neural networks learn? Insights
from variational spline theory. SIAM J. Math. Data Sci., 4(2):464–489, 2022.

[34] J. Saunderson, P. A. Parrilo, and A. S. Willsky. Semidefinite descriptions of the convex
hull of rotation matrices. SIAM J. Optim., 25(3):1314–1343, 2015.
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