
Draft version April 22, 2024
Typeset using LATEX twocolumn style in AASTeX631

The James Webb Interferometer: Space-based interferometric detections of PDS 70 b and c at 4.8 µm

Dori Blakely ,1, 2 Doug Johnstone ,2, 1 Gabriele Cugno ,3 Anand Sivaramakrishnan ,4, 5, 6

Peter Tuthill ,7 Ruobing Dong ,1 Benjamin J. S. Pope ,8, 9 Löıc Albert ,10 Max Charles ,7
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ABSTRACT

We observed the planet-hosting system PDS 70 with the James Webb Interferometer, JWST’s Aper-

ture Masking Interferometric (AMI) mode within NIRISS. Observing with the F480M filter centered

at 4.8 µm, we simultaneously fit a geometric model to the outer disk and the two known planetary

companions. We re-detect the protoplanets PDS 70 b and c at an SNR of 21 and 11, respectively.

Our photometry of both PDS 70 b and c provide evidence for circumplanetary disk emission through

fitting SED models to these new measurements and those found in the literature. We also newly detect

emission within the disk gap at an SNR of ∼4, at a position angle of 207+11
−10 degrees, and an uncon-

strained separation within ∼200 mas. Follow-up observations will be needed to determine the nature

of this emission. We place a 5σ upper limit of ∆mag = 7.56 on the contrast of the candidate PDS 70

d at 4.8 µm, which indicates that if the previously observed emission at shorter wavelengths is due to

a planet, this putative planet has a different atmospheric composition than PDS 70 b or c. Finally, we

place upper limits on emission from any additional planets in the disk gap. We find an azimuthally

averaged 5σ upper limit of ∆mag ≈ 7.5 at separations greater than 125 mas. These are the deepest

limits to date within ∼250 mas at 4.8 µm and the first space-based interferometric observations of this

system.

1. INTRODUCTION

PDS 70 is one of the most extensively studied young

stellar systems. It is the only known multi-planet pro-

toplanetary disk system, where two or more planets

have been robustly detected within the disks from which

they formed (Keppler et al. 2018; Haffert et al. 2019).

The disk consists of a large outer component and a

smaller inner component (Keppler et al. 2018), sepa-

rated by a wide cavity (Hashimoto et al. 2012; Facchini

et al. 2021) spanning between ≲17 au and ∼54 au (Kep-
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pler et al. 2018). The inner disk was first inferred via

spectral energy distribution (SED) fitting (Hashimoto

et al. 2012; Dong et al. 2012), and was subsequently

isolated in the near-infrared (Keppler et al. 2018) and

sub-millimeter (Keppler et al. 2019). Recently observa-

tions with JWST/MIRI detected water vapour in the

inner disk (Perotti et al. 2023). The outer disk of PDS

70 is not significantly perturbed in contrast to some

other protoplanetary disk systems where planet candi-

dates have been detected, such as MWC 758 (Wagner

et al. 2023) or AB Aurigae (Currie et al. 2022). The

PDS 70 outer disk appears as a close to symmetric ring

at sub-mm wavelengths (Keppler et al. 2019; Benisty

et al. 2021), with one significant azimuthal asymmetry

observed to the north-west of the star that is close to

coincident with an arm-like structure seen in the near-

infrared (Wang et al. 2020; Juillard et al. 2022).

The planets PDS 70 b and c have been extensively

imaged in the near-infrared from ∼1 to 3.8 µm (e.g.,

Keppler et al. 2018; Müller et al. 2018; Mesa et al. 2019;

Christiaens et al. 2019; Wang et al. 2020, 2021b; Cugno

et al. 2021), with a few detections beyond ∼4 µm to

4.8 µm (Stolker et al. 2020a; Christiaens et al. 2024),

as well as detections in Hα (Wagner et al. 2018; Haf-

fert et al. 2019). Circumplanetary disk emission from

PDS 70 c has been directly detected in the sub-mm with

ALMA, coincident with detections in the near-infrared

(Isella et al. 2019; Benisty et al. 2021). Sub-mm emission

has also been observed that is seemingly associated with

PDS 70 b, however it is offset from the near-infrared

detections (Isella et al. 2019; Benisty et al. 2021). Ad-

ditionally, emission at the L5 Lagrangian point of PDS

70 b has tentatively been detected in the sub-mm with

ALMA (Balsalobre-Ruza et al. 2023). Finally, a third

point source has been tentatively detected in the PDS 70

disk cavity, using VLT/SPHERE over multiple epochs

(Mesa et al. 2019). The nature of the source is still

not well understood as it has a distinct spectrum com-

pared to both PDS 70 b and c, more similar to the spec-

trum of PDS 70 A between ∼1-1.6 µm, implying it may

be scattered light (Mesa et al. 2019). This source was

tentatively re-detected at 1.9 µm with JWST/NIRCam

(Christiaens et al. 2024).

Many atmospheric models of massive giant planets

predict a drop in flux in the mid-infrared beyond ∼4.5

µm compared to between 2-2.5 µm and 3-4 µm, so ob-

servations at 4.8 µm may allow for excess emission from

warm circumplanetary disk (CPD) dust to be inferred.

Wang et al. (2021b) showed that the VLT/NACO M′

detection of PDS 70 b from Stolker et al. (2020a) pro-

vided weak support for excess blackbody-like emission,

so follow up observations at ∼4.8 µm and beyond will

allow for this tentative detection of CPD emission in

the mid-infrared to be confirmed. Recently, Christi-

aens et al. (2024) re-detected PDS 70 b and c with the

JWST/NIRCam (4.8 µm) F480M filter. Their detection

of PDS 70 b was in agreement with the M′ detection,

but with a larger uncertainty.

In our work, we re-detect PDS 70 b and c at F480M

using the James Webb Interferometer, an independent

method to Christiaens et al.’s JWST/NIRCam results,

and make the most precise measurement of the flux of

PDS 70 b at 4.8 µm, using the JWST/NIRISS F480M

filter. We also detect PDS 70 c using the F480M filter

at a similar precision to Christiaens et al. (2024), after

including our conservative systematic noise estimation

in our error budget. Wang et al. (2021b) made the first

interferometric detection of PDS 70 b and c from the

ground, using VLTI/GRAVITY. Here, using the power

of the James Webb Interferometer, we detect PDS 70,

its outer disk, and its two protoplanets, b and c. These

are the first planets detected with space-based interfer-

ometry.

This paper is structured as follows: § 2 outlines the

data acquisition, reduction and cleaning procedure; § 3
details the disk plus two planet model fitting and the

conversion of the measured contrasts to fluxes; § 4 out-

lines the derived planet parameters and the analysis of

the data for any signal beyond the two known planets

and the disk; § 5 discusses the implications of the mea-

sured contrasts and the nature of the tentative detection

of residual emission in the data. We close with a sum-

mary in § 6.

2. OBSERVATIONS AND DATA REDUCTION

We observed PDS 70 as a part of the NIRISS GTO

program (PID 1242, PI D. Johnstone). The data pre-
sented in this paper were acquired on February 24

2023 using the James Webb Interferometer, the aper-

ture masking interferometry mode of the NIRISS instru-

ment (Sivaramakrishnan et al. 2012, 2023; Doyon et al.

2023) henceforth referred to as AMI, in the F480M filter

(λ = 4.815 µm, ∆λ = 0.298 µm)1. The SUB80 sub-

array was used along with the NISRAPID readout pat-

tern. The point-spread-function (PSF) calibrator star

HD 123991 was also observed using the same configura-

tion. Both targets were observed using no dithers and

no rolls. The PDS 70 data set consists of 96 groups and

418 integrations, while the brighter HD 123991 data set

consists of 29 groups and 418 integrations. This corre-

1 https://jwst-docs.stsci.edu/jwst-near-infrared-imager-and-
slitless-spectrograph/niriss-instrumentation/niriss-filters
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Figure 1. Mean PDS 70 calints file, after bad pixel cor-
rection, using only the first 28 groups.

sponds to exposure times of 50.45 minutes for PDS 70

and 15.24 minutes for HD 123991.

The data were reduced using version 1.11.3 of the

jwst pipeline2, from the uncal data format. We

use the default calwebb detector1 stage 1 pipeline

and calwebb image2 stage 2 pipeline. Note that we

do not use the charge migration3 step (Goudfrooij

et al. 2024), that was designed to minimize the im-

pact of the detector brighter-fatter effect (BFE). The

charge migration algorithm discards all data in each

pixel above a set signal threshold, along with the rest of

the data in the four directly adjacent neighbors. This

strategy is not optimal for AMI data because, as we show

in Appendix B, and has been shown in other works (e.g.,

Argyriou et al. 2023), charge bleeding from a bright

pixel, into its neighbors, affects not only the four adja-

cent pixels, but also the four pixels along the diagonals,

albeit somewhat less. Additionally, considering only the

brightness of individual pixels is not the optimal thresh-

old criteria because the BFE depends on the contrasts

between pixels (e.g., Plazas et al. 2017). Due to the fine

structure in the AMI PSF, that is somewhat undersam-

pled at 4.8 µm with the NIRISS plate scale of ∼66 mas,

there are many parts of the PSF with large contrasts

between neighboring pixels. The current pipeline BFE

mitigation algorithm, therefore, is not useful for correct-

ing AMI data. A modification to the existing pipeline,

beyond the scope of this work, could be to base the

2 https://github.com/spacetelescope/jwst
3 named undersampling correction in the 1.11.3 version of the
pipeline that we used

threshold on the contrast between adjacent and diago-

nal neighboring pixels.

We investigate the effect of the BFE on the data (see

Appendix B for details), as it has been shown to be the

limiting noise floor for AMI observations (Sivaramakr-

ishnan et al. 2023; Kammerer et al. 2023; Ray et al.

2023; Sallum et al. 2023b). Based on our analysis, and

to minimize the effect of the BFE on the calculated

squared visibilities and closure phases, we discard all

groups beyond where the sum of the central 3×3 pix-

els of the PSF is above 30,000 data number (DN), or

∼48,000 electrons, in the linearized ramp-level data. We

use this cutoff, as opposed to the intensity in the central

pixel, because it is more robust against changes in PSF

centering. This constraint corresponds to an apparent

systematic change in the calculated rate in the central

pixel of ∼1%, and minimal bleeding into surrounding

pixels (Appendix B, Figure 10). We note that this loss

in signal biases our measured contrasts by significantly

less than 1%, due to the central pixel accounting for

∼1% of the total signal in the PSF. This can be seen in

Figure 1, which presents the mean PDS 70 image-plane

data using only the first 28 groups. We also note that

this BFE mitigation method is only possible because

PDS 70 and HD 123991 are relatively faint, such that

we have at least 10 groups before a peak signal level of

∼5800 DN. With fewer groups, the data is likely to be

dominated by the 1/f noise seen in the NIRISS detector

(e.g., Sallum et al. 2023b). For PDS 70 we are therefore

limited to 28 out of the total 96 groups, while for HD

123991 we are limited to 10 out of the total 29 groups.

We correct bad-pixels that were flagged by the pipeline

by finding the pixel value that minimizes the power out-

side of the Fourier support of the AMI mask (Ireland

2013). We also perform sub-pixel centering of the data

using a Fourier-based shift, by finding the position that

minimizes the absolute value of the phase calculated

from the mean of the cleaned data (Kammerer et al.

2019).

The background star near PDS 70 that was originally

observed by Riaud et al. (2006), and confirmed to be a

background star by Hashimoto et al. (2012), is at the

edge of the SUB80 array, at a separation of ∼2.5 arc

seconds (as) from PDS 70 A. This is outside of the inter-

ferometric field-of-view, set by the shortest baseline, but

the signal will still contaminate all baselines. To mini-

mize the contribution to the calculated interferometric

observables, a super-Gaussian window (e−(r/σ)4), with

σ = 30 pixels, is applied to both the PDS 70 data and

the HD 123991 data.

We calculate the squared visibilities, V 2, and closure

phases, of PDS 70 and calibrator, HD 123991, using
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amical (Soulain et al. 2020; Soulain & Robert C. M. T.

2023). We also compute the statistical uncertainties (i.e.

the standard error of the mean) of these quantities across

integrations. The interferometric observables are cali-

brated, to remove the instrumental bias, by dividing the

V 2 of PDS 70 by the V 2 of HD 123991. Similarly, the

closure phases are calibrated by subtracting the closure

phases of HD 123991 from those of PDS 70.

3. METHODS

Due to the interferometric nature of the data, we con-

struct a model to jointly fit for flux from the star, ex-

tended disk emission, and the two known planets. This

is required because the signal from all components is

entangled and thus cannot be measured independently.

We model the star and the two planets as delta func-

tions, with their analytic Fourier transform given by

V∗,b,c(u, v) = I∗ + Ibe
−i2π(uxb+vyb) + Ice

−i2π(uxc+vyc),

(1)

where I∗ is the brightness of the star, Ib is the brightness

of planet b, and Ic is the brightness of planet c. Addi-

tionally, xb, yb, xc and yc denote the x and y offset of

planets b and c relative to the star (which is fixed at the

phase center), and u and v are the baseline coordinates

in the Fourier domain, in units of wavelength.

To model the extended disk emission, we use a sim-

ple geometrical model, as was used to succesfully recon-

struct the extended emission of LkCa 15, in the near

infrared, with ground based AMI (Blakely et al. 2022).

A simple model is sufficient due to the sparsity of the

data, and the fact that the dominant signal is expected

to be from the forward scattering peak of the disk. To

construct this model, we assume that all of the disk sig-

nal that we are observing is optically thick emission from

the disk surface, in a similar manner to the procedure

used by Stolker et al. (2016) and Sissa et al. (2018). We

describe the height of the surface of the disk using a

power law profile, given by

z = H100

(√
x2 + y2

100au

)β

, (2)

where x and y are the potentially rotated and/or inclined

coordinates of the disk mid-plane, in units of au, H100 is

the aspect ratio at 100 au (∼0.9 arc seconds), and β is

the flaring angle. To project this geometry into the plane

of the sky, we define r to be the apparent distance from

the star to the disk surface, given an observed inclination

angle, i, relative to the plane of the sky,

r =
√
x2 + (y + z sin(i))2 + z2. (3)

We describe the radial brightness distribution as a

skewed Gaussian projected onto the flared disk geom-

etry, given by Id1(r) · Id2(r), where Id1(r) is defined as

Id1(r) = exp

(
− (r − r0)

2

2σ2
r

)
, (4)

and Id2
(r) is

Id2
(r) =

1

2

(
1 + erf

(
α
(r − r0)√

2σr

))
, (5)

where r0 describes the location of the peak of the disk

brightness, σr describes the radial extent of the disk

emission and α describes the degree to which the inner

edge of the disk is truncated.

The azimuthal brightness distribution is a sum of an

axisymmetric component and an asymmetric component

described by the Henyey-Greenstein scattering phase

function (Henyey & Greenstein 1941)

Id3
(θ) =

1− g2

4π(1 + g2 − 2g cos(θ − θ0))3/2
, (6)

where g is the scattering parameter, a free parameter

constrained to be between 0 (isotropic scattering) and

1 (forward scattering), and θ0 is the azimuthal location

of the scattering peak, which is fixed to the near side of

the disk.

Combining Equations 2 through 6, the full disk model

is given by

Id(r, θ) = (AaId3(θ) +As) Id1(r)Id2(r), (7)

where Aa and As control the brightness of the asym-

metric and symmetric components, respectively. The

Fourier transform of Equation 7 is calculated using the

one-sided discrete Fourier transform (DFT) as imple-

mented in XARA (Martinache 2010, 2013; Martinache

et al. 2020), to exactly compute the DFT at the baseline

coordinates of the NIRISS aperture mask baselines.

Finally, any over-resolved emission is included in the

model using a single free parameter Io, that contributes

additional flux to the normalization of the visibilities.

The full model consists of the sum of Equation 1 and

the DFT of Equation 7, normalized by the total flux of

the model. The complex visibilities of this 17 parameter

model are given by

Vm =
F{Id}+ V∗,b,c

ΣId + I∗ + Ib + Ic + Io
. (8)

We calculate the closure phase of the model by sum-

ming the phase measured between baselines that form a

(closure) triangle, for all 35 triplets of holes in the aper-

ture mask, corresponding to 15 independent measure-

ments. Squared visibilities are the squared amplitude of
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the complex visibilities, corresponding to each of the 21

baselines formed by pairs of mask holes.

We follow the general procedure used by Blakely et al.

(2022) and Sallum et al. (2023a) of fitting geometrical

models to the squared visibilities and closure phases cal-

culated from AMI data. Our log-likelihood is the sum

of an unnormalized Gaussian log-likelihood for both the

closure phases and squared visibilities. For the closure

phases, the uncertainties are simply the statistical un-

certainties, calculated across integrations. However, for

the squared visibilities, to account for a measurable drift

at each baseline, observed as the signal level increases,

even at low flux levels, an estimated systematic error

budget of 1% is added in quadrature with the statistical

uncertainties. We estimate this 1% systematic on the

squared visibilities by comparing the calculated squared

visibilities for PDS 70 and HD 123991 for all signal levels

(we show the evolution of pixel intensities in Appendix

B, Figure 10). We observe a drift from group 1 up to our

cutoff signal level (groups 28 and 10 for PDS 70 and HD

123991, respectively) that is inconsistent with the cal-

culated statistical uncertainties. We find that the differ-

ence in the evolution of the squared visibilities between

PDS 70 and HD 123991 is ∼1% at the cutoff signal.

We do not include a similar systematic for the closure

phases because the evolution we see for increasing signal

level is largely consistent with the calculated statistical

uncertainities.

We use a Bayesian modelling approach to measure the

locations and contrasts of PDS 70 b and c, as well as our

model disk parameters. We estimate our model poste-

rior using dynamic nested sampling (Higson et al. 2018),

with dynesty (Speagle 2020; Koposov et al. 2023). We

use uniform priors on the contrasts of both planets, be-

tween 0 and 10 ∆mag. We also use uniform priors

on the locations of PDS 70 b and c and then we test

this result against a model that uses tightly constrained

Gaussian priors, henceforth referred to as GRAVITY

priors, based on the planets predicted locations from

Wang et al. (2021b), made using VLTI/GRAVITY as-

trometry. The planet location priors are given in Table

3, in Appendix A. We use priors on the the disk geome-

try from Keppler et al. (2018) and Keppler et al. (2019),

that are described in Appendix A.

We note that there are limitations to our joint model

fitting approach due to its necessarily simple nature.

This means that, despite the ability of our joint-

modelling approach to measure the correlations between

the planet and disk parameters, the planet parameter

uncertainties derived from our nested sampling fitting

do not capture the full uncertainties in the physical pa-

rameters that we are trying to measure. To provide

conservative estimates on the uncertainties of our de-

rived parameters for PDS 70 b and c, we estimate a sys-

tematic uncertainty on their separations, position angles

and contrasts. We use an injection/recovery approach

similar to what is used by Stolker et al. (2024). Be-

cause of the non-linearity of closure phases (especially

in the moderate contrast regime, where the visibility

amplitudes are not ∼1), we mimic the injection of point

sources into the data by injecting a companion with a

negative flux into the model complex visibilities before

we calculate the model closure phase and squared visibil-

ities. We inject the companion at the median separation

and (negative) contrast of PDS 70 b and c found from

our nested sampling fits at position angles between 0 and

360 degrees, in increments of 5 degrees. We recover the

parameters using nested sampling for each case, while

fixing the disk parameters to the median parameters

from the original nested sampling fit. To estimate the

systematic uncertainty on the planet parameters, we use

the root-mean-square deviation of the median estimated

parameters from the true parameters, at each position

angle.

The mean parameters for the locations and contrasts

of PDS 70 b and c, along with the standard deviation

of the distribution calculated with nested sampling with

the estimated systematic uncertainty added in quadra-

ture are shown in Table 1. For PDS 70 b, we estimate

a systematic in the contrast of 0.08 mags, 3.4 mas in

separation and 1.2 degrees in position angle. Only the

contrast systematic has a significant contribution to our

total error budget, compared to the uncertainties esti-

mated with nested sampling (Appendix A, Table 3). For

PDS 70 c, we find a contrast systematic of 0.08 mags, a

separation systematic of 7.0 mas, and a position angle

systematic of 0.8 degrees. Both the contrast and sep-

aration systematic uncertainties have a non-negligible

contribution to the total error budget, indicating that

there is some level of degeneracy between the disk sig-

nal and a companion with the contrast that we estimate

for PDS 70 c that we are able to capture using this in-

jection/recovery procedure.

To convert the measured contrasts to fluxes, we model

the spectral energy distribution of the unresolved stel-

lar plus inner disk emission using a power law, assuming

that any spectral features over the range of the F480M

filter (∼4.6-5.0 µm) are negligible, using the same ap-

proach as is done by Stolker et al. (2020a). We fit the

power law, in log-log space, to 2MASS (Skrutskie et al.

2006) J, H and Ks as well as WISE (Wright et al. 2010)

W1 and W2 magnitudes that we convert to fluxes using

species (Stolker et al. 2020b). We employ nested sam-

pling (Skilling 2004), using dynesty, to estimate the
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Figure 2. Geometrical model fit to the F480M closure phase and squared visibility data of PDS 70 (images), using uniform
priors on the positions of PDS 70 b and c. With respect to the central source (yellow star), PDS 70 b is to the south-east
while PDS 70 c is directly west. The white contours denote the 1, 2, 3, 4 and 5 σ contours of the marginalized posterior of the
positions of PDS 70 b and c. The two grey dashed circles are centered on the predicted locations of the planets at the time of
the observations (Wang et al. 2021b) from whereistheplanet (Wang et al. 2021a). We mask the central region to denote the
inner working angle of ∼0.5λ/B = 94mas, the diffraction limit of the data.

posterior of the power-law model. To account for the

outer disk flux, which we measure in our fits to be ∼4%

of the stellar flux, we scale the model spectrum by 0.96,

finding a stellar magnitude of 7.56 ± 0.02, in F480M. To

convert the measured contrasts of the planets to physical

units we integrate the model spectrum across the F480M

filter transmission profile. To estimate the uncertainties

on the derived fluxes we do this for all combinations of

the planet contrast posterior samples and 500 randomly

drawn samples from the power law model posterior, and

calculate confidence intervals from this distribution.

4. RESULTS

4.1. Derived Planet Parameters

Figure 2 shows the two planet plus disk model gen-

erated from the median parameters from the uniform

planet location model posterior. The 1, 2, 3, 4 and 5 σ

contours from the marginalized posterior of the planet

locations are shown by the white contours. A compari-

son of the model squared visibilities and closure phases

to the data is given in Figure 3, showing that the model

provides an excellent fit. Furthermore, the measured

positions of both PDS 70 b and c are consistent with

VLTI/GRAVITY predictions from Wang et al. (2021b),

which are shown by the dashed grey circles in Figure 2.

Table 1 summarizes the derived planet parameters,

from both of the models. The disk model parameters
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Table 1. PDS 70 b and c parameters

Separation Position Angle Contrast Flux SNR

(mas) (◦) (∆mag) (W m−2 µm−1)

PDS 70 b 147.8± 8.2 131.5± 1.6 5.83± 0.10 8.75± 0.82× 10−17 21.1

PDS 70 c 221.1± 8.7 269.6± 1.4 6.48± 0.13 4.83± 0.58× 10−17 10.6
Notes: We report the mean and the standard deviation of the marginalized posteriors, with
the systematic uncertainties estimated from the injection/recovery added in quadrature with
the nested sampling uncertainties. The SNR is defined here as the mean of the contrast
posterior samples divided by its standard deviation from nested sampling only (displayed in
Appendix A, Table 3).

Figure 3. Squared visibility data, black, with the model squared visibilities plotted in red (top) and the closure phase data,
black, with the model closure phases shown in red (bottom), for the two point source (with uniform priors on the planet
locations) plus disk geometrical model fit to the F480M data. For both panels, the large red circles denote the values calculated
with the median parameter model, and 100 random posterior samples are denoted by the small, transparent red points. The
noise normalized residuals are shown below both panels.
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are listed in Table 2 in Appendix A. We find that both

planets are found at a high signal-to-noise (SNR) ra-

tio, in locations that are consistent between the uniform

prior and tightly constrained Gaussian prior models. We

also find that the measured contrasts of the planets are

consistent for the uniform prior and GRAVITY prior

models, with nearly identical contrasts derived for PDS

70 b, and a small difference for PDS 70 c, at the ∼1σ

level.

Figure 4 shows a corner plot of the planet parameters

from the uniform prior model, along with a correlation

matrix of all of the model parameters. We note that

there are correlations between the parameters of both

planets. Notably, there is a moderate anti-correlation

between the separation and the contrast of PDS 70 c,

which may explain the slight discrepancy between the

derived contrast of PDS 70 c between the uniform prior

model and the GRAVITY prior model. From the corre-

lation matrix, there are no strong correlations between

the disk parameters and the planet contrasts, indicating

that the disk model has a minimal effect on the mea-

sured contrasts.

4.2. Residual Signal and Contrast Limits

We compute an SNR map, shown in Figure 5, made

by dividing the best fit point source binary contrast

to the residual closure phase signal by its associ-

ated uncertainty fitting, using our new python pack-

age drpangloss4. drpangloss provides similar capabil-

ities to the packages CANDID (Gallenne et al. 2015) and

fouriever (Kammerer et al. 2023) but is written us-

ing JAX to provide just-in-time (JIT) compilation, GPU

compatibility and auto-differentiation.

Because closure phases are non-linear, we calculate

the complex visibilities of the uniform prior model, us-

ing the median of the marginalized posterior for all pa-

rameters, and add this to our binary model visibilities

before calculating the model closure phases. Each cell

in the grid shows the best fit contrast divided by the

uncertainty in the contrast calculated using the Laplace

approximation (Tierney & Kadane 1986), assuming the

uncertainties are Gaussian. We clearly see that there is

residual emission at an SNR of ∼4, to the south-west

of PDS 70 A and very close to the inner working angle

of 94 mas, that is not fully captured by our two planet

plus disk model. To assess the nature of the signal that

we observe, we use nested sampling to fit a star plus

planet model to the residual closure phases and find a

contrast of 7.6+0.6
−1.3 magnitudes, a separation of 100+45

−42

4 https://github.com/benjaminpope/drpangloss

mas and a position angle of 207+11
−10 degrees. The po-

sition angle of the signal is well constrained, however,

there is a strong anti-correlation between the separa-

tion and contrast, which is expected for a high contrast

source near the diffraction limit. Interestingly, the posi-

tion angle of the observed signal is not consistent with

forward scattering from an inner disk that has the same

geometry as the outer disk. However, due to the uncon-

strained nature of the separation of the emission it is

unclear whether the signal is due to compact emission

or an inner disk feature.

To assess the limits that we are able to place on the

presence of additional planets in the system, we calcu-

late a 5σ contrast curve, from the residual closure phase

signal of the uniform prior model. We use the approach

described above to fit to the residual closure phase sig-

nal, and calculate the contrast curve using the Absil

method (Absil et al. 2011; Gallenne et al. 2015), as is

implemented in drpangloss. We note that the Absil

method is a standard approach to measuring contrast

limits for interferometric data, however, it is based on

a model comparison between a single star model and

a binary model, and calculates the contrast at which

the binary model deviates by a certain probability from

the single star model (Kammerer et al. 2023). In this

work, we wish to calculate an upper limit on the flux, at

each location, in our field-of-view. To measure Bayesian

upper limits, we adapt the method presented by Ruffio

et al. (2018) to interferometric data. We first, calcu-

late a grid of likelihoods for a binary model at fixed

R.A. and Dec. locations for a range of contrasts. We

next, use the maximum likelihood point in each grid

cell to initialize gradient descent, using the BFGS al-

gorithm (Broyden 1970; Fletcher 1970; Goldfarb 1970;

Shanno 1970), to find the contrast that maximizes the

likelihood. We use the calculated contrast in each cell,

along with the Laplace approximation to calculate the

uncertainty in the calculated contrast at each R.A. and

Dec. point. Finally, we plug the calculated contrasts,

uncertainties and a 99.999971% cutoff probability into

Equation 8 in Ruffio et al. (2018), to calculate the 5σeq

upper limit at each point in our field of view, which az-

imuthally average over to generate a contrast curve. We

henceforth refer to this method as the Ruffio method.

The derived 5σ contrast/upper limit curves, and their

1σ uncertainties, calculated using the Absil and Ruffio

methods, are shown in Figure 6. We reach a contrast

upper limit of ∼7.5 ∆mag, which is reasonably consis-

tent with the expected photon noise limit of ∼7.8, given

by Equation 10 by Sivaramakrishnan et al. (2023). The

contours show the 1, 2 and 3 σ confidence intervals on

https://github.com/benjaminpope/drpangloss
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the contrast and the separation for PDS 70 b and c cal-

culated from the uniform prior model posterior.

We also calculate a 5σeq upper limit on any flux at

the reported position of the planet candidate PDS 70 d

from Christiaens et al. (2024) (sep. = 115.2 mas, P.A.

= 291.8◦), as our observations are only separated by

12 days. We first calculate the contrast posterior dis-

tribution using dynesty, with uniform priors on the

contrast, from -1 to 1. We find a mean contrast of

−5.3 × 10−4 ± 1.9 × 10−4. To convert this measured

contrast to an upper limit, we use Equation 8 by Ruffio

et al. (2018), with the measured mean, standard devi-

ation and a cutoff probability of 99.999971%, which is

equivalent to a 5σ upper limit, with a positivity prior on

the contrast. From this, we calculate a 5σeq upper limit

of 7.56 mag, corresponding to a flux of 1.76× 10−17 W

m−2 µm−1. We also calculate the 5σeq upper limit us-

ing the Laplace approximation and find an upper limit

of 7.57 mag, consistent with the nested sampling result

within <1%.

4.3. SED Fitting

We fit the the available data points of both proto-

planets including the new NIRISS/AMI F480M mea-

surement. For planet b, we use the SPHERE/IFS spec-

trum and SPHERE/IRDIS photometries from Müller

et al. (2018), the VLTI/GRAVITY spectrum fromWang

et al. (2021b), the VLT/NaCo photometries at 3−5 µm

from Stolker et al. (2020a), and the F187N and F480M

NIRCam measurements from Christiaens et al. (2024).

For planet c, we consider the SPHERE/IRDIS and

VLT/NaCo photometries from Stolker et al. (2020a), the

SPHERE/IFS and VLTI/GRAVITY from Wang et al.

(2021b), and the F187N and F480M NIRCam measure-

ments from Christiaens et al. (2024).

Given the best-fit presented by Wang et al. (2021b),

we use the Drift-PHOENIX models (Woitke & Helling

2003, 2004; Helling &Woitke 2006; Helling et al. 2008) to

describe the atmospheric emission from the protoplan-

ets. Following Wang et al. (2021b), we do not apply

any correction for extinction. The parameter space is

explored using pymultinest (Buchner et al. 2014), em-

ploying 1000 live points. For both planets, we first fit the

available data without including any CPD contribution.

We then include a CPD contribution in the form of a

single temperature blackbody. Blackbody emission has

been shown to be the simplest model able to describe

well the circumplanetary disk emission of GQ Lup B up

to 11.7 µm (Cugno et al. 2024). Although a blackbody is

a simple model and it is not the only possible solution to

characterize CPD emission, more complex models would

not provide useful information as the CPD contribution

is mostly determined by the F480M photometry. The

model parameters for both PDS 70 b and c are shown

in Section A.4.

For planet b, the best fit without a CPD compo-

nent is reported by the green solid line in Figure 7.

The spectrum reproduces well the IFS spectrum, the

SPHERE H band photometries, and the F187N mea-

surement obtained with NIRCam. However, the first

half of the GRAVITY spectrum is underestimated, while

the second appears to be overestimated. Finally, at

λ > 3 µm, almost none of the datapoints appear to

agree within 1σ with the best-fit model, with the ex-

ception of the NIRCam F480M photometry, which has

a very large uncertainty. When including the CPD

contribution, the second half of the GRAVIITY spec-

trum is better reproduced, while at longer wavelengths

the predicted flux is closer to the measurements (see

orange dashed line in Figure 7). In terms of planet

model parameters, the presence of MIR excess emission

in the modeling suggests a hotter and smaller planet.

The reduced chi square is 0.9 for the extincted Drift-

PHOENIX model alone and 0.53 for the extincted Drift-

PHOENIX+blackbody model. Additionally, the Bayes

factor comparing the blackbody model to the no black-

body model is 1.6 × 108. Hence, the presence of the

blackbody provides a better description of the observa-

tions.

The results for planet c are displayed in Figure 8. As

reported by Christiaens et al. (2024), the F187N shows

an excess emission, possibly due to Paα emission. The

blue region of the GRAVITY spectrum does not agree

with the fit, and the L′ measurement is off by almost 2σ.

Also, our NIRISS/AMI F480M measurement is clearly

at odds with respect to the green solid line model fit,

which does not include a CPD component. The spec-

trum of the best model once including the CPD presents

a lower L′ flux, consistent with the NaCo measure-

ment. Furthermore, the CPD contribution passes right

in between the F480M measurements from NIRCam and

NIRISS. The reduced chi squared for these fits are 0.55

and 0.52 respectively, and the Bayes factor in favour

of the model including the blackbody is 5.6, suggest-

ing moderate support for including the blackbody com-

ponent. Furthermore, assuming that the NIRISS/AMI

long-wavelength measurement is less biased, weighting it

more strongly would obtain a warmer/larger CPD con-

tribution.

5. DISCUSSION

5.1. PDS b and c F480M Photometry

For PDS 70 b, and the uniform prior model, we find a

contrast of 4.67± 0.43× 10−3 (5.83± 0.10 mags). Sim-
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Figure 4. Corner plot showing the 1D and 2D marginalized posteriors of the companion parameters from the joint two point
source plus geometrical model fit to the F480M squared visibilities and closure phases, with uniform priors on the planet
locations. The top right figure shows the correlation matrix of all of the model parameters.

ilarly, for PDS 70 c, and the uniform prior model, we

find a contrast of 2.58± 0.31× 10−3 (6.48± 0.13 mags).

While our result for PDS 70 b is consistent with the

NIRCam F480M results of 3.44± 1.50× 10−3 published

by Christiaens et al. (2024), and reasonably consistent

with the M ′ contrast of 6.15 ± 0.27 mags published by

Stolker et al. (2020a), the PDS 70 c value is inconsistent

with the NIRCam F480M results of 1.47± 0.30× 10−3,

at roughly the 3σ level.

There are several possible reasons for the PDS 70 c dis-

crepancy between NIRCam and NIRISS/AMI. It is pos-

sible that the contrasts published by Christiaens et al.

are systematically underestimated due to self/over sub-

traction, as a result of the small roll angle of ∼5 degrees

between their two observations. Another possibility for

an underestimated brightness of PDS 70 c could be

due to over subtraction of the spatially coincident disk.

Christiaens et al. use a radiative transfer model based

on models published by Portilla-Revelo et al. (2022) and

Portilla-Revelo et al. (2023), that were originally fit to

ALMA data and 1.25 µm polarized VLT/SPHERE data

of PDS 70. These models were iterated on by fitting for

the minimum grain size and settling parameters to less

than half of the forward scattering side of the disk, in

F480M. This tightly constrained fitting approach could

lead to biased results that do not adequately reproduce

the disk emission at the location of PDS 70 c. Specif-

ically, an incorrect estimation of the scattering phase
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function will significantly impact the PDS 70 c measured

contrast.

Separating out the disk emission is less of an is-

sue for the interferometric data set despite the simple

disk model employed, using a symmetric, optically thick

disk component plus the asymmetric Henyey-Greenstein

scattering phase function. The signals of the disk and

the planet in Fourier space are well separated and thus

we can disentangle the asymmetric contributions from

the forward scattering peak of the disk, and PDS 70 c,

offset by ∼20 degrees, due to the majority of our like-

lihood being from the closure phases (the squared visi-

bilities are nearly flat at a signal level of ∼0.90, Figure

3). Furthermore, our joint modelling of the planet and

disk parameters allows us to measure the correlations

between the parameters of both planets and the disk,

which are shown by the correlation matrix in the top

right of Figure 4. Notably for the contrast of PDS 70

c, there is a moderate correlation with g, the scattering

parameter (more forward scattering leads to less emis-

sion), a strong correlation with the separation of PDS

70 b (larger separation leads to less emission), a mod-

erate anti-correlation with α, the disk inner-edge trun-

cation parameter and a moderate anti-correlation with

its own separation from the star (plus unresolved inner

disk emission).

We note that these correlations, between the contrast

of PDS 70 c and the disk model parameters, are small

compared to the correlation between the contrast of PDS

70 c and the separation of PDS 70 b, which is evident

in Figure 4. This means a larger separation of PDS 70

b would correspond to a fainter contrast of PDS 70 c.

To asses the impact of this correlation, we calculate the

contrast of PDS 70 c using only posterior samples within

3σ of the predicted location of PDS 70 c from the orbit

fitting presented in Wang et al. (2021b). We find a con-

trast of 6.53 ± 0.12 mags, consistent with our value of

6.48 ± 0.13 mags, calculated using the full posterior. As

an additional test to explore the impact of the scattering

phase function profile, we briefly explored other simple

parametric scattering phase functions. We tested an az-

imuthal Gaussian profile and the sum of an azimuthal

Gaussian profile and the Henyey-Greenstein scattering

phase function. We repeated the model fitting proce-

dure described in Section 3, using uniform priors on the

planet locations, and found contrasts for PDS 70 b and

c that were nearly identical to the results reported in

Table 1 (and Table 3, in Appendix A) for both models.

As another test, we briefly explored including an inner

disk component in our model, with its geometry fixed

to that of the outer disk. We tested symmetric mod-

els as well as models that included skewed emission in

Figure 5. Point source model SNR map calculated from
the closure phase residuals from the two point sources plus
geometrical model fit that used uniform priors on the loca-
tion of PDS 70 b and c. The white contours denote the 1,
2, 3, 4 and 5 σ contours from the posterior calculated with
nested sampling. The grey dashed lines denote the predicted
locations of PDS 70 b and c at the time of the observations
(Wang et al. 2021b,a). The black star denotes the position of
the star. The black contours denote the forward scattering
side of the outer disk in our model. As in Figure 2, the white
dashed circle denotes the diffraction limit of the data.

the forward scattering direction. We found that sym-

metric models did not noticeably improve the fit. For

the skewed models, we found that the fit did somewhat

improve, for a large, bright, extended inner disk model,

however, we saw significant correlations between the in-

ner disk and the planet location parameters. Such a

bright and large inner disk is inconsistent with the size

and mass of the inner disk that has been inferred from

SED fitting (e.g., Gaidos et al. 2024). Additionally, the

planet contrasts that we found from these tests were all

consistent with the planets plus outer disk only model,

well within 1σ of the contrasts that we report in Table 3.

Given these points, as well as the fact that the inner disk

is marginally resolved, if at all, and that it possibly has

a complicated morphology (Mesa et al. 2019; Casassus

& Cárcamo 2022), not well captured by a geometrical

model, we decided not to further explore an inner disk

model component.

5.2. Contrast Limits and the Nature of the Signal Seen

in the Residuals

The residual signal shown in Figure 5, is in a direction

significantly offset from the expected forward scattering

direction of the inner disk. This indicates that what we
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Figure 6. Mean contrast curves calculated from the residuals of the geometrical model plus two point source fit, that used
uniform priors on the planet locations. The solid line denotes the 5σ contrast curve calculated using the Absil method. The
dashed line denotes the 5σeq upper limit calculated using the Ruffio method. The coloured regions denote one standard deviation
from the mean. The 1, 2, and 3 σ confidence intervals of the planet contrast/separation, calculated from the nested sampling
posterior of the model fit using uniform priors on the planet locations, are denoted by the black contours. We note that, for
the signal depth of our data, the expected contrast limit for photon noise dominated data is ∼7.8, from by Equation 10 in
Sivaramakrishnan et al. (2023).

observe is not due to a simple inner disk structure, and

may hint at a complex inner disk morphology such as

a spiral or clumpy features, as has been suggested by

Casassus & Cárcamo (2022), from ALMA observations

in the mm, and by Mesa et al. (2019) from near-infrared

observations with VLT/SPHERE. It is also possible that

the asymmetry we observe is related to the larger sep-

aration, ∼180 mas, ALMA compact emission seen by

Balsalobre-Ruza et al. (2023), as it is at very similar

position angle. It might even highlight extended emis-

sion from an accretion stream between PDS 70 b and

c, tentatively detected by Christiaens et al. (2024). An-

other scenario is that the signal we observe is due to

an additional planet interior to the orbit of PDS 70 b.

To distinguish between these many scenarios, follow-up

observations, at similar wavelengths, will be necessary

with the James Webb Interferometer. Analysing follow-

up data using an approach similar to Thompson et al.

(2023a), using Octofitter5 (Thompson et al. 2023b),

would allow for a robust detection of any orbital motion,

even with low significance detections or non-detections

at individual epochs.

5 https://sefffal.github.io/Octofitter.jl/dev/

Additionally, it is clear from our SNR maps (Figure

5), and our contrast upper limit of 7.56 mags derived

in Section 4, that we do not detect a signal (to the

north-west of PDS 70 A, at a P.A. ≈ 291.8◦) consistent

with the point-like feature (PLF) seen by Mesa et al.

(2019)/PDS 70 d seen by Christiaens et al. (2024), de-

tected at shorter wavelengths. This indicates that if the

signal is a planet, it likely traces bright scattered light

emission from a potential planetary envelope instead of

indicating another warm source like both PDS 70 b and
c. This scenario would be similar to the protoplanet

candidate HD 169142 b (Hammond et al. 2023).

Our contrast upper limits, shown in Figure 6, are the

deepest limits on additional point source emission within

∼250 mas in the disk gap of PDS 70, at 4.8 µm. This

clearly demonstrates the power of the James Webb In-

terferometer at probing small angular scales compared

with direct imaging that achieves significantly better

contrasts at larger separations, as is seen by Christiaens

et al. (2024).

6. CONCLUSIONS

In this work, we present James Webb Interferometer

observations of PDS 70 with the NIRISS F480M filter,

the first space-based interferometric observations of this

system. Using a joint model fitting approach to simul-

https://sefffal.github.io/Octofitter.jl/dev/
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Figure 7. Spectral fit of PDS70 b using Drift-PHOENIX models with (dashed orange line) and without (solid green line)
contribution from a CPD. Blue circles represent the IFS and GRAVITY spectra, while the photometric datapoints are reported
with a blue square. Horizontal errorbars represent the effective width of the filters. The red star shows the new NIRISS F480M
measurement. The thick lines are the spectra obtained from the set of parameters providing the maximum likelihood, while the
thin lines report 100 samples randomly drawn from the posterior distribution.

1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
Wavelength [ m]

0

1

2

3

4

5

6

Fl
ux

 [×
10

17
 W

/m
2 /

m
]

Teff=1008 K, log g=3.0, M/H=0.1, R=2.6 RJ
Teff=1100 K, log g=3.0, M/H=-0.3, R=2.0 RJ, Tdisk=223 K, Rdisk = 403 RJ

Figure 8. Same as Figure 7, for PDS 70 c.

taneously fit for star, disk, and planet emission, we re-

detect the protoplanets PDS 70 b and c, and derive

fluxes of both planets in this filter (Table 1). Addi-

tionally, we place the deepest constraints on additional

planets within the disk gap of PDS 70 inside ∼250 mas

in F480M, and calculate an F480M upper limit on the

flux of the candidate PDS 70 d. We also detect a new

feature at an SNR of ∼4, to the south of PDS 70 A,

whose nature is uncertain and will require follow-up ob-

servations to confirm.

Furthermore, our results show that NIRISS/AMI can

reliably measure relative astrometry and contrasts of

young planets in a part of parameter space (small sepa-

rations and moderate to high contrasts) that is unique to

this observing mode, and inaccessible to all other present

facilities at 4.8 µm. We demonstrate a NIRISS/AMI

observing strategy for targets faint enough to acquire

greater than ∼10 groups up the ramp before the signal

in the central 9 pixels reaches a total (linearized) value

of 30,000 DN (∼48,000 electrons). We show that by

using this stringent data selection criteria, we achieve

nearly photon noise limited performance. For observ-

ing brighter targets, and to overcome the limitation of

the sparsity of the NIRISS AMI uv-coverage, methods

that are able to analyze the data directly in the image

plane (or using the full extent of the Fourier ”splodges”)
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will be necessary. A promising approach will be forward

modelling of the full optical system and detector sys-

tematics (e.g., the brighter-fatter effect, 1/f noise) as is

made possible with ∂Lux (Desdoigts et al. 2023).
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APPENDIX

A. MODEL FITTING RESULTS

A.1. Disk Parameters

Table 2 shows the derived disk parameters for the model that used uniform priors on the planet locations, as well

as the model that used priors from Wang et al. (2021b). In both cases, we used Gaussian priors on the disk geometry,

with the mean values taken from Keppler et al. (2018) and Keppler et al. (2019) and sensibly small standard deviation

values chosen so as to break degeneracies between the disk model parameters, using the previously measured geometry

of the disk. This was done because we are not primarily interested in independently measuring the parameters of the

disk but wish to produce a sensible model of the disk emission so as to measure the emission from the known planets.

The derived disk parameters are nearly identical between the models using the two sets of planet location priors.

This confirms what we see in the correlation plot in Figure 4, that there are no significant correlations between the

disk parameters and the planet parameters that are biasing our results. If strong correlations were present we would

see significant differences between the model disk parameters between the two cases.

A.2. Planet Parameters

In Table 3 we show the planet parameters, calculated using nested sampling, for both the model that used uniform

priors on the locations of PDS 70 b and c, and the model that used the GRAVITY priors on the planet locations.

The estimated systematic uncertainties in the contrast, separation and position angle, calculated in Section 3, are not

included in the errors shown in Table 3.

A.3. Image Plane Residuals

In Figure 9 we plot the deconvolved image plane residuals from subtracting off different components of our PDS

70, disk, and planets model fit to the squared visibilities and closure phases. The deconvolved image plane residuals

are primarily shown to verify the fitting to the interferometric observables and are not directly comparable to PSF

subtracted direct images, due to the possibility of complex residual features introduced by the highly structured AMI

PSF and the deconvolution process.

As also noted in the main text, we tentatively observe compact emission at a similar position to the mm emission

seen by Balsalobre-Ruza et al. (2023) (top left panel of Figure 9.). The tentative compact emission seen in the image

plane residuals is at the same position angle and is consistent with the signal that we see in the residual closure phases,

shown in Figure 5. We note that the deconvolved image plane residuals are a poor diagnostic for measuring the noise

in AMI data, because much of the residual signal is caused by differential piston errors (the dominant phase error term

on the time scale of hours) to which the closure phase is immune. Thus, the SNR plots shown in Figure 5 give a much
clearer picture of the level of signal left in the data after model removal of the disk and two planets, which gives us

confidence in the detection of the compact emission to the south of PDS 70 A, as this cannot be caused by differential

piston errors.

A.4. SED Fit Parameters

Table 4 shows the Drift-PHOENIX model parameters, with and without a blackbody component to model any excess

CPD emission. We also report the Bayes factor, B12, comparing each model with a blackbody component to the model

without a blackbody component.

B. THE BRIGHTER-FATTER EFFECT

In Figure 10, we show the evolution of the pixel intensities for the central 9 pixels of the PSF, for PDS 70 and HD

123991. We show how the linearized ramp data evolves (blue), as each pixel accumulates signal, along with how this

affects the calibrated rate data (red), output by the jwst pipeline (the calints data). We note that for the central

pixel, the detected signal decreases, apparently at all signal levels, with the signal in most of the adjacent pixels either
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Table 2. PDS 70 disk model parameters

Parameters Prior Uniform prior GRAVITY prior

logAa (arb.) U(−10,−4) −4.34+0.06
−0.09 −4.34+0.07

−0.12

r0 (as) U(0.35, 0.65) 0.50+0.03
−0.03 0.49+0.03

−0.03

FWHMr (as) U(0.03, 1.00) 0.22+0.04
−0.03 0.22+0.06

−0.03

i (◦) N (51.7, 1.0)1 53.9+0.7
−0.8 53.9+0.8

−0.8

P.A. (◦) N (160.4, 1.0)1 160.2+0.7
−0.7 160.3+0.7

−0.6

logAs (arb.) U(−10,−4) −8.4+1.1
−1.1 −8.4+1.0

−1.0

H100 (au) N (13, 5)2,3 11.8+3.3
−3.3 12.2+2.9

−3.2

β N (1.25, 0.01)2 1.25+0.01
−0.01 1.25+0.01

−0.01

log Io (arb.) U(−10,−2) −5.6+2.3
−2.8 −6.2+2.6

−2.6

g U(0, 1) 0.29+0.02
−0.01 0.30+0.01

−0.01

α U(0, 10) 0.7+0.9
−0.5 0.8+1.6

−0.6

Notes: The median along with the 16th and 84th percentiles of the
marginalized posteriors calculated with nested sampling are reported.
U(a, b) denotes a uniform prior with lower and upper bounds a and b,
respectively. N (µ, σ) denotes a Gaussian prior, with mean µ and stan-
dard deviation σ.

1 Reference: Keppler et al. (2019).
2 Reference: Keppler et al. (2018), using the same distance as in the original
paper of 113.43 pc (Gaia Collaboration et al. 2018).

3 Truncated to be positive.

Table 3. PDS 70 b and c parameters from nested sampling

Sep. Prior P.A. Prior Separation Position Angle Contrast Flux SNR logL∗2

(mas) (◦) (mas) (◦) (∆mag) (W m−2 µm−1)

PDS 70 b U(100, 250) U(70, 160) 148.2+6.9
−7.8 131.5+1.1

−1.1 5.83+0.05
−0.05 8.73+0.44

−0.40 × 10−17 21.1 -30.0

N (155.5, 1.4)1 N (132.7, 0.4)1 155.0+1.4
−1.2 132.3+0.4

−0.4 5.82+0.04
−0.04 8.85+0.35

−0.34 × 10−17 27.9 -32.9

PDS 70 c U(100, 250) U(230, 320) 221.3+4.8
−5.3 269.7+1.2

−1.2 6.47+0.10
−0.10 4.82+0.46

−0.44 × 10−17 10.6 −
N (209.8, 1.0)1 N (270.1, 0.3)1 210.4+0.9

−0.9 270.1+0.3
−0.3 6.61+0.09

−0.09 4.24+0.38
−0.34 × 10−17 11.9 −

Notes: The median along with the 16th and 84th percentiles of the marginalized posteriors are reported. U(a, b) denotes a uniform prior
with lower and upper bounds a and b, respectively. N (µ, σ) denotes a Gaussian prior, with mean µ and standard deviation σ.

1 From the orbit posterior published in (Wang et al. 2021b), calculated using whereistheplanet (Wang et al. 2021a).
2 logL∗ is the maximum likelihood of the full model including the star, both planets and the disk.

Table 4. Drift-PHOENIX SED model parameters for PDS 70 b and c

Teff log g [M/H] R Tdisk Rdisk B12

(K) (RJ) (K) (RJ)

PDS 70 b 1339+26
−14 3.83+0.31

−0.78 0.03+0.18
−0.23 2.16+0.08

−0.14 − − −
1404+26

−23 5.36+0.10
−0.18 0.04+0.19

−0.20 1.77+0.08
−0.07 207+19

−8 1267+449
−568 1.6× 108

PDS 70 c 1031+26
−18 3.23+0.22

−0.16 0.13+0.09
−0.15 2.41+0.18

−0.17 − − −
1050+43

−32 3.26+0.30
−0.18 −0.00+0.18

−0.18 2.19+0.18
−0.19 244+60

−22 179+149
−128 5.6

Notes: The median along with the 16th and 84th percentiles of the marginalized posteriors are
reported. B12 is the Bayes factor between the blackbody CPD model and the no blackbody model.
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Figure 9. Deconvolved image plane residuals from subtracting the uniform planet prior model from the mean PDS 70 calints

file. The data, and model image are smoothed by convolving it by a Gaussian kernel with σ = 70 mas to eliminate shifting
artifacts and minimize photon noise. We then deconvolve the residuals with the smoothed calibrator PSF using 150 iterations
of the Richardson-Lucy deconvolution algorithm (Richardson 1972; Lucy 1974). Each panel is shown in arbitrary linear units,
with the top two panels and the bottom two panels each shown on the same scale. The top left shows the full residuals, the top
right shows the residuals from subtracting off the star and disk, the bottom left shows the residuals from subtracting off the
star and both planets and the bottom right shows the residuals from subtracting off the star.

rising or falling, with noticeable differences between PDS 70 and HD 123991. The chosen cutoff value, where we discard

all data above this group, is denoted by the vertical dashed red line. For all pixels other than the central pixel, there

is no significant signal deficit/excess up to this cutoff value.
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Figure 10. Evolution of the central 3×3 pixels as a function of the intensity in each pixel (in the linearized-ramp level data).
PDS 70 is shown on the left and HD 123991 is shown on the right. The solid red line shows the evolution of the mean of the
calints frames, after data cleaning. Here we are plotting the calculated rate minus the rate calculated from the first 28 groups
and the first 10 groups, for PDS 70 and HD 123991, respectively. These rates are divided by the rate of the ramp fit using
all of the groups. The dashed blue line shows the evolution of the linearized ramp-level data (ramp-level immediately after it
has undergone the linearity step, in stage 1 of the jwst pipeline). To clearly illustrate the change in rate in each pixel as a
function of well-depth, we are plotting the difference between groups separated by 15 groups and 5 groups for PDS 70 and HD
123991, respectively, for increasing signal. From this, we additionally subtract the difference between the 25th and 10th group
for PDS 70 and the difference between the 10th group and the 5th group for HD 123991 and then normalize this quantity by
the difference between the final group and one 15 and 5 groups earlier for PDS 70 and HD 123991, respectively. The vertical
dashed red line shows the extent of the data that were used in our analysis.
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