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Gauge theories form the basis of our understanding of modern physics – ranging from the description of
quarks and gluons to effective models in condensed matter physics. In the non-perturbative regime, gauge
theories are conventionally treated discretely as lattice gauge theories. The resulting systems are evaluated with
path-integral based Monte Carlo methods. These methods, however, can suffer from the sign problem and do
not allow for a direct evaluation of real-time dynamics. In this work, we present a unified and comprehensive
framework for gauged Gaussian Projected Entangled Pair States (PEPS), a variational ansatz based on tensor
networks. We review the construction of Hamiltonian lattice gauge theories, explain their similarities with
PEPS, and detail the construction of the state. The estimation of ground states is based on a variational Monte
Carlo procedure with the PEPS as an ansatz state. This sign-problem-free ansatz can be efficiently evaluated
in any dimension with arbitrary gauge groups, and can include dynamical fermionic matter, suggesting new
options for the simulation of non-perturbative regimes of gauge theories, including QCD.
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I. INTRODUCTION

Gauge theories are a central building block of modern
physics. They are ubiquitous both in high-energy physics,
forming the cornerstone of the Standard Model of particle
physics [1], and in condensed matter physics, where they ap-
pear for instance as effective low energy descriptions of quan-
tum spin liquids [2, 3]. In high energy physics, a gauge theory
– in the form of quantum chromodynamics (QCD) – describes
the interaction of quarks and gluons, the basic constituents of
matter. At high energies, QCD is asymptotically free [4] and
can be described with perturbation theory. However, at low
energies, the coupling constants of QCD are large, rendering a
perturbative description of the theory impossible. This regime
is especially interesting since it describes processes such as
confinement and hadronisation, the formation of protons and
neutrons out of quarks. The non-perturbative character of the
low-energy regime makes the study of confinement especially
difficult. It is within this context that our work is relevant.

One successful approach to non-perturbative gauge theo-
ries is lattice gauge theories (LGTs) [5–7]. In this approach,
space (or spacetime) is discretized, i.e. placed on a lattice.
The resulting discretized gauge theory is usually formulated
in Euclidean spacetime, i.e. time is considered as an addi-
tional discrete coordinate, and calculations are done with the
path integral formalism. This action-based formulation re-
sembles a statistical physics problem [7] and is amenable to
Monte-Carlo computations [8, 9]. Path-integral based Monte
Carlo methods are the current gold standard for comput-
ing the hadronic spectrum for comparison with experimental
data [10]. However, this approach suffers from two very sig-
nificant issues: (a) working in Euclidean spacetime, i.e. imag-
inary time, prevents the direct study of real-time evolution; (b)
the sign problem, which arises when quantities intended for
use as probabilities in Monte-Carlo sampling are not guaran-
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teed to form a valid probability distribution (the “probability”,
often an exponential of the action, may be negative or com-
plex) [11]. If a system suffers from the sign-problem, Monte
Carlo computations converge exponentially slow; large parts
of the QCD phase diagram therefore remain unexplored [12].

Keeping the discretized approach to space, a Hamiltonian
formulation, with continuous time but discretized space, is
an alternative to the action-based formulation in which both
space and time are discretized [6]. Since time is continu-
ous and an explicit variable in this formalism, problem (a)
is solved automatically. However, a Hamiltonian formulation
requires the explicit definition of a Hilbert space, which can be
infinite dimensional (even for systems of finite size), depend-
ing on the gauge theory. In this case, or if an exact solution
is not possible due to the system size, variational methods are
a good alternative. The main challenge in a variational ap-
proach is the definition of a good ansatz state that captures the
relevant characteristics of the problem at hand.

A versatile class of ansatz state are tensor networks, which
are states constructed out of local tensors, which are “con-
tracted” to produce states of the system of interest. The lo-
cal tensors have extra indices (these are the ones that are
“contracted”, or traced out), which correspond to extra vir-
tual (i.e. non-physical) degrees of freedom that are used to
define interactions with tensors associated with neighboring
lattice sites. They provide a powerful and conceptually com-
pelling way of representing quantum states based on their en-
tanglement properties. In addition to their theoretical impor-
tance, they have proven to be an invaluable numerical tool
as tensor network based algorithms often scale polynomially,
rather than exponentially, with system size [13–16]. These
are particularly suitable for finding ground states of gapped
local Hamiltonians [13, 14, 17], as well as investigating time
evolution [18, 19], and thermal states [20].

Much of the success of tensor networks stems from the fact
that one-dimensional tensor networks, so called matrix prod-
uct states (MPS), can be contracted efficiently, i.e. norms and
expectation values can be evaluated efficiently [16]. In higher
dimensions this is no longer the case, and the contraction of
two-dimensional tensor networks, known as projected entan-
gled pair states (PEPS) [16, 21–23], scales exponentially with
the system size [24]. To alleviate this problem, infinite PEPS
(iPEPS) are commonly used for translationally invariant sys-
tems [25].

Given their usefulness in condensed matter, tensor net-
works have been successfully applied to LGTs. In one space
dimension, MPS both reproduce known results and overcome
bottlenecks of conventional methods, such as the sign problem
and finite chemical potential problems – see, e.g. the earlier
works [26–32] as well as the review papers [33–35]. As a
first step beyond one dimensional problems, one can consider
small, compact extra dimensions from the one-dimensional
case and use MPS for the computation [36–39]. In more gen-
eral higher dimensional settings, LGTs have been addressed
numerically using tensor networks, for example using tree ten-
sor networks and infinite PEPS methods [40–47]. A comple-
mentary approach is that of the tensor renormalization group
(see, e.g. the review [48]), but this is not a Hamiltonian

method, but rather one in which calculations are performed
within a Euclidean spacetime and an action formalism.

In this work, we will review a tensor-network based ap-
proach for higher dimensions based on Gauged Gaussian
(fermionic) PEPS (GGFPEPS). The idea of a gauged Gaus-
sian state is expected to work well for LGTs since the rele-
vant Hamiltonians approach the free (Gaussian) Hamiltonian
in the continuum limit. Furthermore, the gauging of the state
structurally resembles the minimal coupling procedure used
to lift the free theory to an interacting one [49]. Practically
speaking, the power of this approach resides in the fact that
for a given fixed configuration of the gauge fields, the ansatz
state is Gaussian and expectation values of relevant observ-
ables can be computed efficiently using the covariance matrix
formalism [50]. The Gaussian nature of the state allows ef-
ficient contractions of the tensor networks in higher dimen-
sions, because the state can be fully captured by its covari-
ance matrix, which is efficiently computable. The full state
is taken as an integral over gauge field configurations, and is
not Gaussian – providing reason to think it may be expressive
enough to include ground states of interacting theories. As
seen through some toy model constructions, showing some
relevant physics qualitatively [51, 52], it turns out that these
states capture the ground state of lattice gauge theories in high
dimensions [53, 54].

The GGFPEPS are the ansatz state for a variational Monte
Carlo procedure [55, 56]. In the presence of dynamical gauge
fields, expectation values of observables are extracted by av-
eraging over all possible gauge configurations, in a way sim-
ilar to path integration. While the latter is a formidable task
in principle, Monte-Carlo based techniques make this prob-
lem tractable [53, 54]. The probability needed to perform
Monte-Carlo sampling only depends on the norms of quan-
tum states, and thus is guaranteed to provide a valid prob-
ability distribution, thereby avoiding the sign problem [11].
This approach has been successfully applied to ground state
searches for pure gauge Z2 and Z3 LGTs [54, 57]. The idea
of using variational Monte Carlo for lattice gauge theories is
not restricted to GGFPEPS, other constructions such as non-
Gaussian states or neural network-based states show promis-
ing results as well [58–61].

The aim of this paper is to construct general gauged Gaus-
sian projected entangled pair states describing fermionic mat-
ter coupled to gauge fields with arbitrary gauge groups. This
paper aims to present the formalism in a general and unified
way, including a few important generalizations of previous
work [53, 54, 57]. It is supposed to serve as a self-contained
guide to the topic, and motivate the gauged Gaussian PEPS
ansatz. We review the basics of building Gaussian fermionic
PEPS, focusing on the physical scenarios relevant to gauging
matter, and then introduce a generalized gauging procedure
for these states. We conclude by sketching the algorithm used
in our computations, and mention some manipulations which
greatly reduce the computational load of numerical calcula-
tions. This paper unifies previous work spread across various
papers, and adds details not previously discussed regarding
both analytics and numerics.

Throughout this work, summation over repeated indices
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FIG. 1. Representation of the lattice and of the labeling convention
used for sites and links. When using a specific site x as a reference,
the links emanating out of it are labeled as in the green ovals on the
left. When referring to a plaquette p, the links around it are labeled
as in the blue ovals on the right.

is assumed, unless they are bracketed, correspond to coordi-
nates, label irreducible representation, or otherwise noted.

II. THE PHYSICAL SYSTEM

We consider gauge theories on a spatial square lattice, with
dimension d = 2 or d = 3, with periodic boundary condi-
tions. While the physics can differ significantly with different
boundary condition, the construction of the ansatz states dis-
cussed below may be generalized in a straightforward man-
ner if open boundaries are chosen instead. Generalizations to
other dimensions and geometries are, in general, also straight-
forward.

We label lattice sites as vectors of d integers, x ∈ Zd, and
use {êk}i=k...d as unit vectors in each positive direction. Links
(edges between sites) are labeled as ℓ = (x, k). When dis-
cussing a plaquette, we refer to the links as pi, as shown in
figure 1. We also define (−1)x = (−1)

∑
k xk which takes the

value 1 on the even sublattice and −1 on the odd sublattice.
Our models of interest contain two types of degrees of free-

dom: fermionic matter residing on the sites and gauge fields
residing on the links. As in the continuum formulation, the
matter is represented by excitations in a fermionic Fock space;
the gauge fields, however, as in the conventional compact lat-
tice formulation [6], are represented by first quantized Hilbert
spaces on each link. In this section we will review all these
basic ingredients, first separately and then combined together
into a lattice gauge theory, and introduce some notation and
conventions used throughout the paper.

A. The Gauge Group

We begin with the gauge group G – either a finite or a com-
pact Lie group – whose elements parameterize the symmetry
transformations of the model. Its irreducible representations
(irreps) will be denoted by the index (or collection of indices)
j, and its elements by g ∈ G. A unitary representation j of g
is given by the unitary matrix (sometimes called the Wigner

matrix) D j
mn (g), whose size is the dimension of j, denoted by

dim ( j).
If G is a compact Lie group, each g ∈ G is uniquely de-

termined by a set of group parameters, or group coordinates,
ϕa (g) (e.g. the Euler angles for SO(3)). Each Wigner matrix
can then be expressed as

D j(g) = eiϕa(g)T j
a , (1)

where T j
a are the hermitian matrix representations of the

group’s generators, satisfying the group’s Lie algebra,[
T j

a ,T
j

b

]
= i fabcT j

c , (2)

dictated by the group’s structure constants fabc (e.g., for
SU(2), fabc is the Levi-Civita symbol ϵabc).

In particular, we will be interested in the groups G = SU(N)
as well as G = U(N) × U(1). SU(N) has N2 − 1 generators,
{Ta}

N2−1
a=1 which are all traceless, and U(N) has an extra genera-

tor, T0 = 1 – the identity matrix of the appropriate dimension.
In particular, we will be interested in the fundamental repre-
sentations of both groups, j = N, which are N dimensional.
They are accompanied by the conjugate representations, N,
which are also N dimensional, and their generators are related
to those of the fundamental irrep by

T j=N
a = −T

j=N
a , (3)

where the overline represents complex conjugation. In the
SU(2) case, the fundamental representation is real, and thus
these irreps are not independent.

B. The Matter

As stated above, the matter is fermionic, described in terms
of a fermionic Fock space. On each site x we introduce a set of
Fock creation operators, ψ†sm f (x), where the subscripts s,m, f
represent spin, color, and flavor respectively, which we take to
be all of the intrinsic properties of the matter (additional prop-
erties can be easily added). Modes of different color interact
differently with the gauge fields; modes with different flavor
interact in the same way with gauge fields.

1. Spins and Spacetime Symmetries

The spin degree of freedom, as usual, is related to rotations.
On a square lattice, the only possible rotations are around the
main axes, by angles which are multiples of π/2. In d = 2
we denote the π/2 rotation operator by UR, and we use it to
implement the rotation,

UR ψ
†

sm f (x)U†R = ηss′ (x)ψ†s′m f (Λx) (4)

where ηss′ is a unitary rotation matrix mixing the spin indices
and Λx is the coordinate rotation, Λ (x1, x2) = (−x2, x1). In
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d = 3 we have three non-commuting rotation operators,U(k)
R ,

as well as three non-commuting matrices η(k)
ss′ (x), such that

U
(k)
R ψ†sm f (x)U(k)†

R = η(k)
ss′ (x)ψ†s′m f (Λkx), (5)

where Λ1x = (x1,−x3, x2), Λ2x = (x3, x2,−x1) and Λ3x =
(−x2, x1, x3).

It is well known that lattice fermions suffer from the dou-
bling problem [62, 63], in which unwanted spurious states ap-
pear on the lattice, and various prescriptions are available for
dealing with it. The framework introduced here is suitable for
at least four prescriptions. The first two, with four spin com-
ponents per site in d = 3, are naive fermions (where nothing
is done against doubling) and Wilson’s fermions [64]. The
other two involve staggering, where the spin components are
distributed around several lattice sites (to be grouped together
in the continuum limit). One can either use a staggering pre-
scription with a single component per site [62], where the spin
index becomes superfluous, or a partial staggering, with par-
ticle and anti-particles on two different sublattices [6], giving
rise to two-component spinors per site in d = 3. A common
property of all the prescriptions is that

[η(k)]4 = −1, (6)

as expected from a 2π rotation of a fermion. Further details on
rotations and the η(k) matrices or factors, using the conventions
of this work, may be found in [65].

From now on, we shall focus on staggered fermions [62],
where there is no spin index at all (one spin component per
link – only color and flavor indices are left). We will also
focus, for simplicity, on d = 2. Within these settings, η is a
phase, and we choose it, with no loss of generality, to be

η (x) = exp
(
i (−1)x π

4

)
. (7)

To generalize to other formulations within the framework of
PEPS, as well as to d = 3, please refer to [65]. For our
present purposes, which focus mostly on gauging, the stag-
gered prescription is enough, as gauging involves the color
indices alone, and in particular does not involve spin ones.

The choice of rotation prescription also dictates the form
of translation invariance that we require. When the non-
staggered prescription are used, we expect to have “simple”
translation invariance under single site translations. When
staggering is involved we expect invariance under two-site
translations, since the unit cells are larger [62].

2. Colors and the Group Transformations

In terms of the color index m, the creation operators on a
given site ψ†m f (x) form a complete spinor of some irrep j of G.
Usually this is taken to be the fundamental representation of
the group, but this is not a required choice. This implies that
m varies over dim ( j) values, and that under group transfor-
mations parameterized by group elements g ∈ G the creation

operators get mixed. Quantitatively, for every g ∈ G we define
a unitary operator θg (x), such that

θg (x)ψ†m f (x)θ†g (x) = ψ†n f (x)D j
nm (g) . (8)

The θg operators satisfy the group’s multiplication rule,

θg (x) θh (x) = θgh (x) . (9)

In the case of staggering [62], one needs to multiply this oper-
ator, on the odd sublattice, by det

(
D j

(
g−1

))
[66], which does

not change the transformation rules of operators. This is re-
lated to the fact that on these sites, the absence of a fermion
corresponds to the presence of an anti-particle.

One can generally include more than one irrep in a theory,
as long as as each multiplet is taken as a whole. However,
we will focus from now on (unless specified otherwise) on the
case of G which is either U(N) or SU(N). We also assume
that the matter is in the fundamental representation, with N
components. These cases are the most interesting for us phys-
ically, but generalizations to finite groups as well as other ir-
reps are possible.

In the case of a compact Lie group G, we can express the θg
operators using the group parameters ϕa (g) and the generating
charges Qa, which are defined as

Qa (x) = ψ†m f (x) (Ta)mn ψn f (x) , (10)

and satisfy the Lie algebra[
Qa (x) ,Qb (y)

]
= i fabcQc (x) δx,y (11)

(no summation over x, y). If G = SU(N), all of the N2 − 1
generators {Ta}

N2−1
a=1 are traceless, and the representations of

all group elements have determinant 1. Thus, staggering does
not affect the θg(x) transformations, and can be expressed as

θg (x) = eiϕa(g)Qa(x). (12)

For G = U(N), this does not hold. Since U(N) = SU(N) ×
U(1), we can include the above transformations and the N2−1
generators of SU(N), but we also need to include another gen-
erator, T0 = 1N , whose trace is N. Therefore we get, follow-
ing [66], that for staggered U(N),

θg (x) = eiϕa(g)Qa(x)e−iϕ0Ns(x), (13)

where a ∈ {0, ...,N2 − 1} and s (x) = 0 for even sites and 1 for
odd ones.

3. Free Fermionic Theory

Out of all these ingredients we shall construct now a free
fermionic Hamiltonian, which will act on the matter alone,
and later will be gauged to include the fields on the links. It
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will be

H0 = M
∑

x
(−1)x ψ†m f (x)ψm f (x)

+
i

2a

(∑
x

[
ψ†m f (x)ψm f (x + ê1)

+ i (−1)x ψ†m f (x)ψm f (x + ê2)
]
− h.c.

)
,

(14)

where a is the lattice spacing. The factors of i are needed
to ensure the Hamiltonian is invariant under rotations; this
form matches that given in [62], though we’ve generalized
to include different possible values for color m and flavor
f . The version in [62] considers a 3D lattice; equation (14)
is restricted to the 2D case. In keeping with the convention
throughout the paper, summation is implied over the repeated
indices m, f .

What are the symmetries of this Hamiltonian? It is invari-
ant under rotations as defined above, it is invariant under two
site translations as expected in the staggered case, and it has a
flavor permutation symmetry. It is also invariant under charge
conjugation, which is implemented by the single-site transla-
tions

ψ†m f (x)→ ψm f (x + êk) , k ∈ {1, 2}. (15)

Another symmetry is the total fermion number conservation
per flavor – global U(1) symmetries generated by

N0, f =
∑

x
ψ†m f (x)ψm f (x) (16)

(no sum over f ). Because of this symmetry we focus on sce-
narios with a fixed fermionic filling, and often in particular
on half-filling, as thus dynamically connected to a Dirac-sea
state (where all the even sites are empty and the odd ones are
full) [62] – that is, states satisfying

N0 |ψ0⟩ =
NsitesNflavorsNcolors

2
|ψ0⟩ , (17)

where Nsites, Nflavors, Ncolors refer to the numbers of lattice
sites, fermionic flavors, and colors respectively.

We can add a chemical potential to the Hamiltonian, of the
form

Hµ =
∑

x
µ fψ

†

m f (x)ψm f (x) , (18)

(now summing over both m and f ) and it will be non-trivial
only after coupling to a gauge field, since before doing so the
Hamiltonian is just a sum of separate Hamiltonians of the dif-
ferent flavors. Only gauging, which we discuss below, will
give rise to an indirect coupling of the different flavors (in the
sense that they are all coupled to the same gauge field).

The Hamiltonian, with all terms included, is also invariant
under global G transformations (mixing the color indices),

θg =
∏

x
θg (x) (19)

for every g ∈ G. If G = U(N), the U(1) component of this
symmetry is nothing but the total fermionic number conserva-
tion.

Being a free (quadratic) Hamiltonian, its ground state will
be Gaussian, which can therefore be fully described by its co-
variance matrix (see appendix A).

C. The Gauge Field Hilbert Space

Next we review the properties of the local gauge field
Hilbert spaces, residing on the lattice’s links, which will al-
low us to make the symmetry local (i.e. the system will be
invariant under independent transformations at each site and
surrounding links). On each link we introduce a Hilbert space
which can be spanned by states labeled by elements of G - this
gives the group element basis {|g⟩}g∈G. Thus, for finite groups
we have, on each link, a Hilbert space with a finite dimension
which equals the group’s order; in the case of infinite dimen-
sional groups, the dimension will be infinite.

On each link, we can express the identity operator as

1 =

∫
dg |g⟩ ⟨g| , (20)

where in the compact Lie case dg is the Haar measure, and
in the finite case the integral is replaced by a sum over all the
group elements. We have

⟨g|h⟩ = δ (g, h) , (21)

where, if G is finite, δ (g, h) is the Kronecker delta, and other-
wise it is a distribution defined with respect to the Haar mea-
sure.

We define gauge field configuration states over the entire
lattice as products of group element states on all the links,

|G⟩ =
⊗

x,k

|g (x, k)⟩ . (22)

These states satisfy the orthogonality conditions〈
G
∣∣∣G′〉 =∏

x,k

δ
(
g (x, k) , g′ (x, k)

)
(23)

with respect to the appropriate δ as explained above, and
where g, g′ are specified by G, G′. We use

∫
DG to denote

integration over all the gauge field configurations of the lat-
tice (with the Haar measure) in the compact Lie case, and the
corresponding summation in the finite group case.

On the Hilbert space of each link we define right and left
group transformations, labelled by the group elements g ∈ G
and implemented by the unitary operators Θg and Θ̃g respec-
tively. We can define them in terms of their action on the
group element basis states,

Θg|h⟩ = |hg−1⟩ Θ̃g|h⟩ = |g−1h⟩. (24)

These operators satisfy the group properties

ΘgΘ̃h = Θ̃hΘg,

ΘgΘh = Θgh,

Θ̃gΘ̃h = Θ̃hg.

(25)
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We introduce the connection or group element operator,
U j

mn, which is a unitary matrix of link operators transforming
under the irrep j:

U j
mn =

∫
dg D j

mn(g)|g⟩⟨g|. (26)

While this is a matrix of operators, all its elements commute,
since they are all diagonal (as Hilbert space operators) in the
group element basis. From equations (24), (25) and the fact
that the D matrices are unitary representations of G, it follows
that

ΘgU j
mnΘ

†
g = U j

mn′D
j
n′n (g) ,

Θ̃gU j
mnΘ̃

†
g = D j

mm′ (g) U j
m′n.

(27)

Another useful basis is the conjugate one, usually referred
to as the representation basis or the irrep basis. Its elements
are labelled by | jmn⟩, where j stands for an irrep, and m and n
are multiplet indices corresponding to the eigenvalues of the
maximal set of mutually commuting transformations for the
left and right transformations respectively (e.g. the Cartan
subalgebra in the case of compact Lie groups). The group
transformations do not mix the j multiplets,

Θg| jmn⟩ = | jmn′⟩D j
n′n(g)

Θ̃g| jmn⟩ = D j
mm′ (g)| jm′n⟩.

(28)

Using the Peter-Weyl theorem, we can deduce the basis
change formula

⟨g| jmn⟩ =

√
dim ( j)
|G|

D j
mn (g) , (29)

where |G| is the group’s order in the finite case, and the group’s
volume

∫
dg (using the Haar measure dg) in the compact Lie

case.
In the case of a compact Lie group, the operators Θg and Θ̃g

can be expressed in terms of the group parameters and right
and left generators, Ra and La respectively,

Θg = eiϕa(g)Ra
Θ̃g = eiϕa(g)La

. (30)

From the transformation properties we immediately get that

[Ra,Rb] = i f abcRc,

[La, Lb] = −i f abcLc,

[Ra, Lb] = 0,[
Ra,U

j
mn

]
=

(
T j

a

)
mm′

U j
mn,[

La,U
j
mn

]
= U j

mn′
(
T j

a

)
n′n
.

(31)

As we shall review below, the group element operators will
be useful in the Hamiltonian and other contexts within a lat-
tice gauge theory, and thus we must address the issue of their
rotation. We will see that the left quantum number, m, re-
lates to the left/bottom side (or beginning) of the link, and the
right quantum number, n, to the right/top side (the link’s end).

FIG. 2. Schematic representation of a π/2 rotation Λ acting on the
gauge field operators U (colored ovals). The links are oriented left-
to-right and bottom-to-top, and we assign the left and right quan-
tum numbers m and n to the beginning and end of each link respec-
tively. As shown, the rotation of the horizontal links is orientation-
preserving, while for vertical links m and n are swapped. As a con-
sequence, U → U† under this transformation.

Since links (and gauge fields) are directional, we expect their
rotation to have some sort of vector behavior. In 2D, for hori-
zontal links,

URU j
mn (x, 1)U†R = U j

mn (Λx, 2) . (32)

Through this rotation, the beginning of the original link gets
mapped to the beginning of the new one, and similarly the end
– this is an orientation preserving rotation. Therefore we map
m to m and n to n. However, the rotation of U j (x, 2) behaves
differently. It can be seen graphically in figure 2 that a vertical
link will be rotated to a horizontal one, but with the opposite
orientation – that is, the beginning of the original link will be
mapped to the end of the rotated one, and vice versa (compare
with Λ(x1, x2) = (−x2, x1)). This means that the right and
left Hilbert spaces of that link must be exchanged, and that
right transformations have to be replaced by left ones. This is
achieved by the transformation rule

URU j
mn (x, 2)U†R = U

j
nm (Λx − ê1, 1)

=

[(
U j

)†]
mn

(Λx − ê1, 1) .
(33)

In d = 3, rotations are defined in a similar way. For example,
a rotation around the z axis will behave like the d = 2 version
with the addition that U j

mn (x, 3)→ U j
mn (Λ3x, 3), and the other

rotations are obtained by permutation.

D. Minimal Coupling

If we wish to lift the global G symmetry of the free
fermionic theory to be local, we need to introduce connec-
tions, i.e. gauge fields, to our physical model. For this, we
include the gauge field Hilbert spaces as introduced above,



7

and modify the Hamiltonian to

HF = M
∑

x
(−1)x ψ†m f (x)ψm f (x)

+
i

2a

(∑
x

[
ψ†m f (x) Umn (x, 1)ψn f (x + ê1)

+ i (−1)x ψ†m f (x) Umn (x, 2)ψn f (x + ê2)
]
− h.c.

)
.

(34)

where the irrep index was omitted from the group element
operators, which must be in the same irrep as the matter. We
see, indeed, that m is associated with the link’s beginning and
n with its end. The chemical potential term of equation (18) is
not modified, and we did not include it here for brevity.

This Hamiltonian remains translationally and rotationally
invariant when the gauge field transformation rules are in-
cluded. The fermionic global U(1) symmetry is still present,
and so is the flavor symmetry (if it was not broken by Hµ).
The global G symmetry, however, has been lifted, as desired,
to a local symmetry. We define the local, or gauge, transfor-
mations

Θ̂g(x) =
∏

k=1...d

Θ̃g(x, k)Θ†g(x − êk, k)θ†g(x), (35)

and note that [
H, Θ̂g(x)

]
= 0, (36)

for every lattice site x and g ∈ G.
This gives a local symmetry with conserved quantities on

all the sites – static charges, imposing a superselection rule on
the Hilbert space. We focus, in general and unless specified
otherwise, on the sector with no static charges, that is, the one
with states |Ψ⟩ satisfying

Θ̂g(x)|Ψ⟩ = |Ψ⟩ (37)

for every lattice site x and g ∈ G. For gauge invariant opera-
tors O,

Θ̂g(x)O Θ̂†g (x) = O (38)

is satisfied.
If G is a compact Lie group, gauge invariance in the absence

of static charges is equivalent to the Gauss laws, d∑
k=1

(La (x, k) − Ra (x − êk, k)) − Qa (x)

 |Ψ⟩ ≡
[Da (x) − Qa (x)] |Ψ⟩ = 0, ∀x, a, g ∈ G.

(39)

We can thus interpret the left and right generators as left and
right electric fields. We take this to define Da(x), the lattice
divergence of the electric fields.

Since the only gauge field operators appearing in HF are
group element operators U, HF clearly commutes with such
operators, and therefore there is no gauge field dynamics. In

order to include it, we add to HF the Kogut-Susskind Hamil-
tonian [6],

HKS = HE + HB, (40)

which includes two terms, to which we give the monikers
“electric” and “magnetic”. These names comes from the in-
terpretation of the terms in the case of a U(1) gauge theory,
where they correspond to the familiar electric and magnetic
energies of electromagnetism.

The electric part is local, acting on each link separately, and
takes the general form

HE = λE

∑
x,k, j

f jΠ j (x, k) , (41)

where k runs over the lattice directions, j over the irreps, λE
and f j are real parameters, and Π j = | jmn⟩ ⟨ jmn| is a projector
onto the j irrep on a link. In the case of compact Lie groups,
we use the quadratic Casimir operator J2 ≡ RaRa = LaLa;
e.g., for SU(2), f j = j ( j + 1).

The magnetic term involves four-body plaquette interac-
tions, and takes (in d = 2) the form

HB = λB

∑
x

(
Tr

[
U (x, 1) U (x + ê1, 2)

× U† (x + ê2, 1) U† (x, 2)
]
+ h.c.

) (42)

We have omitted the irrep index from the group elements
again, assuming here (and below) that they belong to the same
irrep as the matter.

The total Hamiltonian of a lattice gauge theory will thus
take the form

H = HE + HB + HF + Hµ. (43)

It is still gauge invariant, as well as translation and rotation
invariant. The fermionic symmetries are unaffected by the in-
clusion of the pure gauge terms.

III. GAUGED GAUSSIAN PEPS - MOTIVATION

With the lattice gauge theory background in mind, we now
proceed to constructing an ansatz state, to be used for varia-
tional ground state search. Generally, the ansatz state is em-
bedded in the product space of the matter Fock spaces and the
link Hilbert spaces (within a particular static charge sector).
Therefore, if we represent the identity using the completeness
of the gauge field configuration basis,

1 =

∫
DG |G⟩ ⟨G| , (44)

we can generally expand our ansatz as

|Ψ⟩ =

∫
DG |G⟩ |ψ(G)⟩ , (45)
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where |ψ(G)⟩ is the state of the matter fields. As we discuss
below, it will be convenient to include an explicit wavefunc-
tion of the gauge fields, giving

|Ψ⟩ =

∫
DG ψI (G) |G⟩ |ψII (G)⟩ , (46)

where ψI (G) is a wave function of the gauge fields in the con-
figuration (group element) basis, and |ψII (G)⟩ is a state of the
matter, describing fermions experiencing a static gauge field
configuration G. Neither is assumed to be normalized (and so
|Ψ⟩ is not either). We now consider the requirements that we
would like such a state to satisfy.

First, we would like it to capture relevant ground state
physics (and hopefully that of other low lying states of the
spectrum). Quantum information theory tells us that such
states, when reasonable physical Hamiltonians are consid-
ered, are expected to satisfy the entanglement entropy area
law [17, 67], which is built into the construction of tensor net-
work states, and in particular PEPS, projected entangled pair
states [16]. Therefore, we would like |Ψ⟩ to be a PEPS.

Second, the state |Ψ⟩ must be gauge invariant under G, and
must exhibit all the other symmetries discussed in the previ-
ous section. This is another good reason to use PEPS: they
are suitable for encoding symmetries very naturally – both
global [16] and local, through the use of gauging mechanisms
of globally invariant PEPS [68, 69]. We will use the latter
gauging method, which uses a fundamental analogy between
PEPS and lattice gauge theories, as will be explained below.

Third, the state |Ψ⟩ should allow us to perform variational
computations efficiently. We would like to be able to effi-
ciently compute expectation values of gauge invariant oper-
ators, and in particular those appearing in the Hamiltonian, to
be able to minimize the energy, find an approximate ground
state, and study its physics. The relevant gauge invariant
observables belong to three main classes: traces of oriented
products of group element operators along closed paths, in-
cluding the plaquette terms of the Hamiltonian and Wilson
loops [5]; local terms diagonal in the representation basis, or
electric field terms; and “mesonic operators” with oriented
products of group element operators along an open path en-
closed by fermionic operators. Let us examine the computa-
tion of the expectation value of all three with respect to our
ansatz state |Ψ⟩.

We begin with loop operators. Let C be some closed ori-
ented path along the lattice. We define the loop operator along
C as

W(C) = Tr

∏
ℓ∈C

U (ℓ)

 , (47)

where we consider a matrix product of group element op-
erators, involving their matrix indices. The product is ori-
ented, i.e. U operators are taken on links in the positive direc-
tion (k ∈ {1, 2}) and U† along links in the negative direction
(k ∈ {3, 4}), as seen in Fig. 3a.

The gauge field configuration states |G⟩ are eigenstates of

a) b)

FIG. 3. Examples of loop (left) and mesonic (right) operators that can
be computed using the GGPEPS ansatz. Both closed and open paths
are oriented, as shown by the arrows. The group element operator U
is taken when the path follows a link in the positive direction (up or
to the right), while in the remaining cases its conjugate U† is taken.

these operators, satisfying

W(C) |G⟩ = Tr

∏
ℓ∈C

D (gℓ)

 |G⟩ , (48)

where we now consider an oriented product of D matrices.
Therefore, using the orthogonality of the gauge field configu-
ration states, the expectation value of such a loop operator can
be written as

⟨W(C)⟩ =
⟨Ψ|W (C) |Ψ⟩
⟨Ψ|Ψ⟩

=

∫
DG Tr

[∏
ℓ∈C

D (gℓ)
]
|ψI (G)|2 ⟨ψII (G)|ψII (G)⟩∫

DG′ |ψI (G′)|2 ⟨ψII (G′)|ψII (G′)⟩

≡

∫
DG Tr

∏
ℓ∈C

D (gℓ)

 p (G) ,

(49)
where we have defined

p (G) =
|ψI (G)|2 ⟨ψII (G)|ψII (G)⟩∫

DG′ |ψI (G′)|2 ⟨ψII (G′)|ψII (G′)⟩
≡

p0 (G)
Z

. (50)

Note that p (G) is a valid probability distribution over the
gauge field configurations; it is real, positive definite, and
properly normalized since

∫
DG p (G) = 1. Therefore, for a

given |Ψ⟩, ⟨W (C)⟩ may be evaluated using Monte-Carlo sam-
pling, which will be sign-problem-free. Below, we will refer
to p0 (G) as the unnormalized probability density, and toZ as
the partition function.

The only possible bottleneck is in the computation of the
norms defining p (G): |ψI (G)|2 and ⟨ψII (G)|ψII (G)⟩. This can
be done by choosing |Ψ⟩ to be a gauged Gaussian PEPS [51–
53]. Then, as we shall review below, both norms are obtained
from the contraction of Gaussian states, which is very efficient
using the Gaussian formalism [50].
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The procedure, which will be described in the next subsec-
tions, involves the gauging of a Gaussian fermionic state rep-
resenting the matter alone with a global symmetry, which is
analogous to the procedure carried out when a free fermionic
Hamiltonian is gauged – another point in favor of this proce-
dure.

The other observables may be computed very efficiently
too, using a similar method. Consider, for example, the

mesonic operator,

M f (x,C, y) = ψ†m f (x)

∏
ℓ∈C

U (ℓ)


mn

ψn f (y) , (51)

where x, y are two lattice sites, C is some oriented path from
x to y, as seen in Fig. 3b, and there is no summation over f .
We get, similarly, that

〈
M f (x,C, y)

〉
=

∫
DG

∏
ℓ∈C

D (ℓ)


mn

⟨ψII (G)|ψ†m f (x)ψn f (y) |ψII (G)⟩ |ψI (G)|2

=

∫
DG

∏
ℓ∈C

D (ℓ)


mn

⟨ψII (G)|ψ†m f (x)ψn f (y) |ψII (G)⟩

⟨ψII (G)|ψII (G)⟩
p (G) ,

(52)

with (again) no summation on f . This can also be computed
using Monte-Carlo, and the gauged Gaussian choice makes
the computation of the new ingredient

⟨ψII (G)|ψ†m f (x)ψn f (y) |ψII (G)⟩

⟨ψII (G)|ψII (G)⟩
(53)

simple and efficient using elements of the covariance matrix
(see appendix A).

Finally, consider the electric field operators, or more gener-
ally functions thereof, OE. We have [53]

⟨OE⟩ =

∫
DG FE (G) p (G) , (54)

where

FE (G) =
∫
DG̃

〈
G̃

∣∣∣∣OE |G⟩
ψI

(
G̃
)
ψI (G)

〈
ψII

(
G̃
)∣∣∣∣ψII (G)

〉
|ψI (G)|2 ⟨ψII (G)|ψII (G)⟩

.

(55)
This expectation value, involving overlaps of Gaussian states
and wave functions in the gauged Gaussian case, can also be
computed efficiently using Monte Carlo. Note that

〈
G̃
∣∣∣OE |G⟩

can be computed analytically, and that normally the operators
OE are local, involving very few links (typically one). There-
fore the integral in FO (G) can be done simply, as explained
in [53] and demonstrated in [54, 57].

The expectation values of products of such operators are
also easy to obtain in a similar fashion. In the case of more
fermionic operators, Wick’s theorem may be used [50].

IV. CONSTRUCTING A GLOBALLY INVARIANT
GAUSSIAN PEPS

We now construct a state of the form of equation (46) as
a PEPS. Following Refs. [51–53], we start by constructing a
state |ψ0⟩, representing the matter alone. It will be Gaussian
– a free state – and invariant under all the global symmetries.

Since the Hamiltonians of interest do not involve flavor mix-
ing, we will begin by neglecting the flavor index and focusing
on the color alone.

As hinted in equation (46), the ansatz state |Ψ⟩ will be
built in a way that will guarantee its decomposition to a prod-
uct of two ingredients, for a fixed gauge field configuration
G – a pure-gauge wave function ψI (G) and a matter state
|ψII (G)⟩. Following the standard technique to build Gaussian
fermionic PEPS [70], they will be constructed out of local
Gaussian ingredients, involving both physical fermions and
virtual modes.

On each site, we build a local state out of physical fermions
together with virtual modes (fermionic or bosonic, as dis-
cussed below) for each link adjacent to the site. As we explain,
considerations relating to symmetries and expressive power
of the ansatz motivate introducing multiple virtual modes per
link. As a first step we write down a free fermionic Gaus-
sian PEPS with the desired global symmetries, which put con-
straints on the parametrization. The state is then gauged,
which couples the state of the gauge field on each link with
the virtual modes, guaranteeing that the Gauss Law is obeyed
at each lattice site. Finally, the virtual modes are projected
onto a maximally entangled state coupling the virtual modes
from neighboring sites, and are then traced out, leaving a fi-
nal physical state. In the following construction, we change
the order of presentation, so that the gauging is discussed last.
Before starting this construction, we introduce a convenient
transformation that simplifies the construction and numerical
calculations – the particle-hole transformation.

A. The Particle-Hole Transformation

The Gaussian PEPS we construct, introduced in [70], has
a BCS (Bardeen-Cooper-Schrieffer) form; that is, if we de-
note the vacuum of the physical fermions introduced above
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by
∣∣∣Ωp

〉
, it will be of the form

exp
(∑

x,y
Mmn (x, y)ψ†m (x)ψ†n (y)

) ∣∣∣Ωp

〉
. (56)

Such states are not eigenstates of the total fermionic number
operators, and thus cannot exhibit the U(1) global symmetry
introduced above. However, we can restore this symmetry by
performing a particle-hole transformation on the odd sublat-
tice,

ψ†m (x)→

ψ†m (x) x even
ψm (x) x odd.

(57)

Before the transformation, the creation operators on the odd
sublattice created holes: their absence corresponded to the
presence of an anti-particle. In the new setting, they create
anti-particles.

As a result, we get a few changes in the free fermionic
theory discussed above. The free fermionic Hamiltonian will
take a BCS form; in our staggered d = 2 case, we will have
(up to a constant)

H0 = M
∑

x
ψ†m (x)ψm (x)

+
i

2a

(∑
x
ψ†m (x)ψ†m (x + ê1)

+ i
∑

x
ψ†m (x)ψ†m (x + ê2) − h.c.

)
.

(58)

What happens to the symmetries of the Hamiltonian?
Note that due to the particle-hole transformation, the rotation
phases on the odd sublattice must be conjugated, and given
our the choice above we now have a uniform, site-independent
rotation phase of

η (x) = eiπ/4. (59)

The new H0 is invariant under a rotation with this phase.
One can also see that the two-site translation invariance has

survived the particle-hole transformation; however, the charge
conjugation symmetry that we started with, which involved
a particle-hole transformation, is now replaced by a simple,
single-site translation invariance. That is, the transformation
of equation (15) is replaced by

ψ†m (x)→ ψ†m (x + êk) , k ∈ {1, 2}. (60)

Next, we consider the global G symmetry. It does not mat-
ter whether G = SU(N) or G = U(N), since even if we are
only eventually interested in gauging SU(N), the global sym-
metry group at the moment is U(N) due to the global U(1)
symmetry. Therefore we can discuss U(N).

The generators on the odd sublattice undergo the transfor-
mation as

Qa = ψ
†
m (Ta)mn ψn

→ ψm (Ta)mn ψ
†
n = −ψ

†
m

(
T a

)
mn
ψn + Tr [Ta]ψ†mψm.

(61)

For the SU(N) generators, since Ta = 0, we simply get that the
fermions on the odd sites now undergo the G transformation
with respect to the conjugate representation N, instead of N,
as expected for an anti-particle. For the extra U(1) generator,
we also get an exact cancellation of the staggering factor due
to the trace of the identity.

We introduce the left charge,

Q̃a (x) = ψ†m (x)
(
T a

)
mn
ψn (x) (62)

generating

θ̃g (x) = eiϕa(g)Q̃a(x), (63)

which implements left transformations on the matter,

θ̃gψ
†
mθ̃
†
g = Dmn(g)ψ†n. (64)

This is useful, since θ̃†g implements the conjugate right trans-
formations,

θ̃†gψ
†
mθ̃g = ψ

†
nDnm(g). (65)

With that result we can write the generators of the global G
transformations as

Qa =
∑

x∈even

Qa (x) −
∑

x∈odd

Q̃a (x) , (66)

and we have∏
x∈even

θg (x)
∏

x∈odd̃

θ†g (x) |ψ0⟩ = eiϕaQa |ψ0⟩ = |ψ0⟩ , (67)

where |ψ0⟩ is the state of the matter, which we will construct
as a PEPS.

The special case of the subscript a = 0 gives us the global
U(1) symmetry, which used to correspond to the conservation
of total number of fermions. Under the particle hole transfor-
mation,

N0 =
∑

x
ψ†m(x)ψm(x)→

∑
x

(−1)x ψ†m(x)ψm(x) = Q0, (68)

and the half-filled sector has become the sector with

Q0 |ψ0⟩ = 0. (69)

The changes to the Gauss law and HF under the particle-hole
transformation are given below in equations (107) and (108).

B. The Virtual Modes and the PEPS Construction

In order to construct a PEPS in the conventional way [16]
we introduce auxiliary, or virtual, degrees of freedom, which
are responsible for contracting local degrees of freedom to
a global state. Therefore, in addition to the physical modes
created by ψ†m on each site, we introduce auxiliary of virtual
fermionic modes created by a†kµm(x). The indices k,m main-
tain their earlier meaning labelling link and color; the new
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index µ labels “copies”, allowing for the possibility of mul-
tiple virtual modes per link. Thus the k index runs from 1
to 2d and labels the links emanating from the site x or end-
ing there; for d = 2, k ∈ {1, 2, 3, 4} corresponds to the links
pointing towards ê1,ê2,−ê1,−ê2 respectively (for d = 3 we add
k = 5, 6, corresponding to ê3,−ê3 [65]). We use m to label
the color components of all of the auxiliary modes, taking the
same values as those taken by the physical modes (if another
fermionic prescription is used for the physical fermions and
they carry spin indices, the virtual ones will carry them as
well, as in [65]). Finally, as mentioned, if we wish to include
several copies of virtual modes, which will eventually enable
us to increase the number of variational parameters, we can
enumerate them by µ. They therefore do not have to carry a
flavor index, even in a multi-flavor setting.

It will be convenient to be able to refer to the physical and
virtual modes together; we do so by defining

Ψ†α(x) ∈ {ψ†m(x)} ∪ {a†kµm(x)} (70)

where α packages all the required indices.
To encode the desired symmetries in the PEPS, we need to

specify the transformation properties of the virtual fermions.
We begin with the global U(1) symmetry which guarantees
particle number conservation. For any virtual modes that cou-
ple to the physical matter, we must, following [65], extend the
global U(1) symmetry. In order to preserve the U(1) sym-
metry, these modes must pick up a phase opposite to the one
gained by the physical modes. We therefore have three pos-
sible transformations under the U(1) global symmetry (with a
transformation parameter φ):

1. For modes that are entirely uncharged by this symme-
try, i.e. the virtual modes that do not couple (even indi-
rectly) to the the physical modes, the U(1) transforma-
tion does nothing.

2. Physical modes, and some virtual ones, will pick up a
phase φ on even sites and −φ on odd sites.

3. Some virtual modes (those which couple to modes of
the previous type) will pick up the phase −φ on even
sites and φ on odd sites.

The difference between even and odd sites arises due to the
particle-hole transformation, as discussed in section IV A. Ac-
cordingly, we define χα to be 0, 1,−1 in these cases respec-
tively. Only modes α, β satisfying

χα + χβ = 0 (71)

can couple to each other in the construction of the state. We
may also have virtual modes that couple to the virtual modes
in group 3; these must then belong to group 2, and therefore
cannot themselves couple to the physical modes. We will de-
note modes of the first group by b†, and refer to them as type
I virtual modes. In [65], the virtual modes of groups 2 and
3 were denoted by c† and d† respectively, and we adopt that
convention moving forward, referring to them as type II vir-
tual modes. The b†, c†, d† modes are each different copies, but

since there may be multiple copies of each type, we leave the
µ subscript on these modes too. It is clear from equation (71)
that virtual modes of types I and II cannot couple to each other.

The possibility of virtual modes that are entirely uncoupled
to physical modes (shown in orange and separated by dashed
lines in equation (81) below) is what allows for the separa-
tion of virtual modes into types I and II, which build ψI(G)
and |ψII(G)⟩ as given in equation (46). Since the type I modes
(those that are uncharged by the U(1) transformation) do not
couple to physical matter, it is not necessary that they be
fermions – type I virtual modes can be fermionic or bosonic.
In fact, it is possible that there be both type I fermions and
bosons (though such modes could not couple to each other in
the construction of the state).

It is possible to choose the type I modes b† to be of any
irrep, which we label in this context by r: {br†

kµm (x)}. The
only constraint is that all the color components m must be
included. It makes sense to include the fundamental repre-
sentation again, but additional irreps can be used. Since these
modes are completely decoupled from the rest, we may also
use different numbers of copies. These modes will generate
only pure gauge excitations, that is, closed flux loops. The
only charges they see are with respect to the gauge group G.

The virtual fields of type I form only closed loops (i.e. they
involve no physical sources), while those of type II can also
create open strings between charges. This allows us also to
call type I modes “transversal”, since they are source-free,
while calling the type II modes “longitudinal”, in accordance
with common phrasing in electrodynamics.

Returning to the U(1) symmetry, we impose

Ψ†α (x)→ exp
(
iχα (−1)x φ

)
Ψ†α (x) . (72)

The factor (−1)x accounts for the particle-hole transformation
on odd sites, which adds a −1 factor to the phase gained under
the U(1) transformation.

Next, we consider rotations, and introduce the 2D permuta-
tion matrix

R0 =


0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0

 , (73)

which acts on the k index and rotates the virtual modes around
a site (ordered right, up, left, down). This is responsible for
the spatial rotation. Following [65], we define the rotation of
the virtual modes as

UVa†iµm (x)U†V = ηµ(R0)i ja
†

jµm (Λx) , (74)

where ηµ is a phase that ensures the virtual fermions pick up
a minus sign upon a full rotation. As indicated by the sub-
script, we do not require that all modes pick up the same phase
under rotation. While one can choose the same phase under
rotations for all modes when working on a two-dimensional
lattice, in three dimensions accounting for spin and the non-
commutativity of rotations makes it easier to handle phases
separately for different copies, as done in [65] and as we do
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here. We thus make the choice that for virtual fermions,

UVbr†
iµm (x)U†V = η(R0)i jb

r†
jµm (Λx) ,

UVc†iµm (x)U†V = η(R0)i jc
†

jµm (Λx) ,

UVd†iµm (x)U†V = η(R0)i jd
†

jµm (Λx) .

(75)

where η is the phase picked up by physical modes as discussed
above. For virtual modes that are bosons (which must be of
type I), the rotation is given by simple permutations without
extra phases,

UVbr†
iµm (x)U†V = (R0)i jb

r†
jµm (Λx) , (76)

i.e. ηµ = 1 for these copies. Note that these rotations do not
depend on the sublattice of x.

We denote the Fock vacuum of the physical fermions by∣∣∣Ωp

〉
, and that of the virtual ones by |Ωv⟩. On each site, as

in [65], we define the Gaussian operators

A(x) = exp
(
T αβ(x)Ψ†α(x)Ψ†β(x)

)
(77)

where T αβ(x) ∈ C. To ensure translation invariance, we re-
quire T αβ(x) = T αβ, and to ensure rotation invariance, we
require

R⊤TR = T (78)

where R is the matrix that implements the rotations for all the
modes Ψ†α. In 2D, this matrix is given by

R =


η1

ηµR0

ηµ′R0

 (79)

where the size of identity block η1 is determined by the num-
ber of physical modes per site, and there are

∣∣∣{a†m,µ}∣∣∣ copies of
the ηµR0 blocks along the diagonal. All of the empty blocks
are zero; the lines separate rows/columns of physical from vir-
tual modes. In 3D, the matrix blocks R0 must be expanded to
include an identity block for the virtual modes oriented along
the direction of rotation, as in [65]. Further, one must account
explicitly for spin indices, and satisfy equation (78) for rota-
tions along all axes. Full details can be found in [65].

In 2D, satisfying equations (78) and (79) for copies µ and ν
which pick up opposite phases under rotation, such as the c†

and d† modes of equation (75), requires that the blocks τ(µ,ν)

of T must be of the form

τ(µ,ν) =


z(µ,ν)

1 z(µ,ν)
2 z(µ,ν)

3 z(µ,ν)
4

z(µ,ν)
4 z(µ,ν)

1 z(µ,ν)
2 z(µ,ν)

3
z(µ,ν)

3 z(µ,ν)
4 z(µ,ν)

1 z(µ,ν)
2

z(µ,ν)
2 z(µ,ν)

3 z(µ,ν)
4 z(µ,ν)

1

 , (80)

where z(µ,ν)
i ∈ C. In [57], a pure-gauge theory was consid-

ered, without physical modes ψ† or virtual modes of type II

(c† or d†). There, only (fermionic) modes b† were consid-
ered, and they were taken to all pick up the same phase upon
rotation. In such a case, the T matrix must compensate for
the phases picked up by rotation, and factors of ±1,±i also
appear in τ(µ,ν). Note that it is also possible to subdivide the
uncharged (under the global U(1) symmetry) b† modes into
copies of two subtypes which rotate with opposite phases, in
which case the block τ(µ,ν) will be of the form given in equa-
tion (80).

For fermionic virtual modes, we also require that T αβ =

−T βα, i.e. T must be antisymmetric to be consistent with
the fermionic commutation relations; for bosonic modes, T
must be symmetric, T αβ = T βα. We leave a detailed discus-
sion of bosonic virtual modes to future work. The motivations
for including the virtual modes that are uncoupled to physical
matter are discussed in detail below.

Accounting for all of these constraints, T has the following
block form:

T =



ψ b c d
T PP 0 M 0

0 VPG 0 0
−M⊤ 0 0 Ṽ

0 0 −Ṽ⊤ 0

 (81)

where the red block (above and to the left of the solid lines)
couples physical modes among themselves, the orange block
couples virtual modes (as discussed below, these can actu-
ally be fermionic or bosonic) that do not couple to physi-
cal fermions, the blue block (bottom right) shows the virtual
modes which do couple to physical fermions as shown in the
green blocks (above and to the left of the solid lines). If one
wishes to allow for virtual-virtual coupling while maintain-
ing the U(1) symmetry, the blue block must contain (a mini-
mum of) two copies, only one of which couples to the physical
modes (as shown). Note that the constraints due to rotation in-
variance must be imposed on the submatrices.

Note that [A(x), A(y)] = 0 for any two sites x, y ∈ Zd, and
therefore the product

∏
x A(x) is well defined and requires no

ordering. Since the type I and type II virtual modes do not
couple, we can divide A(x) into A(I)(x) and A(II)(x) which are
each of the form of equation (77), but include only the modes
of type I and II respectively. These operators satisfy

A (x) = A(I) (x) A(II) (x) . (82)

Note that all of these operators commute.
If we account for the separation of the type I and II modes,

as well as the constraints of the U(1) symmetry (which ac-
count for the 0 blocks in T ), we can write

A(I) (x) = exp
(∑

r,µ,ν

τ
(µ,ν)
i j,mm′b

r†
iµm (x) br†

jµm′ (x)
)
,

A(II) (x) = exp
(∑

µ

t(µ)
i ψ†m (x) c†iµm (x)

+
∑
µ,ν

τ
(µ,ν)
i j c†iµm (x) d†jνm (x)

)
,

(83)
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where the sums are also over the link directions i, j and the
colors m,m′. The t(µ)

i ∈ C are elements of the block M shown
in equation (81). The copies µ, ν that are included in each
operator are of course limited to those of the appropriate type.

The direct coupling of physical fermions to themselves is
absent here (though it could easily be added), since in this
staggered formulation, we do not expect coupling of different
flavors in this settings, because the Hamiltonian is a sum of
separate Hamiltonians for each flavor, and the state would be
a product state of the flavors, as explained above.

Furthermore, on each link define the Gaussian operators

w(x, k) = exp
(
ξX(k)

i j

∑
µ

W (k,µ)a†iµm (x) a†jµm (x + êk)
)

(84)

where

X(1)
i j = δi,1δ j,3,

X(2)
i j = δi,2δ j,4,

(85)

ensure that only virtual modes associated with the same links
can couple; in three dimensions, we also include X(3)

i j =

δi,5δ j,6. In keeping with our conventions, the sums are also
over the repeated indices i, j. The values of W (k) must be cho-
sen in a way that guarantees that w(x, k) is invariant under all
the symmetries discussed above. We’ve also suppressed any
dependence on the location of the link (through x) in order
to preserve invariance under translations; the dependence of
W (k) on the link direction is necessary to guarantee invariance
under rotations. ξ can be any arbitrary constant; in [57], ξ = 1
was used, while ξ = i was used in [65], both for the sake of
convenience.

As with the operators A(x), type I and II virtual modes can-
not couple in w(x, k), and so we can divide them into w(I)(x, k)
and w(II)(x, k), with

w (x, k) = w(I) (x, k) w(II) (x, k) . (86)

These operators project virtual modes from adjacent sites on
the same link onto a maximally entangled state. This is what
ensures that our state obeys an entanglement area law – the
entanglement between any two subsystems only arises due to
this entanglement on links, and so the total entanglement is
proportional to the number of links between to subsystems,
i.e. to the “area” of the boundary between them.

Accounting for the constraints due to rotation and the U(1)
symmetry, these can be written as

w(I) (x, k) = exp
(
cŴ (k)X(k)

i j

∑
r,µ

br†
iµm (x) br†

jµm (x + êk)
)

w(II) (x, k) = exp
(
ξW̄ (k)X(k)

i j

∑
µ

c†iµm (x) c†jµm (x + êk)
)

× exp
(
ξW̃ (k)X(k)

i j

∑
µ

d†iµm (x) d†jµm (x + êk)
)
,

(87)

and choosing

Ŵ (1) = 1, Ŵ (2) = η2,

W̄ (1) = 1, W̄ (2) = η2,

W̃ (1) = 1, W̃ (2) = η2,

(88)

for fermions, and

Ŵ (1) = Ŵ (2) = 1, (89)

for bosons, guarantees the invariance of w(I)(x, k) and
w(II)(x, k) (and therefore also w(x, k)) under rotations and the
U(1) symmetry. Other choices of W (k,µ) are also possible.
Note that while the c† and d† modes could not couple to them-
selves in A(x), here they do – and must – since the modes
belong to neighboring sites, and therefore pick up opposite
phases upon rotation and under the U(1) transformation. All
of these definitions and settings are from [65], which can be
used, as usual, to generalize the construction to d = 3 and
other spin prescriptions. Choosing rotations other than those
in equation (75), would (in addition to the need, mentioned
above, to absorb the phases in T ) lead to different choices for
W (k,µ).

All of the w operators of different links mutually commute.
Therefore, no ordering of products is required for constructing
the (ungauged) Gaussian fermionic PEPS

|ψ0⟩ = ⟨Ωv|
∏
(x,k)

w† (x, k)
∏

x
A (x)

∣∣∣Ωp

〉
|Ωv⟩ (90)

where |Ωv⟩ is the Fock vacuum of the virtual modes. This is a
product of local physical Gaussian states created by the A (x)
on the physical & virtual Fock vacuum, contracted by virtual
maximally-entangled states on the links created by the w (x, k)
operators.

Taking advantage of the separation of virtual modes into
types I and II, the matter state can be written as

|ψ0⟩ = ψI |ψII⟩ (91)

where

ψI = ⟨ΩI |
∏
x,k

w(I)† (x, k)
∏

x
A(I) (x) |ΩI⟩ (92)

and

|ψII⟩ = ⟨ΩII |
∏
x,k

w(II)† (x, k)
∏

x
A(II) (x)

∣∣∣Ωp

〉
|ΩII⟩ , (93)

where |ΩI⟩ and |ΩII⟩ are the Fock vacua for the type I and
II virtual modes respectively. Because the virtual modes are
traced out, ψI is simply a number, while |ψII⟩ is a state of the
physical fermions.

As a result, we get a state |ψ0⟩ containing the physical de-
grees of freedom alone, with an entanglement entropy area
law – a Gaussian fermionic PEPS [70]. Having followed the
construction of [65], we are guaranteed that this state is rota-
tionally invariant and respects the global U(1) symmetry. It is
also translationally invariant and obeys fermionic statistics.
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a)

b)

FIG. 4. (a) Graphical representation of the global virtual Gauss law,
which relates right and left transformations (θg and θ̃g respectively)
on the physical legs of the tensor network to corresponding transfor-
mations on the virtual legs. (b) Relation between virtual transforma-
tions acting on the left and right legs of the projectors w.

C. Global G Invariance

The PEPS |ψ0⟩ is invariant under single site translations,

ψ†m (x)→ ψ†m (x + êk) ,

a†kµm (x)→ a†kµm (x + êk) .
(94)

In the case of physical fermions, we already know that the
particle-hole transformation corresponds to charge conjuga-
tion. We can therefore give the same interpretation to the vir-
tual fermions, which fits well with the way they participate in
the global U(1) symmetry. Thus for the group transformations
we require that the c† fermions undergo the global U(N) trans-
formations, including the SU(N) ones, with respect to the rep-
resentation conjugate to that of the physical ones, and the d†

fermions under the same representation as the physical ones,
which can be summarized in table I. This will ensure invari-
ance of both A(x) and w(x, k) under a global transformation
parameterized by g ∈ G. We must also specify how the b†

modes, which don’t couple to physical modes transform un-
der a group transformation, but there are no constraints that
arise in that case from coupling to physical matter.

In order to define these transformations, we introduce what
will be their generators, which we call virtual electric fields,

EC
a (x, k) =

∑
µ

c†kµm (x) (Ta)mn ckµn (x) ,

ẼC
a (x, k) =

∑
µ

c†kµm (x)
(
T a

)
mn

ckµn (x) ,
(95)

with no summation over k, and where Ta is defined in sec-

tion II A. We also define EB
a (x, k), ẼB

a (x, k), ED
a (x, k), and

even sublattice odd lattice

ψ†m (x) N (fundamental) N (anti-fundamental)

c†kµm (x) N (anti-fundamental) N (fundamental)

d†kµm (x) N (fundamental) N (anti-fundamental)

TABLE I. Representations under which the physical and type II vir-
tual fermions undergo U(N) transformations, after the particle-hole
transformation, on both sublattices. The b† modes transform accord-
ing to the fundamental representation of their irrep r.

ẼD
a (x, k) in the same way, replacing the modes c† with b† and

d† respectively. They satisfy the right and left group algebras,[
EC

a , E
C
b

]
= i fabcEC

c ,[
ẼC

a , Ẽ
C
b

]
= −i fabcẼC

c , (96)

and similarly for the b† and d† modes. Therefore, they gener-
ate right and left group transformations of these modes, simi-
larly to those defined for the physical fermions.

Next, we define virtual electric fields, which will be con-
verted to physical ones later on in the gauging procedure,

E(I)
a (x, k) = EB

a (x, k) ,

Ẽ(I)
a (x, k) = ẼB

a (x, k) ,
(97)

and

E(II)
a (x, k) = EC

a (x, k) − ẼD
a (x, k) ,

Ẽ(II)
a (x, k) = ẼC

a (x, k) − ED
a (x, k) ,

(98)

and with these, we introduce the finite transformations

θ(J)
g (x, k) = eiϕaE(J)

a (x,k),

θ̃(J)
g (x, k) = eiϕa Ẽ(J)

a (x,k),
(99)

where J ∈ {I, II}. These satisfy

θ(I)
g (x, k) br†

kµm (x) θ(I)†
g (x, k) = br†

kµn (x, k) Dr
nm(g),

θ̃(I)
g (x, k) br†

kµm (x) θ̃(I)†
g (x, k) = Dr

mn(g)br†
kµn (x, k)

θ(II)
g (x, k) c†kµm (x) θ(II)†

g (x, k) = c†kµn (x, k) Dnm(g),

θ̃(II)
g (x, k) c†kµm (x) θ̃(II)†

g (x, k) = Dmn(g)c†kµn (x, k) ,

θ(II)
g (x, k) d†kµm (x) θ(II)†

g (x, k) = d†kµn (x, k) Dnm(g),

θ̃(II)
g (x, k) d†kµm (x) θ̃(II)†

g (x, k) = Dmn(g)d†kµn (x, k)

(100)

(no summation over k). Though this looks dense, it simply de-
tails how the virtual modes are transformed by a global trans-
formation parameterized by group element g.

Note that the operators w (x, k), defined in equation (87),
satisfy the invariance properties, or symmetry conditions,
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θ(J)
g (x, k) w(J) (x, k) θ(J)†

g (x, k) = θ̃(J)
g (x + êk, k + 2) w(J) (x, k) θ̃(J)†

g (x + êk, k + 2) ,

θ̃(J)
g (x, k) w(J) (x, k) θ̃(J)†

g (x, k) = θ(J)
g (x + êk, k + 2) w(J) (x, k) θ(J)†

g (x + êk, k + 2) ,
(101)

for all sites x, directions k ∈ {1, 2}, types J ∈ {I, II}, and g ∈ G (as can be seen in Fig. 4b). The link l = (x, k) is the same as
l = (x + êk, k + 2); recall the order of the links shown in figure 1 (in 3D, this condition is a little more finicky). For the operators
A(x), defined in equation (83), we must be slightly more careful, since only the type II operators contain physical matter. These
obey

θg (x) A(II) (x) θ†g (x) =

 4∏
k=1

θ̃(II)
g (x, k)

 A(II) (x)

 4∏
k=1

θ̃(II)†
g (x, k)

 ,
θ̃g (x) A(II) (x) θ̃†g (x) =

 4∏
k=1

θ(II)
g (x, k)

 A(II) (x)

 4∏
k=1

θ(II)†
g (x, k)

 ,
(102)

while the type I operators obey

A(I) (x) =

 4∏
k=1

θ̃(I)
g (x, k)

 A(I) (x)

 4∏
k=1

θ̃(I)†
g (x, k)

 ,
A(I) (x) =

 4∏
k=1

θ(I)
g (x, k)

 A(I) (x)

 4∏
k=1

θ(I)†
g (x, k)

 ,
(103)

for all sites x and all g ∈ G (as can be seen in Fig. 4a), if the sub-matrix of T corresponding to type I modes is properly chosen
(this equation can also be seen as a requirement for its parameterization).

Note that we have reserved θg(x) for the transformations
on the physical matter, and θ(J)

g (x) for the transformations
on the virtual modes; we therefore do not define θg(x) =
θ(I)

g (x)θ(II)
g (x) (and similarly for θ̃). This is purely a matter

of notation – conceptually, it is entirely possible to define an
operator as the product of those that act on the type I and type
II operators/modes.

As usual with PEPS [16], these are the conditions which
give rise to a global G symmetry. As a result, we deduce that
the global invariance of equation (67) holds. This is shown
graphically in Fig. 5.

D. Flavors and Chemical Potential

In cases with multiple fermionic flavors, the above con-
struction generalizes in a straightforward manner.

First, we consider the case when the masses of all flavors
are the same. In the absence of a chemical potential (or in
the trivial case in which all flavors are subject to the same
chemical potential and the total number of fermions, before
the particle-hole transformation, is fixed), the different fla-
vors are not only decoupled, but also contribute to identical
Hamiltonians with a flavor permutation symmetry. Therefore,
if |ψII⟩ is a single flavor state, we just expect copies of the
same state,

⊗
f |ψ0⟩.

In the case of different masses and/or different chemical po-
tentials, we must write such a PEPS for each flavor,

∣∣∣∣ψ( f )
II

〉
, de-

pending on different parameters, and the state of interest will
be

⊗
f

∣∣∣∣ψ( f )
II

〉
. Such an approach would use new virtual modes

for each flavor; one could instead use the same virtual modes.
In particular scenarios there may be additional simplifica-

tions. Consider, for example, the case of two fermionic fla-
vors, f = 1 and f = 2, with the same mass but different
chemical potentials. Since only the difference in the chemical
potentials matters, we denote it by µ−, and write the chemical
potential term (before the particle hole transformation) as

Hµ =
µ−
2

∑
f ,x

(−1) f−1 ψ†m f (x)ψm f (x) . (104)

Instead of the previous particle-hole transformation, we can
perform one which will be carried out on the odd sublattice
as before for f = 1, but on the even sublattice for f = 2.
Then, the particle-hole transformed chemical potential term
will take the form

Hµ =
µ−
2

∑
f ,x

(−1)x ψ†m f (x)ψm f (x) . (105)

The rest of the Hamiltonian is completely invariant for a single
site translation, but with this choice, we get a state which is
translationally invariant only under translation by two sites.
Yet the two flavors are still decoupled. We can construct the
PEPS |ψ0⟩ for f = 1, which will be a generalization of the case
discussed above, for a two-site translation invariance instead
of a single one, and then the state of the other flavor will be
exactly this state, up to a single site translation. Therefore, for
all practical purposes it is enough to focus on a single flavor,
and only to weaken the translation invariance to one of two
sites due to the staggered chemical potential term.
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FIG. 5. Graphical representation of the global invariance of the PEPS
under the action of a transformation belonging to a generic non-
Abelian group G. The steps follow from the rules shown in Fig. 4.

V. GAUGING THE PEPS

PEPS with a global symmetry can easily be gauged follow-
ing the procedure of [69], which we shall generalize here. To
do so, we use the fact that the invariance conditions of equa-
tion (100) can be re-written as generalized Gauss’ laws, when
phrased in terms of the generators: 4∑

k=1

Ẽ(I)
a (x, k) − Qa (x)

A(I) (x) |ΩI⟩ = 0, 4∑
k=1

E(I)
a (x, k) − Q̃a (x)

A(I) (x) |ΩI⟩ = 0, 4∑
k=1

Ẽ(II)
a (x, k) − Qa (x)

A(II) (x)
∣∣∣Ωp

〉
|ΩII⟩ = 0, 4∑

k=1

E(II)
a (x, k) − Q̃a (x)

A(II) (x)
∣∣∣Ωp

〉
|ΩII⟩ = 0.

(106)

These resemble the physical Gauss laws from equation (39),
which gives the fundamental analogy between PEPS and lat-
tice gauge theories: the symmetry conditions for a globally in-
variant PEPS are merely Gauss laws, where the electric fields
are virtual. In order to obtain a PEPS with a local symme-
try, describing the state of a lattice gauge theory, we can be-
gin with a globally invariant PEPS with the same symmetry
group, introduce the gauge field Hilbert spaces, and promote
the virtual electric fields to physical ones, which lift the global
symmetry to a local one.

To gain some intuition, consider the first line of the virtual
Gauss law from equation (106). If we “replace” the left vir-
tual fields Ẽa by the physical left fields La on the outgoing
links (emanating from the site in the positive directions), and
by the physical left fields (due to the minus signs) −Ra on the
incoming links (emanating from the site in the negative direc-
tions), we will get the physical Gauss law of equation (39).

One might worry, however, that this holds only for the even
sublattice, since equation (39) was written before the particle-
hole transformation. We know that the particle-hole transfor-
mation replaces the charge on the odd sublattice by −Q̃a; ex-
plicitly, the Gauss law now takes the form

Da (x) |Ψ⟩ =

Qa (x) |Ψ⟩ x even
−Q̃a (x) |Ψ⟩ x odd.

(107)

Comparing with the second line of equation (106), we can
extend our intuitive guess to “replace”, on odd sites, the virtual
right fields Ea by the physical ones −La on the outgoing links,
and by Ra on the incoming links.

Before we conclude with a rigorous definition of the gaug-
ing, let us complete the discussion by presenting the particle-
hole transformed lattice gauge theory Hamiltonian, obtained
by performing the transformation of equation (57) on the full
Hamiltonian of equation (43). HE and HB are unchanged,
as they do not contain the physical fermions. Hµ takes the
transformed form of the ungauged case, since it only involves
same-site terms. However, we need to modify the fermionic
part, HF , to

HF = M
∑

x
ψ†m (x)ψm (x)

+
i

2a

(∑
x
ψ†m (x) Vmn (x, 1)ψ†n (x + ê1)

+ i
∑

x
ψ†m (x) Vmn (x, 2)ψ†n (x + ê2) − h.c.

)
,

(108)

where we introduce

Vmn (x, k) =

Umn (x, k) x even
Umn (x, k) x odd,

(109)

for k ∈ {1, 2}. Clearly, the new form of HF is invariant un-
der gauge transformation generated by the new Gauss law of
equation (107). One can also see explicitly that a single site
translation corresponds to charge conjugation even after the
introduction of the gauge field; Vmn (x, k) → Vmn (x + êk, k)
(for k ∈ {1, 2}) corresponds to Umn (x, k) → Umn (x + êk, k),
and the pure gauge parts HE and HB are trivially invariant. Ro-
tation invariance with respect to the rotation defined in equa-
tion (33) is satisfied too.

A. The Gauging Transformation

With this intuitive picture in mind, we would like to build
something more quantitative and rigorous, following the ap-
proach of [49, 53]. First, we introduce on each link a gauge
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a)

EVEN SITES

b)

c)

a)

ODD SITES

b)

c)

FIG. 6. Graphical representation of the relations between physical and virtual local gauge transformation involving both matter and gauge
fields. Left and right panels refer to even and odd sites respectively, which differ by the specific form taken by the gauge transformation when
acting on the physical matter fields. (a) Once gauge fields are introduced, a physical transformation on the matter fields can be expressed in
terms of transformations acting on the virtual and gauge fields. (b) and (c) Relations between transformations acting of the gauge fields (Θg)
and on the matter fields (θg).

field Hilbert space. Note that every link connects two sites,
and hence we would like to perform a so-called gauging trans-
formation U(II)

G only on the outgoing modes. This transfor-
mation will entangle the physical gauge fields with the virtual
ones, in a way that will lift the virtual Gauss laws to physical
ones.

We introduce the gauging transformation as

U
(I)
G br†

kµm (x)U(I)†
G = Vr

mn (x, k) br†
kµn (x) ,

U
(II)
G c†kµm (x)U(II)†

G = Vmn (x, k) c†kµn (x) ,

U
(II)
G d†kµm (x)U(II)†

G = Vmn (x, k) d†kµn (x) ,

(110)

for k ∈ {1, 2}. Note that the gauging is done with respect to the
gauge group G. That is, even if the global state |ψ0⟩ has U(N)
invariance, if G = SU(N), the Umn which we use for gauging
will be an element of the gauge group SU(N), and not U(N).
Note that this gauging procedure holds for other gauge groups
too [49, 53].

The gauging operation acts separately on each link and sep-
arately on all the virtual modes on each link, and thus can be
factorized as a product of local operations,

U
(J)
G =

∏
x,k

U
(J)
G (x, k) (111)

for k ∈ {1, 2} and J ∈ {I, II}. Note that if we use the com-
pleteness relation of the configuration basis of the gauge field
Hilbert space of equation (20), we can express the gauging
operation on a link as

U
(J)
G (x, k) =

∫
dg |g⟩ ⟨g|x,k ⊗U

(J)
g (x, k) , (112)

where

U(J)
g (x, k) =

θ̃(J)
g (x, k) x even
θ(J)†

g (x, k) x odd,
(113)

for k ∈ {1, 2} and J ∈ {I, II}. We can define

UG(x, k) = U(I)
G (x, k)U(II)

G (x, k). (114)

UG (x, k) is merely a controlled, entangling operation: the vir-
tual fermions on the outgoing legs are rotated with respect to
whatever group element state we have in the physical Hilbert
space of the same link.

With this, we define the gauged A(J) operators,

A(J)
G (x) = U(J)

G A(J) (x)U(J)†
G . (115)

The global symmetry conditions of equations (102) and (103)
each change into two sets of local symmetry conditions. For
the type II operators, on even sites x,
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θg (x) A(II)
G (x) θ†g (x) =

 2∏
i=1

θ̃(II)
g (x − êi, i) Θ̃g (x, i)

 A(II)
G (x)

 2∏
i=1

θ̃(II)†
g (x − êi, i) Θ̃†g (x, i)

 ,
Θg (x, k) A(II)

G (x)Θ†g (x, k) = θ̃(II)
g (x, k) A(II)

G (x) θ̃(II)†
g (x, k) ,

(116)

for k ∈ {1, 2} and any g ∈ G (as can be seen in figure 6 on the left panel). On odd sites x,

θ̃†g (x) A(II)
G (x) θ̃g (x) =

 2∏
i=1

θ(II)†
g (x − êi, i) Θ̃g (x, i)

 A(II)
G (x)

 2∏
i=1

θ(II)
g (x − êi, i) Θ̃†g (x, i)

 ,
Θg (x, k) A(II)

G (x)Θ†g (x, k) = θ(II)†
g (x, k) A(II)

G (x) θ(II)
g (x, k) ,

(117)

for k ∈ {1, 2} and any g ∈ G (as can be seen in figure 6 on the right panel).
For the type I operators, we have the same relations, but without the operators on the physical matter,

A(I)
G (x) =

 2∏
i=1

θ̃(I)
g (x − êi, i) Θ̃g (x, i)

 A(I)
G (x)

 2∏
i=1

θ̃(I)†
g (x − êi, i) Θ̃†g (x, i)

 ,
Θg (x, k) A(I)

G (x)Θ†g (x, k) = θ̃(I)
g (x, k) A(I)

G (x) θ̃(I)†
g (x, k) ,

(118)

for k ∈ {1, 2} and any g ∈ G (as can be seen in figure 6 on the left panel). On odd sites x,

A(I)
G (x) =

 2∏
i=1

θ(I)†
g (x − êi, i) Θ̃g (x, i)

 A(I)
G (x)

 2∏
i=1

θ(I)
g (x − êi, i) Θ̃†g (x, i)

 ,
Θg (x, k) A(I)

G (x)Θ†g (x, k) = θ(I)†
g (x, k) A(I)

G (x) θ(I)
g (x, k) ,

(119)

for k ∈ {1, 2} and any g ∈ G (as can be seen in figure 6 on the right panel).

The gauging operators UG act on the gauge field Hilbert
space. Therefore, to finish the construction, we must consider
the state of the gauge fields. Let |in⟩ be some gauge field state
which is invariant under pure gauge transformations, that is

Da (x) |in⟩ = 0 (120)

for all the generators of the gauge group, and any site x (the
divergence of the electric fields, Da (x), was defined in equa-
tion (39)). Note that we can encode states in static charge
sectors other than that of equation (120) by properly choosing
|in⟩ to be in the appropriate sector. Below we will focus on the
cases where equation (120) is satisfied.

Then, sinceUG |ΩII⟩ = |ΩII⟩, we get that the state

|Ψ⟩ = ⟨ΩII |
∏
x,k

w(II)† (x, k)U(II)
G

∏
x

A(II) (x)
∣∣∣Ωp

〉
|ΩII⟩ |in⟩

(121)

is gauge invariant under G. That is, it satisfies the particle-hole
transformed Gauss law of equation (107).

Since the finite transformation version holds too, it will also
hold for other gauge groups G. A graphical demonstration of
this may be seen in figure 7.

The state |Ψ⟩ is a gauged Gaussian fermionic PEPS if the
initial gauge field state |in⟩ is also a PEPS. In section V B,
we discuss various options for the state |in⟩, and show how it
relates to the amplitudes ψI .

B. Group Element Basis Expansion

Given a gauge field configuration state |G⟩, as defined in
equation (22), we can also introduce the notationU(J)

G [G], as
the product of U(J)

g (x, k) operators for all the group elements
contained in |G⟩. This allows us, using the completeness rela-
tion of the configuration basis of the whole lattice from equa-
tion (44), to express the gauged Gaussian fermionic PEPS in
the configuration basis expansion of equation (46), where

|ψII (G)⟩ = ⟨ΩII |
∏
x,k

w(II)† (x, k)U(II)
G [G]

∏
x

A(II) (x)
∣∣∣Ωp

〉
|ΩII⟩ (122)

is indeed a Gaussian fermionic PEPS, allowing for efficient computations as desired.
If we have several flavors, f ∈ {1, ..., F}, we can take the state to be

|ψII (G)⟩ =
F⊗

f=1

∣∣∣∣ψ( f )
II (G)

〉
, (123)
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FIG. 7. Graphical demonstration of the local invariance of the PEPS under a gauge transformation on even (upper panel) and odd (lower panel)
sites. The steps follow from the rules shown in figures 6 and 4.

where for each flavor we construct a Gaussian PEPS separately,∣∣∣∣ψ( f )
II (G)

〉
=

〈
Ω

( f )
II

∣∣∣∣∏
x,k

w( f ,II)†
k (x)U( f ,II)

G [G]
∏

x
A( f ,II) (x)

∣∣∣∣Ω( f )
p

〉 ∣∣∣∣Ω( f )
II

〉
(124)

where all the ingredients but the gauge field are defined for
each flavor separately. With this approach, the only relation
between the different flavors is the coupling to the same gauge
field. As noted above, it is also possible to “reuse” the type II
virtual modes for additional flavors; if one wishes, one can en-
force a permutation symmetry by imposing such a symmetry
on T and W.

Comparing equations (46) and (121), we see that |in⟩ =∫
ψI(G) |G⟩, or equivalently,

ψI (G) = ⟨G|in⟩ . (125)

There are several options available for the |in⟩ states.
Before showing how this fits in to the PEPS construction

above, we can first consider the trivial option for |in⟩,

|in⟩ =
⊗

x,k=1,2

|000⟩ ≡ |0⟩ (126)

where |000⟩ is the singlet ( j = 0) state, invariant under all
group transformations Θg and Θ̃g (i.e. the zero electric field
state).

In this case, using the basis change formula of equa-
tion (29), we get that ψI (G) is a constant, and since the state is
not normalized in any case, we can set it to 1. This is the op-
tion chosen in Refs. [51–53], and it involves no computational
challenge at all.

Alternatively, since the only requirement for the |Ψ⟩ of
equation (121) to be a gauge invariant state is that |in⟩ be pure-
gauge invariant, we can construct such a state in any way we
wish. In our case, it makes sense to construct it as a PEPS, as
this gives the desired entanglement properties and the ease of
symmetry encoding. This guarantees that the whole state |Ψ⟩
is a PEPS. If we further make it a gauged Gaussian PEPS, we
can use a lot of the machinery introduced above, as already
explained, and can perform calculations with it efficiently us-
ing the Gaussian formalism. This explains the introduction of
the type I modes in section IV B - they can be used to define
the state |in⟩. That is,

ψI (G) = ⟨ΩI |
∏
x,k

w(I)† (x, k)U(I)
G [G]

∏
x

A(I) (x)
∣∣∣Ω(l)

I

〉
, (127)
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and plugging this in to equation (121), we have

|Ψ⟩ = ψI(G) |0⟩ |ψII(G)⟩ , (128)

where we have chosen |0⟩ as the state on which to build ψI(G).

C. The Full Ansatz

We can write the final state in a variety of equivalent ways.
We have already done so at various levels of detail, as can be
seen from equations (121) and (128). Here, we present one
final unified way of writing the state, and then expand it in a
slightly new way that is particularly convenient for improving
the efficiency of computations, which we discuss more in the
next section.

Rewriting equation (128) we have

|Ψ⟩ = ⟨Ωv|
∏
x,k

w† (x, k)UG

∏
x

A (x) |Ωv⟩
∣∣∣Ωp

〉
|0⟩ (129)

where the Fock vacuum |Ωv⟩ and all the operators include all
physical and virtual modes.

As has been discussed, we can divide |Ψ⟩ into two, cor-
responding to a state of the matter |ψII(G⟩ and an amplitude
ψI(G). Further, when considering multiple fermionic flavors,
|ψII(G)⟩ can be written as a product of PEPS as was shown in
equation (123). These are both examples of a more general
principle. So long as

1. the full T matrix as seen in equation (81), which enters
into the full A(x) of equation (82), is block diagonal
(this may be easier to see if the modes are reordered);

2. the projectors w(x, k) do not mix the different blocks;

we can write the full ansatz a product of separate PEPS. We
refer to each PEPS as a layer; of course, each layer can only
contain virtual modes of either type I or type II, but not both.
The division into layers forms a partition of all the modes
{Ψ
†
α}.
|ψII(G)⟩ has already been given this form in equation (123).
We can also introduce separate layers of type I modes –

that is, sets of copies which are uncoupled by the A(I) oper-
ators, similarly to the flavors in the type II case. There, this
had a physical meaning, but here it may be introduced as a nu-
merical trick, or, for example, to separate between the type I
fermions and the bosons which cannot be directly coupled. In
such a case, if we have several layers labeled by l ∈ {1, ..., L},
we can express

ψI (G) =
L∏

l=1

ψ(l)
I (G) . (130)

where

ψ(l)
I (G) =

〈
Ω

(l)
I

∣∣∣∏
x,k

w(l,I)† (x, k)U(l,I)
G [G]

∏
x

A(l,I) (x)
∣∣∣Ω(l)

I

〉
(131)

and the only relation between the different layers is that they
are coupled to the same gauge field. This was successfully
used for the study of pure gauge Z2 in [57].

When pure gauge theories are considered, we do not need
the type II modes at all. On the other hand, we could build
an equivalent state, as done in previous works [51, 52] by set-
ting the coupling of type II fermions with physical fermions
to zero, and choosing the trivial state |in⟩. In such a case, the
distinction between types I and II almost disappears. It never-
theless remains important, primarily because type II fermions
carry many more charges, since they couple to the physical
fermions, which impose some spin, doubling, and color re-
strictions.

To finish this section, note that each copy of type II modes
(c† or d†) has dim( j) colors (values over which m ranges).
Each copy of the b† modes may, as discussed, have a differ-
ent representation r, and so has dim(r) colors. If we denote
the number of type I copies by Nb and the number of type
II copies by Nc,d, then the total number of virtual modes is
2d[Nb dim(r) + Nc,d dim( j)] per site, since each site is con-
nected to 2d links.

VI. THE ALGORITHM

As explained in section III, we are interested in computing
observables with respect to our gauged Gaussian PEPS |Ψ⟩
using Monte-Carlo sampling of the gauge fields in the config-
uration (group element) basis. Furthermore, we can use this
as a building block for a variational Monte-Carlo ground state
search, by minimizing the expectation value of the Hamil-
tonian with respect to the parameters on which |Ψ⟩ depends
(while there are many choices available in constructing the
ansatz, the only variational parameters are those in T ). In
this section we elaborate on the computation of the expecta-
tion value of an observable, given some fixed choice of the
parameters, using the Monte-Carlo method.

To do this, we first expand our state in the configuration
basis. We assume that we have F physical flavors and L layers
of type I modes. Then, the ansatz state will take the form

|Ψ⟩ =

∫
DG |G⟩

L∏
l=1

ψ(l)
I (G)

F⊗
f=1

∣∣∣∣ψ( f )
II (G)

〉
. (132)

In the next two subsections, we discuss how this state can
be used in numerical calculations.

A. Evaluation of the Integrands

The expectation value of any gauge invariant observable
can be written

⟨O⟩ =

∫
DG FO (G) p (G) . (133)

We begin by discussing the evaluation of the integrands; the
evaluation of the integral over gauge field configurations is
discussed in the next subsection.
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The function FO(G) can be calculated from the covariance
matrices of the state and its components. In practice, the divi-
sion of the state into layers, whether of type I or type II, which
are all of the form of equations (124) or (131), allows the cal-
culation of FO(G) through separate calculations for each layer.
The results can then be combined to give the expectation value
of the full state. This requires one to have an explicit expres-
sion for FO(G) in terms of the covariance matrix elements,
which will determine how to combine the results from the var-
ious layers.

Separating the calculation across different layers provides
a significant computational benefit. Since we use covariance
matrices in all calculations, the size of those matrices is, in
practice, a major factor in the time required for calculations
(though the scaling remains polynomial). The separation into
layers means that the covariance matrices can be calculated

for each layer separately, and never need to be combined – the
size of the covariance matrices is determined for each layer by
the number of modes (physical and virtual) in that layer.

For example, consider the mesonic operator defined in
equation (51), which can be calculated using elements of the
covariance matrix of the type II fermions. Note that both equa-
tions need to undergo the appropriate particle-hole transfor-
mation of equation (57), depending on the sublattices of the
meson’s beginning, x, and end, y. For example, if x is on the
even sublattice and y on the odd one, the mesonic operator of
equation (51) takes the form

M f (x,C, y) = ψ†m f (x)

∏
ℓ∈C

U (ℓ)


mn

ψ†n f (y) , (134)

and its expectation value is given by

⟨M f (x,C, y)⟩ =
∫
DG

∏
ℓ∈C

D (ℓ)


mn

⟨ψ (G)|ψ†m f (x)ψ†n f (y) |ψ(G)⟩

⟨ψ(G)|ψ(G)⟩
p (G) . (135)

Taking advantage of the fact that the fermionic operators do not act on ψI(G), it can be seen from the flavor decomposition of
equation (132) that

⟨ψ (G)|ψ†m f (x)ψ†n f (y) |ψ (G)⟩

⟨ψ (G)|ψ (G)⟩
=

〈
ψ

( f )
II (G)

∣∣∣∣ψ†m f (x)ψ†n f (y)
∣∣∣∣ψ( f )

II (G)
〉

〈
ψ

( f )
II (G)

∣∣∣∣ψ( f )
II (G)

〉 , (136)

which will depend only on the covariance matrix of
∣∣∣∣ψ( f )

II (G)
〉
.

Other operators will in general have contributions from mul-
tiple layers (for example, gradients depend on the norm of the
state, which depends on all layers).

For operators depending on the electric fields, which are not
diagonal in the group element basis, such as those contained
in HE, we need to compute using the formula of equation (55),
which does not change under the particle hole transformation.
They depend on overlaps of Gaussian states and wave func-
tions which can also be factorized by layer (including flavor),
using the decomposition of equation (132). For each layer, it
is possible to use a trick introduced and demonstrated in [57],
in which some virtual modes (whether type I or type II), on the
particular link where the evaluation takes place, are treated as
“physical” and the required information can be extracted effi-
ciently from their covariance matrix (this allows one to avoid
the numerical bottlenecks imposed by Pfaffians encountered
in [54]).

As explained in section III, and as can be seen in equa-
tion (133), the probability density p (G) defined in equa-
tion (50) is a crucial component of any Monte Carlo calcu-
lation. The better quantity to compute for the Monte-Carlo
sampling, as explained before, is the unnormalized probabil-
ity (as shown in equation (138) below, the full probability is
not necessary), p0 (G), defined in the same equation. Using

the expansion of equation (132), we can write it as

p0 (G) =
L∏

l=1

∣∣∣ψ(l)
I (G)

∣∣∣2 F∏
f=1

〈
ψ

( f )
II (G)

∣∣∣∣ψ( f )
II (G)

〉
. (137)

For any number of layers and flavors, the unnormalized prob-
ability is a product of squared norms of Gaussian states, which
can be computed separately and independently, reducing the
size of matrices we have to deal with.

We leave the explicit form of FO(G) for any given operator
O to other work. An example for the Z2 electric operator can
be seen in [57]. In appendix A we elaborate on the calculation
of the covariance matrices, and show how the norm – which
gives p(G) – can be calculated.

B. Evaluation of the Integrals

1. The Monte-Carlo Procedure

To calculate the full expectation value of an observable, we
must integrate the integrands over all the gauge field config-
urations. In practice, for all but the simplest systems, this re-
quires Monte Carlo evaluation. We follow the prescription for
Markov Chain Monte Carlo (MCMC) [8, 9, 71]. This section
provides no new information to one who is familiar with such
methods.



22

In accordance with the MCMC proecure we start with a
warmup phase: pick a random gauge configuration G, build
the covariance matrices, and evaluate the probability p0(G).
Repeatedly pick a new G′ by choosing a random fixed num-
ber of links and updating the gauge fields to a randomly cho-
sen value on each, and accepting or rejecting the update with
probability

min
(

p(G′)
p(G)

, 1
)
= min

(
p0(G′)
p0(G)

, 1
)
. (138)

When convergence to p(G) is reached, move to the next step,
the measurement of observables. In the measurement phase,
continually update the gauge field configuration as above, but
each time an update is accepted or rejected, compute the value
of any observables (including the combinations from all lay-
ers), and store the result together with the probability. Note
that if the proposed G′ is not accepted, we resample G, and
include its measurement contribution an additional time.

In both of these phases, for each accepted configuration G,
we calculate the value of the observable (or just the proba-
bility during warmup) for the the state given that configura-
tion. Thus, for each new gauge field configuration, we need
to reconstruct those covariance matrices which depend on the
gauge field configuration (see appendix A for details). Upon
sampling a new gauge field configuration, it is not necessary to
reevaluate the covariance matrices from scratch; local updates
can be applied based on the links whose gauge values were
changed, which provides significant efficiency gains. More
details are given in appendix B.

Finally, calculate expectation values: after sufficient many
samples are collected (as determined, e.g., by the expected
error), compute the expectation value by taking an average of
the calculated values weighted by the probabilities.

One application of this procedure is finding the ground state
of a system of interest through variational Monte Carlo, as
done in [54, 57]. To do so, one must start with a guess for all
the state parameters (a random guess is often the best one can
do), and evaluate the gradients of the Hamiltonian using the
Monte Carlo procedure just described. After the evaluation of
the gradients, the parameters can be updated in the direction
that minimizes the energy; the full variational search contin-
ues with repeated gradient evaluations and updates until some
convergence condition is reached.

The state as a whole, as well as each layer, is composed
out of three types of operators: w,UG, and A. While there
are some choices (discussed above) that go into the construc-
tion of w, these determine the form of the ansatz, and w does
not contain variational parameters. UG is determined by the
gauge group and the number and types of virtual modes, and
also does not contain any variational freedom. Thus, all the
variational parameters are left in A; in particular, in T . To find
the ground state, one therefore performs gradient descent, or
a similar algorithm, on these parameters, where at each step
one uses the Monte Carlo procedure to evaluate gradients.

2. Gauge Fixing

Since the ansatz state |Ψ⟩ is gauge invariant, we can use
gauge fixing in order to reduce the number of gauge field con-
figuration samples required.

All observables O of interest are gauge invariant. We com-
pute their expectation values using integrals over all the gauge
field configurations, through equation (133). The integrands
of all these integrals are pure-gauge invariant, as we now dis-
cuss.

We begin with the probability density, p (G). To prove its
gauge invariance, it is enough to prove the gauge invariance
of the unnormalized version. It is defined as the norm of some
state of matter experiencing a gauge field configuration G,

p0 (G) = ⟨ψ (G)|ψ (G)⟩ . (139)

If G′ is equivalent, through some pure-gauge transformation,
to G, there exists some unitary transformation Û acting lo-
cally on the matter, such that

Û |ψ (G)⟩ =
∣∣∣ψ (
G′

)〉
, (140)

(this is the unitary which completes the pure-gauge transfor-
mation to a full gauge transformation). Since unitary transfor-
mations preserve the norms, we deduce that

p0
(
G′

)
=

〈
ψ

(
G′

)∣∣∣ψ (
G′

)〉
= ⟨ψ (G)| Û†Û |ψ (G)⟩ = p0 (G) .

(141)
If the gauge field operator O depends on the gauge field

alone, such as in the cases of a flux loop or a function of the
electric fields, the corresponding function FO (G) will be pure-
gauge invariant, since it is a gauge invariant function of the
gauge field configurations alone.

If we are interested in computing the expectation values of
a mesonic operator, after the particle-hole transformation, we
must compute an integral like that of equation (135). The
corresponding FO (G) will be gauge invariant too; the change
to [

∏
D (ℓ)]mn by transforming G to G′ will be compensated

by the matter transformations Û which will transform the
fermionic operators; in other words, the transformations of
the string and the covariance matrix cancel each other.

Therefore, unsurprisingly, for all gauge invariant operators,

FO
(
G′

)
= FO (G) , (142)

and the integrands are gauge invariant. Hence, for any G′

which is equivalent, through some gauge transformation, to
G, we have

⟨O⟩ =

∫
DG FO

(
G′

)
p
(
G′

)
(143)

which does not require changing the integration variable toG′.
In particular, let T be some maximal tree (an open path

without closed loops with a maximal number of links) on our
lattice. For anyG, we can find a gauge equivalentG′ for which
all the links on the maximal tree will be fixed to the identity
of the group, which makes the integration over these links re-
dundant. We deduce that one does not need to integrate over
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these links; and, since we set them to the group identity, they
do not have any effect through gauging (i.e. we can simply
not gauge the links on T when computing the norms and the
covariance matrices).

This will significantly reduce the number of gauge field
configurations over which one needs to integrate. Consider,
for example, d = 2 with open boundary conditions; a maxi-
mal tree could be, for example, all the horizontal links, and the
vertical ones along one column. For periodic boundary con-
ditions, a maximal tree could include all the horizontal links
but one on each row, and all the vertical links but one on one
particular column. In both cases, roughly half of the links be-
longs to the maximal tree, reducing the number of samples we
need to take.

Note that this holds for any gauge invariant state which can
be expanded in the configuration basis; it is entirely unrelated
to the efficiency of calculating the integrands. The efficiency
of computing the integrands is achieved by using the gauged
Gaussian PEPS discussed here. The simplifying result due to
gauge fixing is due only to gauge invariance.

VII. SUMMARY AND CONCLUSIONS

In this paper, we presented a unified framework for con-
structing a gauged Gaussian PEPS ansatz useful for studying
lattice gauge theory. The ansatz satisfies a built-in entangle-
ment area law, and allows for the efficient computation of ex-
pectation values of observables using covariance matrices.

We improved on the versions of the ansatz introduced in
previous work and generalized it, including its applicability to
higher dimensions, various types of virtual degrees of free-
dom, multiple flavors of physical matter and chemical po-

tentials, and a general construction prescription for arbitrary
gauge groups. We also included some details on the numeri-
cal implementation of the algorithm that allow for more effi-
cient calculations. Of particular interest is the division of the
ansatz into layers and flavors, which allows the calculation of
observables relative to each layer separately, with the interme-
diate results then easily combined to give the full expectation
value, as well as the possibility of gauge fixing to significantly
reduce the space of gauge configurations that must be consid-
ered.. These allows for a significant reduction in computa-
tional load.

In previous works [54, 57], the ansatz described here was
used to find the ground state of a pure gauge Z3 and Z2 lattice
gauge theories. In future work we plan to demonstrate simi-
lar results when including physical matter, including a system
known to suffer from the sign problem. Ultimately, this ansatz
can be applied to the study of non-Abelian lattice gauge theo-
ries and the difficult but fascinating phenomena they exhibit.
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dependent density-matrix renormalization-group using adaptive
effective Hilbert spaces, Journal of Statistical Mechanics: The-
ory and Experiment 2004, P04005 (2004).

[19] M. Zwolak and G. Vidal, Mixed-State Dynamics in One-
Dimensional Quantum Lattice Systems: A Time-Dependent
Superoperator Renormalization Algorithm, Physical Review
Letters 93, 207205 (2004).

[20] F. Verstraete, J. J. Garcı́a-Ripoll, and J. I. Cirac, Matrix Product
Density Operators: Simulation of Finite-Temperature and Dis-
sipative Systems, Physical Review Letters 93, 207204 (2004).
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[23] R. Orús, A practical introduction to tensor networks: Matrix
product states and projected entangled pair states, Annals of
Physics 349, 117 (2014).

[24] N. Schuch, M. M. Wolf, F. Verstraete, and J. I. Cirac, Computa-
tional Complexity of Projected Entangled Pair States, Physical
Review Letters 98, 140506 (2007), arxiv:quant-ph/0611050.
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Appendix A: The Gaussian Formalism and Our Ansatz

In this appendix we shall briefly review some of the basics
of the fermionic Gaussian formalism [50]. We leave the de-
tails for bosons to future work.

Let {a†l }
N
l=1 be a set of fermionic creation operators, from

which, together with the corresponding annihilation operators
{al}

N
i=1, we can construct a set of 2N Majorana modes,

γ(1)
l = al + a†l , γ(2)

l = i
(
ai − a†l

)
, (A1)

which are all hermitian and square to the identity. If we relabel
the Majorana modes with a new index a ∈ {1, ..., 2N}, we can
write the Clifford algebra

{γa, γb} = 2δab, (A2)

i.e. they anti-commute with an extra factor of 2 compared to
the modes a†l .

For any pure fermionic Gaussian state, |Φ⟩, we can define
the covariance matrix

Γαβ =
i
2

⟨Φ|
[
γα, γβ

]
|Φ⟩

⟨Φ|Φ⟩

= ⟨
[
γα, γβ

]
⟩Φ.

(A3)

The generalization for a mixed state follows immediately.
This matrix contains all the physical information stored in the
Gaussian state |Φ⟩.

By definition, every covariance matrix is anti-symmetric,

Γba = −Γab. (A4)

For pure states,

Γ2 = −1. (A5)

Recall the BCS form of equation (56),

exp
(
Mmna†ma†n

)
|Ω⟩ . (A6)

Any pure fermionic Gaussian state state can be written in this
form. A closed formula for the covariance matrix, in terms of
the matrix coupling the creation operators in the exponential
(e.g. the T tensor in the A operators in the main text, and M
here) may be found in an appendix of [57], and is given by

ΓD = i
(

−MM− 1
2 M−(1 + MM̄)

− 1
2 M−(1 + MM̄) MM−

)
(A7)

where M̄ is the complex conjugate of M and M− = (1 −
MM−)−1. The D superscript serves to emphasize that this re-
sult is stated in terms of Dirac modes {a†l }

N
l=1. It can be con-

verted to the covariance matrix of equation (A3) through the
relations in equation (A1), as discussed more below.

With this background, we show how to construct the co-
variance matrices of our ansatz |Ψ⟩, and its parts. Our state is
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composed out of several layers, all of the same form, given in
equations (123) and (131), as

⟨Ωv|
∏
x,k

w†(x, k)UG[G]
∏

x
A(x) |Ω⟩ . (A8)

As discussed above, this is either a number (for layers with no
physical modes) or a state (for layers with physical modes).
In what follows, all quantities should be indexed to the appro-
priate layer, but we leave this out to avoid clutter (though we
use the subscripts I and II to differentiate layers with/without
physical matter when necessary).

We start by defining the state

|A⟩ =
∏

x
A(x) |Ω⟩ (A9)

and denote its density matrix by

ρA = |A⟩ ⟨A| . (A10)

The state |A⟩ is a Gaussian product state, that is, a product
of Gaussian states defined separately at each site x. Transla-
tion invariance implies that all of these local states will have
the same covariance matrix, M0, and therefore the covariance
matrix of |A⟩ is

M =
⊕

x
M0, (A11)

a direct sum of identical local covariance matrices. We can re-
order the modes of |A⟩ such that those corresponding to phys-
ical fermions (if there are any) appear first, and write its co-
variance matrix in the form:

M =
(

MA MB
−MT

B MD

)
, (A12)

where MA is the block of correlations between physical
fermions, MD between virtual ones and MB between physi-
cal and virtual. For layers with no physical modes, we simply
have that M = MD.

We also define the state

|B⟩ =
∏
x,k

w(x, k) |Ω⟩ , (A13)

and its density matrix as

ρB = |B⟩ ⟨B| . (A14)

The covariance matrix of this state, containing only virtual
modes, is denoted by Γin, and can be computed by hand once,
since it does not depend on the parameters of the state con-
tained in T .

Next we define the gauged link states,

ρB(G) = U†G [G] ρBUG [G] , (A15)

and denote its covariance matrix by Γin (G). We show how to
calculate this covariance matrix below.

We first consider the norm for layers without physical mat-
ter, for which the expression (A8) is simply a number, ψI .
Note that in the main text we us ψI to refer to the product of
all layers without matter; here we are considering just one.
Using equation (127), we can express it as

|ψI (G)|2 = Tr
[
U

I†
G [G] ρB

IU
I
G [G] ρA

I

]
≡ Tr

[
ρB

I (G) ρA
I

]
,

(A16)
which is simply the overlap of two Gaussian density matrices.
This can be expressed by a closed formula in terms of their
covariance matrices [50, 53], as

|ψI (G)|2 =

√
det

(1 − Γin (G) MD

2

)
, (A17)

where Γin(G) and MD are of course the ones corresponding to
this layer.

Now we consider layers with matter, and denote the state
for one such layer as |ψII (G)⟩, denote its density matrix by
ρout (G), and its covariance matrix by Γout (G). This density
matrix can be expressed as

ρout (G) = Trv

[
ρB

II (G) ρA
II

]
, (A18)

where Trv refers to a partial trace over the virtual modes. Us-
ing Gaussian mapping techniques [50, 70], we can write the
covariance matrix of |ψII (G)⟩ as

Γout (G) = MA + MB (MD − Γin (G))−1 MT
B . (A19)

This covariance matrix is useful, for example, for computing
mesonic expectation values.

Finally, to obtain the squared norm of |ψII (G)⟩, we can use
again the overlap formula, by taking a full trace, resulting in

⟨ψII (G)|ψII (G)⟩ = Tr
[
ρB

II (G) ρA
II

]
= Tr

[(
ρB

II (G) ⊗ 1physical

)
ρA

II

]
∝

√
det

(1 − Γin (G) MD

2

) , (A20)

where we have embedded ρB
II (G) in the full Hilbert space with

the identity matrix for the physical modes. The correspond-
ing density matrix will be a direct sum of a zero block (for
the physical modes) and Γin (G). It is therefore unsurprising
that the previous result holds, and equations (A16) and (A20)
match.

It remains to be shown how to calculate Γin(G) when given
Γin and G. To do so, we introduce the vector C, which con-
tains, in order, all of the virtual annihilation operators, fol-
lowed by all the virtual creation operators. Note that when we
gauge, following equation (110), we get that

U
†

G [G] CiUG [G] = V (G)i j C j, (A21)

whereV (G)i j is a unitary matrix, obtained as a direct sum of
the transformations on each link separately; only the outgoing
links are gauged following the gauging rules from above. The
modes on the incoming links, as well as to those correspond-
ing to outgoing links on the maximal tree T if gauge fixing
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is employed (see section VI B 2), are untransformed by the
gauging, and the corresponding blocks of V (G)i j are simply
identities.

It is convenient to work with Majorana modes, so we define
the matrix S as that transfers Ci to the corresponding Majo-
rana modes γα, as

γα = S α,iCi. (A22)

where

S =
(
1 1

i1 −i1

)
. (A23)

Note that S −1 = 1
2 S †.

Therefore, the gauging rule for Majorana modes is given by

U
†

G [G] γαUG [G] = S α,iV (G)i j C j

=
1
2

S α,lV (G)i j S †jβγβ

≡ O (G)αβ γβ,

(A24)

where O (G) is a block diagonal orthogonal matrix, with iden-
tity blocks corresponding to the modes of ungauged legs.
Therefore,

Γin (G)αβ = O (G)ΓinOT (G) . (A25)

Using these norms and covariance matrices, one can cal-
culate the expectation value of any observable of interest, as
discussed in section VI. As described there, the norms and
covariance matrices must be calculated at each Monte Carlo
step, for each G. However, ρA does not depend on G. There-
fore in each Monte-Carlo step, only Γin (G), corresponding to
ρB, must be evaluated, and this can be made more efficient
using local updates, as detailed in appendix B.

Appendix B: Monte Carlo with Local Updates

The computation of observables with the GGPEPS ansatz
relies on the sampling of gauge configurations. In Monte
Carlo, there are generally two options to sample new config-
urations. The update can either be local or global [72]. In a
local update, a fixed number of gauge fields are updated. With
increasing system-size, the relative fraction of gauge fields de-
creases. This is different for global updates [72, 73]. There,
the number of changed gauge fields scales with the system
size.

In general, global updates are more computationally de-
manding per update step but lead to a better ergodicity and a
faster convergence. However, finding a global update scheme
for a given system demands fine-tuned updates. In this work,
we use local updates changing the gauge field configuration
underlying the covariance matrix Γin(G) locally.

The local updates enable a speed-up in the computation of
the weight (unnormalized probability) for the next configura-
tion and the observables. These optimizations use the Wood-
bury matrix identity [74] and the determinant lemma [75].
During the Monte Carlo sampling procedure new gauge field
configurations are accepted or rejected depending on their
weight, computed as the norm of the the state |ψ(G)⟩. This
weight takes the form of a matrix determinant, as seen in equa-
tions (A17) and (A20).

The matrix determinant lemma helps to compute the deter-
minant of a matrix after a local change. The determinant of a
matrix M with a local change C is computed as

det
(
M + UCVT

)
= det

(
C−1 + VT M−1U

)
det(C) det(M),

(B1)
where U and V are meant to position the update C with respect
to the larger matrix M. Both U and V are either 0 or blocks of
the identity matrix. In the case of GGPEPS, M = (D−1 − Γin),
and C is the local change of the block-diagonal matrix Γin.
The matrices U and V position the change at the block cor-
responding to the changed gauge field. However, to com-
pute the determinant, we need to know the inverse of M, i.e.
(D−1 − Γin)−1 in the case of GGPEPS.

Conveniently, the Woodbury formula can update the inverse
of a matrix M after a local change C given the determinant
before the change

(M+UCV)−1 = M−1+M−1U(C−1+V M−1U)−1V M−1. (B2)

If we write the dependence on the Monte Carlo integration
variable G explicitly, we see that only Γin depends on the
gauge configuration G: (D−1 − Γin(G)). For a local Monte
Carlo update, the size of the updated submatrix is C is con-
stant. Thus, we can apply the Woodbury formula, which pro-
vides an efficient update algorithm for the inverse of a matrix
which is only slightly altered. The drawback is only that the
inverse matrix has to be stored in order to perform the next
update.

At each step of the Monte Carlo algorithm, the inverse is
updated according to the determinant of the previous step.
Then, the determinant is updated using the inverse including
the new gauge configuration. In total, we can update the deter-
minant for the norm, the inverse (D−1 − Γin)−1 and the inverse
for (D− Γin)−1 used for the computation of Γout. This tracking
of determinants and inverses enables updates in O(N2) instead
of O(N3). Determinants and inverses are only computed from
scratch once, for the first gauge field configuration.

A central disadvantage of local update is the high auto-
correlation between successive update steps, leading to larger
errors in the Monte Carlo estimators. By changing only a
single gauge field, a large portion of the system remains un-
changed. Given the tracking of determinants and matrix inver-
sions, updates are usually much faster to compute than certain
observables. Thus, by updating multiple times between mea-
surement steps, the statistical error on observables can be re-
duced since the auto-correlation between successive measure-
ments decreases.
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