
ar
X

iv
:2

40
4.

13
20

1v
1 

 [
m

at
h.

A
G

] 
 1

9 
A

pr
 2

02
4

QUADRATIC PSEUDOSTABLE HODGE INTEGRALS AND

MUMFORD’S RELATIONS

RENZO CAVALIERI AND MATTHEW M. WILLIAMS

Abstract. This paper studies the relationship between quadratic Hodge classes on mod-

uli spaces of pseudostable and stable curves given by the contraction morphism T . While

Mumford relations do not hold in the pseudostable case, we show that one can express the

(pullback via T of the) Chern classes of E ⊕ E∨ solely in terms of descendants and strata

classes. We organize the combinatorial structure of the pullback of products of two pseu-

dostable λ classes and obtain an explicit comparison of arbitrary pseudostable and stable

quadratic Hodge integrals.

1. Introduction

1.1. Statement of results. We study the tautological intersection theory of moduli spaces

of pseudostable curves. We focus in particular on quadratic Hodge integrals, i.e., intersection

numbers consisting of two lambda classes plus an arbitrary number of psi classes (descendant

insertions). Our results show a remarkably elegant combinatorial relationship between pseu-

dostable quadratic Hodge integrals and their stable counterparts. We briefly introduce the

notation necessary to state the results here, and defer to Section 2 for a more comprehensive

presentation of the background.

We denote by T the contraction morphism

T : Mg,n → M
ps

g,n,(1.1)

and by Gk the gluing morphism

Gk : Mg−k,n+k ×M
×k

1,1 → Mg,n(1.2)

whose image is the stratum parameterizing curves with k elliptic tails. Finally, we introduce

the psi classes at half-edges

(1.3) ψ⋆i := Gk∗p
∗
0(ψn+i) and ψ•i := Gk∗p

∗
i (ψ1),

where pi is projection onto the i-th factor of the domain of Gk.

Our first result is the pseudostable version of Mumford’s relation, which expresses the

total Chern class of E⊕ E∨ in terms of boundary and descendant classes.

Theorem 3.1. For all pseudostable indices (g, n), we have

T ∗ ((1 + λ1 + · · ·+ λg)(1− λ1 + · · ·+ (−1)gλg)) =

g
∑

i=0

1

i!
Gi∗

(

i
∏

j=1

(ψ⋆j − ψ•j )

)

.
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By looking at various homogeneous terms in the expression above, Theorem 3.1 gives sev-

eral relations between quadratic polynomials in lambda classes and strata classes decorated

solely by descendants (ψ classes). The combinatorics for the pull-back of arbitrary quadratic

pseudostable Hodge cycles can be organized in a similar fashion. While the cycle theoretic

expressions remain rather complicated, one obtains a significant amount of simplification

when multiplying by descendant classes and integrating. This allows for an explicit and

simple comparison result between pseudostable and stable quadratic Hodge integrals.

Theorem 4.2. For all i, j = 0, . . . , g and polynomial F ∈ C[a1, . . . , an],

∫

M
ps

g,n

λiλjF (ψ1, . . . , ψn) =

min{i,j}
∑

k=0

1

24kk!

∫

Mg−k,n+k

λi−kλj−kF (ψ1, . . . , ψn).

Theorem 4.2 exhibits a structural relationship between the set of all stable and pseu-

dostable quadratic Hodge integrals. Such relationship becomes transparent when formulated

in terms of appropriate generating functions, which are related by a multiplicative factor -

a simple exponential in the genus parameter.

Theorem 4.3. Let x, y, z, tm be formal variables. Define

Fps(x, y, z, {tm}) :=

∞
∑

i,j,g,n=0

xiyjzg
∫

M
ps

g,n

λg−iλg−j
∏n

m=1(1− tmψm)
,

and define F(x, y, z, {tm}) similarly for stable Hodge integrals. The two generating functions

are related by:

Fps(x, y, z, {tm}) = ez/24F(x, y, z, {tm}).

1.2. Context and motivation. The moduli space of genus g curves Mg is a fundamen-

tal object in modern algebraic geometry. Riemann’s original insight that one should study

the continuous parameters (which he called moduli) governing the deformations of Riemann

surfaces has given rise to rich developments in geometry, as well as to several fruitful con-

nections to other fields of mathematics and science, including combinatorics, representation

theory, integrable systems and string theory.

A milestone in the study of intersection theory of moduli spaces of curves is Deligne

and Mumford’s introduction of the notion of stable curves [DM69], which gives rise to a

smooth and modular compactification Mg,n ⊂ Mg,n, with a normal crossing boundary

parameterizing curves with nodal singularities.

The notion of tautological classes ([AC96, Mor87, Mum83]), i.e., Chow (or cohomology)

classes defined via the instrinsic geometry of the objects parameterizes, identified a rich,

and yet accessible slice of the intersection ring of Mg,n. A set of additive generators for the

tautological ring, indexed by decorated graphs is introduced in [GP03], and their product

structure is spelled out via a combinatorial algorithm in [Yan10a, Yan10b]. The Chern

classes λi of the Hodge bundle E, and ψj of the cotangent line bundles Lj are tautological,
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since the above bundles are constructed from the relative dualizing sheaf ωπ via natural

operations of push-forward and pull-back. Hodge integrals, referring to any intersection

number of lambda and psi classes, have been studied in [Fab99, FP00a, FP00b]; the degree

of a Hodge integral typically refers to the degree of the monomial in lambda classes only,

thus linear Hodge integrals consist of intersection numbers with at most one lambda class

but an arbitrary number of psi insertions. Through the technique of virtual localization

[GP99], Gromov-Witten invariants of targets with a torus action are computed in terms of

Hodge integrals; in particular, quadratic Hodge integrals control the Gromov-Witten theory

of any toric surfaces. This has provided a fruitful link connecting tautological intersection

theory on the moduli spaces of curves with mirror symmetry ([CK99, HKK+03]).

Mumford’s relation, which refers to the fact that the positive Chern classes of E⊕E∨ vanish,

has served as an essential tool in mirror symmetry, as it allows to reduce the computations

of certain families of Gromov-Witten invariants of threefolds, which in principle are cubic

Hodge integrals, in terms of linear Hodge integrals, which are much better understood.

This perspective gives a proof of the Aspinwall-Morrison formula [AM93, Ele02] for the

computation of Gromov-Witten invariants of the resolved conifold.

In [Sch91], Schubert studies an alternative compactification of the moduli space of curves,

where the stability condition is tweaked to allow curves with cuspidal singularities, and to

disallow curves with elliptic tails. Such curves are called pseudostable. The resulting moduli

spaces are smooth and proper and have a boundary structure which is not quite normal

crossing, but close enough to play well with tropicalization, see [CMW24]. It was later

shown [HH09] that moduli spaces of pseudostable curves arise in the log minimal model

program of Mg,n, as the birational model following the first wall-crossing.

The study of the tautological intersection theory of moduli spaces of pseudostable curves

is initiated in [CGR+22]; the strategy is to consider the contraction morphism T : Mg,n →

M
ps

g,n and apply the projection formula to relate tautological cycles on moduli spaces of

pseudostable curves to analogous ones on moduli spaces of stable curves. It is shown that

psi classes are stable under pullback via T , and a combinatorial formula expressing the

pullback of lambda classes is given, see Theorem 2.5:

(1.4) T ∗(λj) =

j
∑

i=0

1

i!
Gi∗(p

∗
0(λj−i)).

It is a simple consequence that stable and pseudostable linear Hodge integrals coincide.

Explicit computations in low genus show that Mumford’s relations do not hold in the

pseudostable case, and pseudostable quadratic Hodge integrals do not agree with their stable

counterparts. While the comparison formulas for individual lambda classes from [CGR+22]

provide in principle a solution to computing any pseudostable Hodge integral in term of

stable ones, the combinatorial complexity of a brute force approach makes it not viable,

except for very small values of g and n, even with the use of specialized computer software.
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The main technical thrust of this work has been to harness the combinatorial complexity

of the problem by identifying non-trivial recursive structure. In order to compute the total

Chern class of T ∗(E⊕E∨) in genus g, we first substitute the relations (1.4) for each lambda

class, then expand the product formally in the decorated graph algebra via the algorithm

of [Yan10a]. The resulting terms can be then partitioned into three disjoint subsets, each of

which may be formally bijected with the terms for the entire computation in genus g−1. After

applying the inductive hypothesis, it then becomes manageable to sum the three resulting

terms and obtain the pseudostable version of Mumford’s relation.

The remarkably simple structure relating quadratic stable and pesudostable Hodge in-

tegrals does not carry over to cubic or higher degree Hodge integrals. Nonetheless, the

availability of natural combinatorial expressions for some quadratic Hodge parts in terms

of boundary and descendants opens up the possibility of approaching the study of specific

families of cubic Hodge integrals, by using such relations to reduce the degree.

In particular, we think it should be possible to define notions of pseudostable Gromov-

Witten invariants, and relate them to their stable counterparts via localization. While a

careful study of moduli spaces of pseudostable maps and their virtual classes has still not

happened, it is reasonable to expect and almost “guess” what the ingredients contributing to

the localized virtual class should be. With this foundational work in place, the pseudostable

Gromov-Witten invariants of the resolved conifold should be whithin reach. It would be

interesting to see whether pseudostable Gromov-Witten invariants play a role in the picture

of global mirror symmetry, similarly to how other variations of stability conditions do.

1.3. Structure of the paper. The paper is organized as follows. In Section 2 we give

the background necessary to make this work reasonably self-contained: we introduce moduli

spaces of stable and pseudostable curves and the combinatorics of the decorated graph al-

gebra controlling their tautological intersection theory. In Section 3, we state and proof the

pseudostable version of Mumford’s relation, and show as an application some natural rela-

tions between Hodge and descendant classes that arise from it. In Section 4 we extract the

relationship among stable and pseudostable quadratic Hodge integrals, and as an application

compute certain families of pseudostable quadratic Hodge integrals.

1.4. Acknowlegments. We are grateful to Enrico Arbarello, Seth Ireland, and Dusty Ross

for conversations related to the project. Both authors acknowledge with gratitude support

by the NSF, through DMS-2100962.

2. Background

2.1. The moduli spaces of stable and pseudostable curves. Stable and pseudostable

curves can have certain types of singularities, and the two of interest are nodes and cusps. A

node is a point locally analytically isomorphic to x2 = y2, while cusps are locally isomorphic
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to x2 = y3. Special points of a connected component of a curve are any singularities or

marked points of that component.

The moduli spaces of stable and pseudostable curves, denotedMg,n andM
ps

g,n, respectively,

both parameterize families of curves of arithmetic genus g with n marked points. What

distinguishes the two spaces are their notions of stability, which we now define and discuss.

Definition 2.1. A curve of genus g with n marked points is stable if it satisfies the following

conditions:

(1) All marked points are distinct and contained in the smooth locus of the curve.

(2) All singularities of the curve are nodes.

(3) Each connected component of the curve with genus g and s special points has (g, s)

not equal to (0, 0), (0, 1), (0, 2), or (1, 0).

The third condition is equivalent to g and s satisfying 2g − 2 + s > 0.

Definition 2.2. A curve of genus g with n marked points is pseudostable if it satisfies the

following conditions:

(1) All marked points are distinct and contained in the smooth locus of the curve.

(2) All singularities of the curve are nodes or cusps.

(3) Each connected component of the curve with genus g and s special points has (g, s)

not equal to (0, 0), (0, 1), (0, 2), (1, 0), (1, 1), or (2, 0).

The third condition is equivalent to g and s satisfying g + s > 2.

Comparing the definitions shows that the two types of curves are largely the same, but

with two key differences. One is that pseudostable curves can have cusps, while stable

curves cannot. The other difference is that stable curves can have connected components

with indices (g, s) equal to (1, 1) or (2, 0), while pseudostable curves cannot. Components

with (g, s) = (1, 1) are referred to as elliptic tails.

There is a natural map from Mg,n to M
ps

g,n, where if a stable curve in Mg,n has an elliptic

tail, that elliptic tail is contracted to a cusp, thus giving a curve in M
ps

g,n. We define this

map more formally in the following definition.

Definition 2.3 (As in [CGR+22]). Let C be a stable curve of genus g with marked points

q1, . . . , qn so that [(C, q1, . . . , qn)] ∈ Mg,n. Write

C = C0 ∪ E1 ∪ · · · ∪ Er,

where E1, . . . , Er are the elliptic tails of C. Let Ĉ be the unique pseudostable curve with

marked points q̂1, . . . , q̂n that admits a morphism T : C → Ĉ such that

(1) T is an isomorphism when restricted to C \ (E1 ∪ · · · ∪ Er),

(2) T (Ei) is a cusp on Ĉ for all i = 1, . . . , r, and

(3) T (qi) = q̂i.
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With this notation, we have the following map on moduli spaces:

T : Mg,n → M
ps

g,n

[(C, q1, . . . , qn)] 7→ [(Ĉ, q̂1, . . . , q̂n)]

The map in Definition 2.3 induces a pull-back on the Chow rings of the moduli spaces:

T ∗ : A∗(M
ps

g,n) → A∗(Mg,n).

2.2. Tautological classes. We introduce two types of tautolgical classes which are the main

characters in this work: the ψ classes are the first Chern class of cotangent line bundles, the

λ classes are Chern classes of the Hodge bundle. We adopt a common shortcut in moduli

theory and informally introduce these bundles by describing a natural identification of their

fibers with a vector space depending on the geometry of the objects parameterized.

The fiber of the i-th cotangent line bundle Li over a point [(C, q1, . . . , qn)] ∈ Mg,n is the

cotangent line to C at qi, and ψi is defined as the first Chern class of Li:

ψi = c1(Li) ∈ A1(Mg,n) for i = 1, . . . , n.

The fiber of the Hodge bundle E over a point [(C, q1, . . . , qn)] is the g-dimensional vector

space of global sections of the dualizing sheaf of C, and λj is the j-th Chern class of E, that

is,

λj = cj(E) ∈ Aj(Mg,n) for j = 0, . . . , g.

Both the cotangent line bundle and Hodge bundle can be defined on M
ps

g,n in the same

way, leading to the same definitions of both ψ and λ classes:

ψi = c1(Li) ∈ A1(M
ps

g,n) for i = 1, . . . , n,

λj = cj(E) ∈ Aj(M
ps

g,n) for j = 0, . . . , g.

For convenience later on, we introduce the following notation for linear combinations of λ

classes:

(2.1) Λg(k) :=

g
∑

i=0

kiλi.

An important property of λ classes is that they satisfy a collection of relations known as

Mumford’s relations. With the notation just introduced, all these relations are compactly

encoded by the formula:

(2.2) Λg(1)Λg(−1) = 1.

One way of studying pseudostable ψ and λ classes is by looking at their pullbacks T ∗(ψi)

and T ∗(λj), where T is the map described in Definition 2.3. The authors in [CGR+22] com-

puted explicit formulas for each of these pullbacks, and this result (shown later in Theorem

2.5) utilizes the following notation:
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Definition 2.4. For k ≥ 1, let

(2.3) Gk : Mg−k,n+k ×M
×k

1,1 → Mg,n

be the gluing map that sends (C0, E1, . . . , Ek) to the curve which attaches each of E1, . . . , Ek

to C0 at the marked points n+1, . . . , n+k. If k = 0, then G0 is the identity map from Mg,n

to itself.

Let p0 be projection onto the factor Mg−k,n+k of the domain in (2.3), and call this factor

the root vertex of the domain. We denote by pi the projection onto the i-th factor of M
×k

1,1

in the domain of (2.3).

The image of the gluing map in (2.3) is a stratum parameterizing curves with k elliptic

tails. Note that the tautological λ and ψ classes may be pulled back from the factors of the

product and pushed forward via Gk to obtain tautological classes supported on this stratum.

We define

(2.4) ψ•i := p∗i (ψ1) and ψ⋆i := p∗0(ψn+i),

so that, for example,

G1
∗(−ψ•1 − ψ⋆1) = G1

∗(−p
∗
1(ψ1)− p∗0(ψn+1)).

Theorem 2.5 (C., Gallegos, Ross, Van Over, Wise [CGR+22]). For all psuedostable indices

(g, n), we have

T ∗(ψi) = ψi for all i = 1, . . . , n

and

T ∗(λj) =

j
∑

i=0

1

i!
Gi∗(p

∗
0(λj−i)).

For notational convenience, we define

(2.5) λ̂j := T ∗(λj).

2.3. Duals graphs of boundary strata. In this subsection, we introduce notation and

procedures for performing tautological intersections via an algebra of decorated dual graphs ;

we follow the treatment in [Yan10a].

Each boundary stratum in Mg,n is indexed by the dual graph of the general curve pa-

rameterized by points of the stratum; vertices V represent connected components, edges E

represent nodes, and half-edges H are marked points of the normalization of the curve. To

each vertex, we associate a number g ∈ Z≥0 for the genus of that connected component.

There is an involution i : H → H which exchanges half-edges that are part of the same edge

and has as fixed points the marked point set N . We denote by Σ∗(Mg,n) the set of dual

graphs of stable curves of genus g with n marked points.
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2

1 1

1

1
G = A =

Figure 1. The dual graphs for the strata G1
∗(1) and G2

∗(1) in M3,0.

Definition 2.6 (Yang [Yan10a]). Given two dual graphs G,A ∈ Σ∗(Mg,n), a G-structure on

A is an identification of a specialization of G with A. Precisely, it is a triple

(α : VA ։ VG, β : HG →֒ HA, γ : HA \ im(β) → VG)

which satisfies:

(1) the map β commutes with the involution (β◦iG = iA◦β) and induces an isomorphism

from the fixed points of G to the fixed points of A (NG
∼
−→ NA);

(2) any half-edge h ∈ im(β) is incident to v if and only if β−1(h) is incident to α(v);

(3) if h ∈ HA \ im(B) is incident to v, then γ(h) = α(v);

(4) if v ∈ VG, then the preimage (α−1(v), γ−1(v)/iA) is a connected graph of genus g(v).

We find it useful to think of β as identifying directed edges of G with their images, and

we will informally talk about identified edges to mean the datum β|e : e→ β(e).

Example 2.7. Consider G1
∗(1) and G2

∗(1) in M3,0, which have the dual graphs G and A

depicted in Figure 1. There are two G-structures (α, β, γ) on A, one for each of the ways β

identifies the edge of G with one of the edges of A. Once β is chosen, the maps α and γ are

determined based on the conditions from Definition 2.6.

If a graph A has both a G- and H-structure, then A is said to be a (G,H)-graph with

a (G,H)-structure. A (G,H)-graph is generic if all its edges are identified with either an

edge of G, and edge of H , or both. The set of all generic (G,H)-structures is denoted by

Γ(G,H). If two (G,H)-structures differ by an automorphism of A, then they are considered

isomorphic. Lastly, the common (G,H)-edges of A are those that are identified with both

an edge of G and an edge of of H .

Example 2.8. Let G and A again be the graphs shown in Figure 1, and let H = G. As shown

in Example 2.7, there are two G-structures and two H-structures, so there are four (G,H)-

structures on A. For two of these four, one of the edges of A is identified with (the edge

of) G, and the other is identified with H , and these are the two generic (G,H)-structures of

A. Up to isomorphism, there is only one generic (G,H)-structure since the two differ by an

automorphism of A. For this generic (G,H)-graph, there are no common (G,H)-edges.

For strata supporting λ and ψ classes, such as those seen in Theorem 2.5, the classes are

represented as decorations of the dual graph G: ψ classes on half-edges of G, and λ classes
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on vertices of G. We denote by θv the decorations for a given vertex v:

(2.6) θv =
nv
∏

i=1

ψeii

gv
∏

j=1

λ
fj
j .

Graphs with these decorations are called decorated graphs. We denote G to be the underlying

graph of G, that is, the graph G without any decorations.

Remark 2.9. There are natural geometric reasons why two ψ classes decorating two half-

edges that are an orbit of the involution (i.e., (h−, h+) belonging to the same edge e) often

appear summed together. While technically this sum should correspond to a sum of two

graphs, each with one of the half-edges decorated by the ψ class, it is extremely convenient

to abuse notation and say that this sum correspond to a single graph with an edge decorated

by (ψh
−

+ψh+). We adopt this convention, extending it by bilinearity to arbitrary polynomial

decorations of e by the classes ψh
−

, ψh+.

Definition 2.10 (Yang [Yan10a]). Let G and H denote two decorated graphs with vertex dec-

orations as in (2.6), and let Γ(G,H) denote the set of all generic (G,H)-structures (α, β, γ).

The product of G and H is given by:

G ·H :=
∑

A∈Γ(G,H)

1

|Aut(A)|
FA(G,H) · A,

where

fA(G, v) =

nv
∏

i=1

ψeiβ(i)

gv
∏

j=1





∑

w∈α−1(v)

λjw





fj

,

FA(G,H) =
∑

v∈VG

fA(G, v)
∑

v∈VH

fA(H, v)
∏

ei=(•i,⋆i)

(−ψ•i − ψ⋆i).

The last product above is taken over all common (G,H)-edges of A, and −ψ•i and −ψ⋆i
follow the notation introduced in (2.4).

Yang shows in [Yan10a] that this operation turns the set of decorated graphs into an

algebra, and that there’s a ring surjection from the algebra of decorated dual graphs to the

tautological ring of Mg,n, namely

(2.7) Φ : Σ∗(Mg,n) → R∗(Mg,n),

which sends a decorated dual graph to its associated tautological class.

Example 2.11. Consider G1
∗(1) and G2

∗(1) in M3,0, with dual graphs G and H , respectively,

shown in Figure 2. Up to isomorphism, there are two generic (G,H)-graphs, which we’ll

denote A1 and A2, depicted in Figure 3.

Note that |Aut(A1)| = 2!, but for each common edge of G and H in A1, there are
(

2
1

)

=

2 ways to choose an edge from H , so the coefficient of these terms is 2
2!

= 1. Similarly,
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2

1 1

1

1
G = H =

Figure 2. The dual graphs for the strata G1
∗(1) and G2

∗(1) in M3,0.

1

1 1 1

0

1 1
A1 = A2 =

Figure 3. Up to isomorphism, the two generic (G,H)-graphs for G and H

in Figure 2.

1

1 1

1

1 1

1

1 1
−ψ•1 −ψ⋆1

−ψ•2+ +

1

1 1 1

0

1 1

−ψ⋆2
+ +

Figure 4. The resulting product of G and H .

|Aut(A2)| = 3!, but there are 3! ways to order the 3 collective edges of G and H , so the

coefficient of A2 is 3!
3!
= 1.

G ·H =
2

2!
(−ψ•1 − ψ⋆1)A1 +

2

2!
(−ψ•2 − ψ⋆2)A1 +

3!

3!
A2

= (−ψ•1 − ψ⋆1)A1 + (−ψ•2 − ψ⋆2)A1 + A2

This result is depicted in Figure 4.

While this fact is not strictly relevant to this work, we mention for the benefit of the reader

that this algorithm has been coded in the freely available program admcycles [DSvZ22],

which is a powerful tool for making and checking computations in the tautological ring.

3. Mumford’s relations for pseudostable λ classes

In this section, we prove the pseudostable version of Mumford’s formula (Theorem 3.1)

and provide some applications to the computation of Hodge integrals.

Theorem 3.1. For all pseudostable indices (g, n), we have

(1 + λ̂1 + · · ·+ λ̂g)(1− λ̂1 + · · ·+ (−1)gλ̂g) =

g
∑

i=0

1

i!
Gi∗

(

i
∏

j=1

(ψ⋆j − ψ•j )

)

.
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The proof of Theorem 3.1 is rather technical, so before we start, we study toy examples

that will help in understanding the general strategy. The proof of Theorem 3.1 will be by

induction on g, and the following example serves as the base case with g = 1.

Example 3.2. For genus g = 1, and any fixed n ≥ 1, consider (1 + λ̂1)(1 − λ̂1) ∈ A∗(M1,n),

where λ̂1 = λ1 + G1
∗(1) by Theorem 2.5. Making this substitution, we obtain

(1 + λ1 + G1
∗(1))(1− λ1 − G1

∗(1)),

which using the Λg(k) notation from (2.1) is equal to

(Λ1(1) + G1
∗(1))(Λ1(−1)− G1

∗(1)).

This product produces 4 terms:

(1) Λ1(1)Λ1(−1) = 1, being Mumford’s relation for stable curves.

(2) Λ1(1) · −G1
∗(1) = −G1

∗(p
∗
1(Λ1(1)))

(3) G1
∗(1) · Λ1(−1) = G1

∗(p
∗
1(Λ1(−1)))

(4) G1
∗(1) · −G1

∗(1) = −G1
∗(−ψ•1 − ψ⋆1)

Recall that when (g, n) = (1, 1), λ1 = ψ•1 , ([Zvo14, Proposition 2.21 and Example 2.26]) so

these four terms sum together and give

1− G1
∗(p

∗
1(Λ1(1))) + G1

∗(p
∗
1(Λ1(−1)))− G1

∗(−ψ•1 − ψ⋆1)

=1− G1
∗(p

∗
1(1 + λ1)) + G1

∗(p
∗
1(1− λ1))− G1

∗(−ψ•1 − ψ⋆1)

=1 + G1
∗((−1− ψ•1) + (1− ψ•1) + (ψ•1 + ψ⋆1))

=1 + G1
∗(ψ⋆1 − ψ•1),

which shows that Theorem 3.1 holds in the case of g = 1.

In the following example, we show a similar computation to the one in Example 3.2,

but in arbitrary genus g: we wish to illustrate that if we restrict our attention only to

strata parameterizing curves with at most one elliptic tail, then the computation is formally

identical independently of the genus. This statement will be true for any fixed number of

elliptic tails.

Example 3.3. For genus g ≥ 2, consider

(Λg(1) + G1
∗(p

∗
0(Λg−1(1)))) · (Λg(−1)− G1

∗(p
∗
0(Λg−1(−1)))) ∈ A∗(Mg,n).

Distributing the terms gives 4 products:

(1)

Λg(1)Λg(−1) = 1
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(2)

Λg(1) · −G1
∗(p

∗
0(Λg−1(−1))) = −G1

∗ (p
∗
0(Λg−1(−1)Λg−1(1))p

∗
1(Λ1(1)))

= −G1
∗ (p

∗
1(Λ1(1)))

(Note: The final equality uses Mumford’s formula in genus g − 1.)

(3)

G1
∗(p

∗
0(Λg−1(1))) · Λg(−1) = G1

∗(p
∗
0(Λg−1(−1)Λg−1(1))p

∗
1(Λ1(−1)))

= G1
∗(p

∗
1(Λ1(−1)))

(4)

G1
∗(p

∗
0(Λg−1(1))) · −G1

∗(p
∗
0(Λg−1(−1)))

= −G1
∗(p

∗
0(Λg−1(−1)Λg−1(1))(−ψ•1 − ψ⋆1))− G2

∗(p
∗
0(Λg(−1)Λg(1))

= −G1
∗(−ψ•1 − ψ⋆1)− G2

∗(1)

Notice the only difference between the results above and those from Example 3.2 is one

additional term in the 4th product, that being −G2
∗(1). However, all terms supported on

strata parameterizing curves with fewer than 2 elliptic tails are in bijection with the 4 terms

from Example 3.2, and their sum returns the same answer:

1 + G1
∗(ψ⋆1 − ψ•1).

We will use this same idea in the proof of Theorem 3.1 by showing that the computation

in genus g is formally identical to that in genus g − 1 when considering terms supported on

strata parameterizing curves with fewer than g elliptic tails.

In the following example, we study the terms of the genus 2 case of Theorem 3.1 that are

supported on strata parameterizing curves with exactly 2 elliptic tails.

Example 3.4. Consider the following product in A∗(M2,n):

(Λ2(1) + G1
∗(p

∗
0(Λ1(1))) +

1

2!
G2
∗(1)) · (Λ2(−1)− G1

∗(p
∗
0(Λ1(−1))) +

1

2!
G2
∗(1)).

The only products which produce terms supported on strata parameterizing curves with 2

elliptic tails are the following:

(1)

Λ2(1) ·
1

2!
G2
∗(1)

=
1

2!
G2
∗(p

∗
1(Λ1(1))p

∗
2(Λ1(1)))

(2)

G1
∗(p

∗
0(Λ1(1))) · (−G1

∗(p
∗
0(Λ1(−1))))

= −G1
∗(−ψ•1 − ψ⋆1)−

1

2!
G2
∗(p

∗
1(Λ1(1))p

∗
2(Λ1(−1)))−

1

2!
G2
∗(p

∗
1(Λ1(−1))p∗2(Λ1(1)))
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(3)

G1
∗(p

∗
0(Λ1(1))) ·

1

2!
G2
∗(1)

=
1

2!
G2
∗((−ψ•1 − ψ⋆1)p

∗
2(Λ1(1))) +

1

2!
G2
∗(p

∗
1(Λ1(1))(−ψ•2 − ψ⋆2))

(4)
1

2!
G2
∗(1) · Λ2(−1)

=
1

2!
G2
∗(p

∗
1(Λ1(−1))p∗2(Λ1(−1)))

(5)
1

2!
G2
∗(1) · (−G1

∗(p
∗
0(Λ1(1))))

= −
1

2!
G2
∗((−ψ•1 − ψ⋆1)p

∗
2(Λ1(−1)))−

1

2!
G2
∗(p

∗
1(Λ1(−1))(−ψ•2 − ψ⋆2))

(6)
1

2!
G2
∗(1) ·

1

2!
G2
∗(1)

=
1

2!
G2
∗((−ψ•1 − ψ⋆1)(−ψ•2 − ψ⋆2))

From the 6 products above, there are 9 terms that are supported on strata parameterizing

curves with 2 elliptic tails. These can be partitioned into groups of three based on a common

factor on the first elliptic tail.

Group 1, Λ1(1) on the first elliptic tail:

1

2!
G2
∗(p

∗
1(Λ1(1))p

∗
2(Λ1(1)))

−
1

2!
G2
∗(p

∗
1(Λ1(1))p

∗
2(Λ1(−1))

1

2!
G2
∗(p

∗
1(Λ1(1))(−ψ•2 − ψ⋆2))

Group 2, Λ1(−1) on the first elliptic tail:

−
1

2!
G2
∗(p

∗
1(Λ1(−1))p∗2(Λ1(1)))

1

2!
G2
∗(p

∗
1(Λ1(−1))p∗2(Λ1(−1)))

−
1

2!
G2
∗(p

∗
1(Λ1(−1))(−ψ•2 − ψ⋆2))

Group 3, −ψ•1 − ψ⋆1 on the first elliptic tail:

1

2!
G2
∗((−ψ•1 − ψ⋆1)p

∗
2(Λ1(1)))

−
1

2!
G2
∗((−ψ•1 − ψ⋆1)p

∗
2(Λ1(−1)))

1

2!
G2
∗((−ψ•1 − ψ⋆1)(−ψ•2 − ψ⋆2))
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Notice in each group of three, the terms on the second elliptic tail are in bijection with

the three terms added together at the end of Example 3.2. Thus, the terms in each group

sum together in the same way (up to a negative) on the second elliptic tail:

−p∗2(Λ1(1)) + p∗2(Λ1(−1))− (−ψ•2 − ψ⋆2) = ψ⋆2 − ψ•2 .

Each of the groups are now as follows:

Group 1:

−
1

2!
G2
∗(p

∗
1(Λ1(1))(ψ⋆2 − ψ•2))

Group 2:

1

2!
G2
∗(p

∗
1(Λ1(−1))(ψ⋆2 − ψ•2))

Group 3:

−
1

2!
G2
∗((−ψ•1 − ψ⋆1)(ψ⋆2 − ψ•2))

Now that the computation has been reduced from 9 terms to 3, notice that these 3 terms all

have the same decorations on the second elliptic tail, namely (ψ⋆2−ψ•2), and the decorations

on the first elliptic tail are in bijection with the same three terms from the end of Example

3.2 as before. Thus, these three terms add together to on the first elliptic tail in the same

way:

−p∗1(Λ1(1)) + p∗1(Λ1(−1))− (−ψ•1 − ψ⋆1) = ψ⋆1 − ψ•1 .

This leads in the following sum of the groups above:

1

2!
G2
∗((ψ⋆1 − ψ•1)(ψ⋆2 − ψ•2))

This is exactly the term supported on 2 elliptic tails claimed in the statement of Theorem

3.1. We’ll use the same idea in the proof by showing that for the genus g computation, the

terms supported on g elliptic tails can be partitioned into three groups, each of which is in

bijection with the terms supported on on g− 1 elliptic tails in the genus g− 1 computation.

We are now ready to prove Theorem 3.1.

Proof. We must compute

(1 + λ̂1 + · · ·+ λ̂g)(1− λ̂1 + · · ·+ (−1)gλ̂g),(3.1)

where by Theorem 2.5, λ̂j =
∑j

i=0
1
i!
Gi∗(p

∗
0(λj−i)). Substituting these expressions, exchanging

the order of summation, and using the Λg(k) notation, we can rewrite (3.1) as

(3.2)

(

g
∑

i=0

1

i!
Gi∗(p

∗
0(Λg−i(1)))

)(

g
∑

j=0

(−1)j

j!
Gj∗(p

∗
0(Λg−j(−1)))

)

.
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We’ll proceed by induction on g. For the base case of g = 1, see Example 3.2. Assume

that the theorem is true for genus g − 1, meaning

(3.3)

(

g−1
∑

i=0

1

i!
Gi∗(p

∗
0(Λ(g−1)−i(1)))

)(

g−1
∑

j=0

(−1)j

j!
Gj∗(p

∗
0(Λ(g−1)−j(−1)))

)

is equal to

(3.4)

g−1
∑

i=0

1

i!
Gi∗

(

i
∏

j=1

(ψ⋆j − ψ•j )

)

when working in genus g − 1.

In the genus g case, the truncated product with the first g− 1 terms is instead written as
(

g−1
∑

i=0

1

i!
Gi∗(p

∗
0(Λg−i(1)))

)(

g−1
∑

j=0

(−1)j

j!
Gj∗(p

∗
0(Λg−j(−1)))

)

,

with the only difference from (3.3) being Λg−i(1) and Λg−j(−1) instead of Λ(g−1)−i(1) and

Λ(g−1)−j(−1), respectively. However, the genus of the factor corresponding to the root vertex

also increases by 1, so the resulting computation will be formally identical to the genus g−1

case for all terms supported on the strata parameterizing curves with fewer than g elliptic

tails. One can define a bijection between the decorated graphs by assigning to a decorated

graph of genus g a corresponding genus g − 1 decorated graph where the genus of the root

vertex has been lowered by one; this was demonstrated in Example 3.3 by showing that the

computation in the genus g ≥ 2 case is the same as the genus 1 case for terms supported on

strata parameterizing curves with fewer than 2 elliptic tails. Using the inductive hypothesis,

the terms supported on strata parameterizing curves with fewer than g elliptic tails simplify

to
g−1
∑

i=0

1

i!
Gi∗

(

i
∏

j=1

(ψ⋆j − ψ•j )

)

.

What remains to show is that all terms supported on strata parameterizing curves with

exactly g elliptic tails sum to

1

g!
Gg∗

(

g
∏

j=1

(ψ⋆j − ψ•j )

)

.

Consider all terms in the product (3.2) which are supported on a stratum parameterizing

curves with exactly g elliptic tails. Each term has a dual decorated graph A with g genus

1 vertices, which has a coefficient based on the (G,H)-structure obtained from intersecting

two strata G and H with an G-structure and H-structure, respectively. Each coefficient will

include 1
|Aut(A)|

= 1
g!
as in Definition 2.10.

Let the graph G correspond to a term in the left sum of (3.2) and the graph H correspond

to a term in the right sum of (3.2), and consider the last edge and genus one vertex of the

graph A. If the last edge of A is only from the G-structure, then its coefficient will decorate
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the vertex with Λ1(−1). If the last edge of A is only from the H-structure, then its coefficient

will have −Λ1(1) on the genus one vertex. If the last edge of A is from both the G- and

H-structure, then the edge is decorated by −(−ψ•1 − ψ⋆1).

Consider the set of all possible graphs such that the coefficient that is pulled back from

the last factor (i.e., decorating the last genus one vertex) is Λ1(−1). If we factor out this

coefficient, what remains will be those coefficients that were pulled back from the other

factors. As in Example 3.4, removing the last edge from every decorated graph gives a

natural bijection between these remaining coefficients and the coefficients of the factors of

the term supported on g − 1 elliptic tails; we have shown inductively in (3.4) those add up

to:

Fg−1 :=

g−1
∏

j=1

(ψ⋆j − ψ•j ),

decorating the first g−1 edges of the dual graph. The same argument holds for the collection

of all terms where the last vertex is decorated by −Λ1(1) or by −(−ψ•1 −ψ⋆1). By induction,

summing all these terms, the first g − 1 edges will be decorated by the same coefficient of

Fg−1, so we can sum over the last factor to get

−p∗g(Λ1(1)) + p∗g(Λ1(−1))− (−ψ•g − ψ⋆g) = ψ⋆g − ψ•g .

Along with Fg−1 and 1
g!
, this returns the desired coefficient for strata parameterizing curves

with exactly g elliptic tails:

1

g!
Fg−1(ψ⋆g − ψ•g) =

1

g!

g
∏

j=1

(ψ⋆j − ψ•j ),

which concludes the proof. �

3.1. Applications. Much like the classic version of Mumford’s formula, Theorem 3.1 pro-

vides a set of relations for λ classes in A∗(M
ps

g,n) for all pseudostable indices (g, n).

Corollary 3.5. For all pseudostable indices (g, n) and i = 0, . . . , g, we have

min{2i,g}
∑

j=max{0,2i−g}

(−1)jλ̂2i−jλ̂j =
1

i!
Gi∗

(

i
∏

j=1

(ψ⋆j − ψ•j )

)

.

Proof. With Theorem 3.1, we know that the codimension 2i terms of

(3.5) (1 + λ̂1 + · · ·+ λ̂g)(1− λ̂1 + · · ·+ (−1)gλ̂g)

are equal to the codimension 2i term of

(3.6)

g
∑

i=0

1

i!
Gi∗

(

i
∏

j=1

(ψ⋆j − ψ•j )

)

.

The codimension 2i terms of (3.5) are of the form

(−1)jλ̂2i−jλ̂j,
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where max{0, 2i − g} ≤ j ≤ min{2i, g}. The reason for 2i − g in the lower bound is that

λ̂2i−j = 0 when 2i− j > g. Similarly, we include g in the upper bound of j because λ̂j = 0

for j > g.

Finally, the codimension 2i term of (3.6) is

1

i!
Gi∗

(

i
∏

j=1

(ψ⋆j − ψ•j )

)

since the codimension of each of Gi∗(1) and
∏i

j=1(ψ⋆j − ψ•j ) is i. �

The following example highlights a few specific relations from Corollary 3.5.

Example 3.6. Codimension 2g (i = g in Corollary 3.5):

λ̂2g =
(−1)g

g!
Gg∗

(

g
∏

j=1

(ψ⋆j − ψ•j )

)

.

Codimension 2g − 2 (i = g − 1 in Corollary 3.5):

2λ̂gλ̂g−2 − λ̂2g−1 =
(−1)g

(g − 1)!
Gg−1
∗

(

g−1
∏

j=1

(ψ⋆j − ψ•j )

)

.

Codimension 2 (i = 1 in Corollary 3.5):

2λ̂2 − λ̂21 =
1

2
G1
∗ (ψ⋆1 − ψ•1) .

We can also apply Theorem 3.1 to Hodge integrals:

Proposition 3.7. For all pseudostable indices (g, n),
∫

M
ps

g,n

(1 + λ1 + · · ·+ λg)(1− λ1 + · · ·+ (−1)gλg)
∏n

j=1(1− ψj)
=

g
∑

i=0

(−1)i

24ii!

∫

Mg−i,n+i

1
∏n

j=1(1− ψj)
,

where the denominator should be intended as a shorthand for the corresponding expansion

as a product of geometric series.

Proof. We start by applying Theorem 3.1:
∫

M
ps

g,n

(1 + λ1 + · · ·+ λg)(1− λ1 + · · ·+ (−1)gλg)
∏n

j=1(1− ψj)
=

∫

Mg,n

g
∑

i=0

1

i!
Gi∗

(

∏i
k=1(ψ⋆k − ψ•k)

∏n
j=1(1− p∗0(ψj))

)

.

Notice that in the product
∏i

k=1(ψ⋆k − ψ•k), the integral vanishes unless there is a class

−ψ•k on each flag adjacent to the genus one tail-vertex. This reduces the Hodge integral to
∫

Mg,n

g
∑

i=0

1

i!
Gi∗

(

∏i
k=1(−ψ•k)

∏n
j=1(1− p∗0(ψj))

)

=

g
∑

i=0

1

i!

(

∫

M1,1

−ψ1

)i(
∫

Mg−i,n+i

1
∏n

j=1(1− ψj)

)

.(3.7)
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The first integral of (3.7) is known to be − 1
24

(see [Vak06] or [Zvo14]), simplifying (3.7) to

g
∑

i=0

(−1)i

24ii!

∫

Mg−i,n+i

1
∏n

j=1(1− ψj)
,

completing the proof. �

If we restrict Proposition 3.7 to just a single ψ class, that is, replace 1∏n
j=1(1−ψj)

by 1
1−ψ1

, the

resulting Hodge integrals can be easily computed with the string equation [Wit90], leading

to the following corollary.

Corollary 3.8. For all pseudostable indices (g, n), we have

∫

M
ps

g,n

(1 + λ1 + · · ·+ λg)(1− λ1 + · · ·+ (−1)gλg)

1− ψ1
= 0.

Proof. Using Proposition 3.7 implies

∫

M
ps

g,n

(1 + λ1 + · · ·+ λg)(1− λ1 + · · ·+ (−1)gλg)

1− ψ1
=

g
∑

i=0

(−1)i

24ii!

∫

Mg−i,n+i

1

1− ψ1
.

Since the dimension ofMg−i,n+i is 3g−2i+n−3, the only nonvanishing term in the geometric

series expansion of 1
1−ψ1

is ψ3g−2i+n−3
1 , simplifying our work to

(3.8)

g
∑

i=0

(−1)i

24ii!

∫

Mg−i,n+i

ψ3g−2i+n−3
1 .

Using the string equation [Wit90], we can reduce the number of marked points in the integral

to get the following:

(3.9)

(

g−1
∑

i=0

(−1)i

24ii!

∫

Mg−i,1

ψ3g−3i−2
1

)

+
(−1)g

24gg!

∫

M0,3

1.

We can evaluate the integrals in the summation of (3.9) using an application of the Witten-

Kontsevich Theorem for one-pointed psi class intersection numbers [Kon92]:

(3.10)

∫

Mg−i,1

ψ
3(g−i)−2
1 =

1

24g−i(g − i)!
.
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Since M0,3 is a point, then the latter integral of (3.9) is equal to 1. Together with (3.10),

this simplifies (3.9) to

(

g−1
∑

i=0

(−1)i

24ii!
·

1

24g−i(g − i)!

)

+
(−1)g

24gg!
=

(

g−1
∑

i=0

(−1)i

24gi!(g − i)!

)

+
(−1)g

24gg!

=

(

g
∑

i=0

(−1)i

24gi!(g − i)!

)

=
1

24g

g
∑

i=0

(−1)i

i!(g − i)!
(3.11)

= 0.

�

The summation in (3.11) highlights another result for specific terms of Corollary 3.8:

Corollary 3.9. For all pseudostable indices (g, n) and k = 0, . . . , g, we have

∫

M
ps

g,n





min{2k,g}
∑

j=max{0,2k−g}

(−1)jλ2k−jλj



ψ3g−2k+n−3
1 =

(−1)k

24gk!(g − k)!
.

Proof. We observe first of all that the Hodge part in the parenthesis is the degree 2k part

of (1 + λ1 + · · · + λg)(1 − λ1 + · · · + (−1)gλg). Proceeding as in the proof of Corollary 3.8

above, we have

(3.12)

∫

M
ps

g,n





min{2k,g}
∑

j=max{0,2k−g}

(−1)jλ2k−jλj



ψ3g−2k+n−3
1 =

g
∑

i=0

(−1)i

24ii!

∫

Mg−i,n+i

ψ3g−2k+n−3
1 .

By dimension reasons the only nonvanishing summand corresponds to i = k. We recognize

this term as the k-th summand of (3.8), which proves the result. �

The following examples highlight specific cases of Corollary 3.9.

Example 3.10. For i = g :
∫

M
ps

g,n

λ2gψ
g−3+n
1 =

1

24gg!
.

For i = g − 1 :
∫

M
ps

g,n

(2λgλg−2 − λ2g−2)ψ
g−1+n
1 =

−1

24g(g − 1)!
.

For i = 1 :
∫

M
ps

g,n

(2λ2 − λ21)ψ
3g−5+n
1 =

−1

24g(g − 1)!
.
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Remark 3.11. We observe a curious duality among the following stable and pseudostable

Hodge integrals:

(3.13)

∫

M
ps

g,n

λ2gψ
g−3+n
1 =

∫

Mg,n

(1 + λ1 + · · ·+ λg)(1− λ1 + · · ·+ (−1)gλg)

1− ψ1

,

(3.14)

∫

Mg,n

λ2gψ
g−3+n
1 =

∫

M
ps

g,n

(1 + λ1 + · · ·+ λg)(1− λ1 + · · ·+ (−1)gλg)

1− ψ1

.

For g = 0 and any value of n ≥ 3, both lines are giving the equation 1 = 1. In higher

genus, (3.13) evaluates to 1
24gg!

: we saw the pseudostable integral in Example 3.10, whereas

the stable evaluation is obtained from (3.10) after applying Mumoford’s relation to the

numerator. The second line (3.14) evaluates to 0: in the stable case this follows from

Mumford’s relation λ2g = 0, whereas the pseudostable integral is Corollary 3.8.

4. Quadratic Pseudostable Hodge integrals

In this section, we give a formula for computing all quadratic pseudostable Hodge integrals

in terms of their stable counterparts, Theorem 4.2. We then show in Theorem 4.3 that

the formulas arising from Theorem 4.2 are nicely encoded as a relation among generating

functions for quadratic Hodge integrals. We begin with a Lemma which will be used to

simplify some of the algebra in the proof of Theorem 4.2.

Lemma 4.1. For all non-negative integers k,

∑

(r,s)∈T

(−1)r+s−k

(r + s− k)!(k − s)!(k − r)!
=

1

k!
,

where T ⊂ Z2 is the set of integer tuples (r, s) with 0 ≤ r ≤ k, 0 ≤ s ≤ k, and r + s ≥ k.

Proof. Note that T can equivalently be defined by all (r, s) where 0 ≤ r ≤ k and k−r ≤ s ≤ k.

So the sum is
k
∑

r=0

(

k
∑

s=k−r

(−1)r+s−k

(r + s− k)!(k − s)!(k − r)!

)

=

k
∑

r=0

1

(k − r)!

(

k
∑

s=k−r

(−1)r+s−k

(r + s− k)!(k − s)!

)

.

For convenience, define N := r + s− k, which leads to

k
∑

r=0

1

(k − r)!

(

r
∑

N=0

(−1)N

N !(r −N)!

)

.

The inner sum is equal to 0, except when r = 0, in which case it is equal to 1. This allows

us to reduce the work to just that case:

0
∑

r=0

1

(k − r)!
=

1

k!
,

proving the result. �
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Theorem 4.2. For all pseudostable indices (g, n), i, j = 0, . . . , g, and for any polynomial

F ∈ C[a1, . . . , an],

∫

M
ps

g,n

λiλjF (ψ1, . . . , ψn) =

min{i,j}
∑

k=0

1

24kk!

∫

Mg−k,n+k

λi−kλj−kF (ψ1, . . . , ψn).

Proof. From Theorem 2.5, we know
∫

M
ps

g,n

λiλjF (ψ1, . . . , ψn) =

∫

Mg,n

λ̂iλ̂jF (ψ1, . . . , ψn),

where

λ̂i =
i
∑

r=0

1

r!
Gr∗(p

∗
0(λi−r)) and λ̂j =

j
∑

s=0

1

s!
Gs∗(p

∗
0(λj−s)).

Consider the product

(4.1) λ̂iλ̂j =

(

i
∑

r=0

1

r!
Gr∗(p

∗
0(λi−r))

)(

j
∑

s=0

1

s!
Gs∗(p

∗
0(λj−s))

)

.

The result of (4.1) contains many terms supported on strata parameterizing curves with k

elliptic tails, where max{r, s} ≤ k ≤ min{r + s, g}. Such terms occur in the expansion of

the term indexed by (r, s) if the integer tuple (r, s) satisfies the following conditions:

0 ≤ r ≤ k, 0 ≤ s ≤ k, r + s ≥ k,(4.2)

i.e., it belongs to the indexing set T from Lemma 4.1. For each pair (r, s) in T , we describe

the coefficient of the k-tails stratum in the following product:

(4.3)
1

r!
Gr∗(p

∗
0(λi−r)) ·

1

s!
Gs∗(p

∗
0(λj−s)).

Using notation from [Yan10a], let G and H be the two decorated graphs representing

Gr∗(p
∗
0(λi−r)) and Gs∗(p

∗
0(λi−s)), respectively, and let A be the unique isomorphism class of

decorated graphs in the resulting product supported on a stratum parameterizing curves

with k elliptic tails. Our goal is to identify its decorations and numerical coefficient. Of the

k edges of A, there are k − s edges from only the G-structure, k − r edges from only the

H-structure, and N := r + s − k edges from both the G and H-structures. We call these

three types of edges G-edges, H-edges and (G,H)-edges, respectively. All the edges, together

with their adjacent vertices have associated decorations. We break the computation in three

parts.

Decorations of (G,H) edges. The decoration for each of these edges is (−ψ•−ψ⋆), and

with there being N := r + s− k such edges, the contribution is

(4.4) Gk∗

(

N
∏

t=1

(−ψ•t − ψ⋆t)

)

.
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We observe that when integrating over Mg,n, any non-vanishing term must have a class

−ψ•t on each flag adjacent to the genus one tail-vertex, thus the only non-vanishing contri-

bution to the Hodge integral from (4.4) is

(4.5) (−1)NGk∗

(

N
∏

t=1

ψ•t

)

.

Decorations of G-edges or H-edges. By how the Hodge bundle splits along boundary

strata, the decorations of the tail vertices of these edges are either 1 or λ1. After integrating

over Mg,n, all terms that have edges with a coefficient of 1 associated to any of the outer

vertices vanish by dimension reasons, so we can disregard them here. It follows that for the

contributing terms, on the root vertex there is the following coefficient:

λ(i−r)−(k−r)λ(j−s)−(k−s) = λi−kλj−k.

Thus the contribution from these edges is

(4.6) Gk∗

(

p∗0(λi−kλj−k)

k
∏

t=N+1

p∗t (λ1)

)

.

Numerical coefficient. There are many different but isomorphic (G,H)-structures on

the graph A. One possible way to organize the count is the following. We first count the

possible ways to obtain the (G,H) edges: one must choose N of the k edges of A, then N of

the r and s edges of G and H , respectively; finally there are N ! ways to map the N chosen

edges of both G and H to the chosen edges of A. This gives us the following count:
(

k

N

)(

r

N

)(

s

N

)

N !N !(−1)N ,

which simplifies to

k!r!s!(−1)N

N !(k −N)!(r −N)!(s−N)!
.

Having dealt with the (G,H)-edges, now we have to choose r − N of the k − N remaining

edges of A to create subsets of size r −N and s−N ; then there are (r −N)! and (s−N)!

bijections of the chosen subsets of A into the chosen subsets of G and H , respectively. This

gives us the following count:
(

k −N

r −N

)

(r −N)!(s−N)!,

which simplifies to (k − N)!. Multiplying the two, we obtain the total number of (G,H)-

structures on A. The numerical coefficient for A in the multiplication (4.3) is given by

(4.7)
1

r!
·
1

s!
·
1

k!
·

k!r!s!(−1)N(k −N)!

N !(k −N)!(r −N)!(s−N)!
=

(−1)N

N !(r −N)!(s−N)!
,
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where the factor of 1
k!

is from |Aut(A)| = k!, following the algorithm for multiplication of

graphs G and H shown in [Yan10a].

Total contribution. Combining all types of decorations, and the numerical coefficient,

the (isomorphism class of the) decorated graph A is given by

(4.8)
(−1)N

N !(r −N)!(s−N)!
Gk∗

(

p∗0(λi−kλj−k)
N
∏

t=1

ψ•t

k
∏

t=N+1

p∗t (λ1)

)

.

Multiplying (4.8) by F (ψ1, . . . , ψn) and integrating over Mg,n yields

(−1)N

N !(r −N)!(s−N)!
·

∫

Mg,n

Gk∗

(

p∗0(λi−kλj−k)
N
∏

t=1

ψ•t

k
∏

t=N+1

(p∗t (λ1))

)

F (ψ1, . . . , ψn)

=
(−1)N

N !(r −N)!(s−N)!
·

(

∫

Mg−k,n+k

λi−kλj−kF (ψ1, . . . , ψn)

)(

∫

M1,1

ψ1

)N (
∫

M1,1

λ1

)k−N

=
(−1)r+s−k

24k(r + s− k)!(k − s)!(k − r)!

∫

Mg−k,n+k

λi−kλj−kF (ψ1, . . . , ψn).

(4.9)

The contribution to the Hodge integral by the k-tail stratum, is obtained by adding (4.9)

for the range of pairs (r, s) from (4.2):

∑

(r,s)∈T

(−1)r+s−k

24k(r + s− k)!(k − s)!(k − r)!

∫

Mg−k,n+k

λi−kλj−kF (ψ1, . . . , ψn),

where T is the set of integer tuples (r, s) with 0 ≤ r ≤ k, 0 ≤ s ≤ k, and r + s ≥ k. Using

Lemma 4.1, this sum simplifies to

1

24kk!

∫

Mg−k,n+k

λi−kλj−kF (ψ1, . . . , ψn).

Thus we have
∫

Mg,n

λ̂iλ̂jF (ψ1, . . . , ψn) =

min{i,j}
∑

k=0

1

24kk!

∫

Mg−k,n+k

λi−kλj−kF (ψ1, . . . , ψn),

where the upper bound on the sum of min{i, j} is due to λi−k = 0 and λj−k = 0 when

i− k < 0 and j − k < 0, respectively. �

We now present a comparison between all pseudostable and stable quadratic Hodge inte-

grals using generating functions. While we used λi and λj in Theorem 4.2, we instead use

λg−i and λg−j in the generating functions for convenience.

Theorem 4.3. Let x, y, z, tm, for m any positive integer, be formal variables. Define

Fps(x, y, z, {tm}) :=

∞
∑

i,j,g,n=0

xiyjzg
∫

M
ps

g,n

λg−iλg−j
∏n

m=1(1− tmψm)
,
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where the denominator should be intended as a shorthand for the corresponding expansion

as a product of geometric series. Define F(x, y, z, {tm}) similarly for stable Hodge integrals.

In both cases we adopt the convention that indices (g, n) for which we have not defined a

corresponding moduli space correspond to zero summands. Then:

Fps(x, y, z, {tm}) = ez/24F(x, y, z, {tm}).

Proof. Let µ = (µ1, . . . , µn) be a vector of non-negative integers and denote by tµ the mono-

mial
∏n

m=1 t
µm
m . Given i, j, g, µ, the coefficient of the monomial xiyjzgtµ in Fps(x, y, z, {tm})

is equal to

(4.10)

∫

M
ps

g,n

λg−iλg−j

n
∏

m=1

ψµmm ,

and is non-zero only if |µ| = g + i + j + n − 3. Note that the same condition holds in

the stable case. We now compute the coefficient of the same monomial in the expression

ez/24F(x, y, z, {tm}). We first expand the product to obtain:

ez/24F(x, y, z, {tm}) =

(

∞
∑

g=0

1

24gg!
zg

)(

∞
∑

i,j,g,n=0

xiyjzg
∫

Mg,n

λg−iλg−j
∏n

m=1(1− tmψm)

)

=
∞
∑

i,j,g,n=0

xiyjzg

(

g
∑

k=0

1

24kk!

∫

Mg−k,n

λ(g−k)−iλ(g−k)−j
∏n

m=1(1− tmψm)

)

.

The coefficient of the monomial xiyjzgtµ is

(4.11)

min{g−i,g−j}
∑

k=0

1

24kk!

∫

Mg−k,n+k

λ(g−i)−kλ(g−j)−k

n
∏

m=1

ψµmm

The reason for n + k instead of n is because that is the only number of marked points

which returns a nonzero integral for dimension reasons. Further, notice that while the upper

bound of k in the inner sum is g, any value of k greater than min{g − i, g − j} will make

λ(g−k)−i or λ(g−k)−j equal to zero, so we can instead use min{g−i, g−j} for the upper bound.

We now observe that the equality of (4.10) and (4.11) is precisely the statement of Theorem

4.2, thus concluding the proof.

�

4.1. Applications. We conclude the paper with two applications: first we observe the how

simple and explicit the equality of generating function from Theorem 4.3 is when restricting

attention to Hodge integrals with a λ2g term and a single ψ class. Next we give a closed

formula the evaluation of arbitrary λgλg−1 pseudostable Hodge integrals.
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Example 4.4. We demonstrate Theorem 4.3 for x = 0, y = 0, and {tm} = (t, 0, 0, 0, . . . ).

That is, we explicitly observe

(4.12)

∞
∑

g,n=0

zg
∫

M
ps

g,n

λ2g
1− tψ1

= ez/24

(

∞
∑

g,n=0

zg
∫

Mg,n

λ2g
1− tψ1

)

.

Starting on the left side of (4.12), the only term of the integrand which will give a nonzero

result is λ2g(tψ1)
g+n−3, so

∞
∑

g,n=0

zg
∫

M
ps

g,n

λ2g
1− tψ1

=

∞
∑

g,n=0

zgtg+n−3

∫

M
ps

g,n

λ2gψ
g+n−3
1 .(4.13)

Looking at the right side of (4.12), note that λ2g = 0 except when g = 0, in which

case λ20 = 1. The only term in the expansion of 1
1−tψ1

which produces a nonzero result is

(tψ1)
g+n−3, implying

ez/24

(

∞
∑

g,n=0

zg
∫

Mg,n

λ2g
1− tψ1

)

= ez/24

(

∞
∑

n=3

tn−3

∫

M0,n

ψn−3
1

)

= ez/24
∞
∑

n=3

tn−3.(4.14)

The last equality of (4.14) used the string equation [Wit90] to evaluate each of the integrals

to 1. By Theorem 4.3,

(4.15)

∞
∑

g,n=0

(

∫

M
ps

g,n

λ2gψ
g+n−3
1

)

zgtg+n−3 =
ez/24

1− t
.

The coefficient of zgtg+n−3 in (4.15) is 1
24g

· 1
g!
, which aligns with what we found in Example

3.10, where we computed these integrals explicitly.

Proposition 4.5. For all pseudostable indices (g, n),

∫

M
ps

g,n

ψd11 · · ·ψdnn λgλg−1 =

g−1
∑

k=0

1

24kk!
·

(2(g − k)− 3 + (n+ k))!|B2(g−k)|

22(g−k)−1(2(g − k))!
∏n+k

j=1 (2dj − 1)!!
,

where B2(g−k) represents the 2(g − k)-th Bernoulli number.

Proof. Applying Theorem 4.2 to the quadratic pseudostable Hodge integral gives

∫

M
ps

g,n

ψd11 · · ·ψdnn λgλg−1 =

g−1
∑

k=0

1

24kk!

∫

Mg−k,n+k

ψd11 · · ·ψdnn λg−kλ(g−k)−1.

Each of the integrals in the sum can be evaluated with the Faber intersection number con-

jecture (conjectured in [Fab99], proven in [LX09]):
∫

Mg,n

ψd11 · · ·ψdnn λgλg−1 =
(2g − 3 + n)!|B2g|

22g−1(2g)!
∏n

j=1(2dj − 1)!!
,

where B2g is the 2g-th Bernoulli number. Replace g with g − k, and this yields the desired

result. �
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