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ABSTRACT
Speech event detection is crucial for multimedia retrieval, involv-
ing the tagging of both semantic and acoustic events. Traditional
ASR systems often overlook the interplay between these events,
focusing solely on content, even though the interpretation of di-
alogue can vary with environmental context. This paper tackles
two primary challenges in speech event detection: the continual
integration of new events without forgetting previous ones, and
the disentanglement of semantic from acoustic events. We intro-
duce a new task, continual event detection from speech, for which
we also provide two benchmark datasets. To address the chal-
lenges of catastrophic forgetting and effective disentanglement,
we propose a novel method, ’Double Mixture.’ This method merges
speech expertise with robust memory mechanisms to enhance
adaptability and prevent forgetting. Our comprehensive experi-
ments show that this task presents significant challenges that are
not effectively addressed by current state-of-the-art methods in ei-
ther computer vision or natural language processing. Our approach
achieves the lowest rates of forgetting and the highest levels of
generalization, proving robust across various continual learning se-
quences. Our code and data are available at https://github.com/jodie-
kang/DoubleMixture.
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1 INTRODUCTION
Speech event detection is vital for multimedia retrieval [28], as it
forms the basis for precise indexing and accessing of extensive audio
content [10, 11]. This task involves recognizing not just the seman-
tic content of dialogues, essentially the words spoken, but also the
acoustic events, which indicate the location and background condi-
tions of the speech. Current information extraction systems [11, 35]
based on automatic speech recognition (ASR) systems [10] often fail
to address the interaction between semantic and acoustic signals.
This oversight is particularly problematic in complex multimedia
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Figure 1: In continual learning, learners incrementally ac-
quire new event types and must evaluate all previously
learned types during testing. This process is particularly
challenging in speech-based scenarios due to the complex in-
terplay of semantic content (semantic event) and background
sounds (acoustic event).

environments where background sounds and speech frequently
overlap [7, 40].

To address the challenges in extracting events from real-world
speech data, the models need to meet two key criteria: continual
learning [2] and event disentanglement [17]. Continual learning
enables models to adapt to an evolving data landscape, improving
their ability to recognize new event types while retaining previ-
ously learned information. Disentangling semantic events from
their acoustic environments allows models to handle rare or previ-
ously unseen event combinations effectively.

Current research typically approaches speech-based informa-
tion extraction as an extension of text-based methods [4, 11, 32],
focusing predominantly on end-to-end extraction from a content
perspective. This approach often neglects the unique challenges of
speech data. In response, we propose a new task: Continual Event
Detection from Speech (CEDS). Due to a scarcity of specific datasets,
we suggest utilizing existing text-based and acoustic event detec-
tion datasets to establish a new benchmark for continual learning,
employing methods such as speech overlaying and speech splicing.

To tackle the challenges of continual learning and event disen-
tanglement in speech, we introduce a novel strategy called Double
Mixture. This approach combines a mixture of experts [6, 21, 43]
with automatically assigning a dedicated expert to each task for ac-
cruing new knowledge, and a mixture of memory, which is a simple
yet effective method for replaying speech experiences. The pro-
posed method aims to prevent catastrophic forgetting and improve
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the model’s ability to process complex audio inputs. In summary,
our contributions are as follows:

(1) We are the first to propose the task of continual event detec-
tion from speech, providing new benchmarks and highlight-
ing the significant challenges of catastrophic forgetting and
semantic-acoustic event disentanglement.

(2) We introduce Double Mixture, a method that merges a mix-
ture of experts with a mixture of memory, to enhance per-
formance in complex audio scenarios.

(3) Our extensive experiments confirm the complexity of this
task and demonstrate the state-of-the-art performance of
our proposed method in preventing catastrophic forgetting
and managing complex real-world audios with varying event
combinations.

2 TASK DEFINITION
The continual speech event detection task aims to sequentially learn
and recognize new tasks from a speech stream, and the process can
be formally defined as follows:

Consider a task sequence T = {T1, . . . ,T𝑡 , . . . ,T𝑇 }, where 𝑇
denotes the sequence length. Each task T𝑡 = {D𝑡𝑟𝑎𝑖𝑛

𝑡 ,D𝑣𝑎𝑙
𝑡 ,D𝑡𝑒𝑠𝑡

𝑡 }
in the sequence consists of a supervised learning task including a
training set 𝐷𝑡𝑟𝑎𝑖𝑛

𝑡 , a validation set D𝑣𝑎𝑙
𝑡 and a test set D𝑡𝑒𝑠𝑡

𝑡 . Each
dataset D contains 𝑛 sample pairs D = (𝑥𝑖 , 𝑦𝑖 )𝑛𝑖=1, where 𝑥𝑖 is a
sequence of digital audio signals, and𝑦𝑖 ∈ Y denotes the event type.
The event type can be either a semantic event or a sound event.
Assuming that Y𝑡𝑟𝑎𝑖𝑛

𝑡 represents the set of event types occurring
in D𝑡𝑟𝑎𝑖𝑛

𝑡 , the incremental speech event extraction task requires
that the sets of event types do not intersect with each other during
training, i.e., ∅ =

⋂𝑇
𝑡=1Y𝑡𝑟𝑎𝑖𝑛

𝑡 . However, the set of event types
at the test phase is Y𝑡𝑒𝑠𝑡

𝑇
=

⋃𝑇
𝑡=1Y𝑡𝑒𝑠𝑡

𝑡 , allowing the model to
encounter all previously learned event types throughout the test
phase of the task sequence.

The catastrophic forgetting problem is the degradation of the
model’s performance on the previous task after learning a new
task. The event disengagement problem refers to combining the
knowledge learned in previous tasks and applying it to new tasks.

3 METHOD
Our method employs the encoder-decoder Transformer[27], includ-
ing a speech encoder and a text decoder. Inspired by the Mixed of
Experts model (MoE) [21, 25], we introduce a mixture of speech
expert networks in the decoder to mitigate catastrophic forgetting
in continual learning. Different from the traditional experience re-
play strategy, we save mixed samples of semantic and sound events
in memory to strengthen collaboration between different speech
experts and thereby improve the generalization ability of the model.

3.1 Mixture of Speech Experts
The key issue in continual learning is how to avoid the loss of past
knowledge while the model continues to absorb new knowledge.
MoE models are shown effective in mitigating the issue in the way
that they combine the strength of multiple expert systems to achieve
an in-depth understanding of specific tasks andwork together in the
overall performance [9]. We thus introduce the mixture of speech
experts in our framework where each expert focuses on a single

task in the task stream, while the overall model responds optimally
to new data by dynamically adjusting the weights of each expert,
and maintaining past knowledge during the learning process. As
will be demonstrated in later sections, this method can improve the
generalization ability of the model, i.e., it can use the learned event
knowledge to identify new event combinations.

We design each speech expert as a bottleneck adapter network,
which consists of a down-projection layer𝑊𝑑𝑜𝑤𝑛 for dimensionality
reduction, a nonlinear activation layer 𝜎 (·), and an up-projection
layer𝑊𝑢𝑝 for dimensionality restoration:

𝐸 (H) = H + 𝜎 (H ×𝑊𝑑𝑜𝑤𝑛)𝑊𝑢𝑝 , (1)

where H ∈ R(𝑝×𝑑 ) is the hidden layer representation from the 𝑙-th
layer, where 𝑑 is the dimension of the hidden layer and 𝑝 is the
sequence length.𝑊down ∈ R𝑑×𝑏 and𝑊up ∈ R𝑏×𝑑 are the trainable
parameters of the adapter layer, and 𝑏 is the bottleneck dimension.

The core function of the adapter is to enhance the model’s ability
to process specific features, which is achieved by adding a learnable
transformation to the original input:

𝐴(x) = 𝜎 (𝑊𝑓 × x + 𝑏 𝑓 ) + x, (2)

where 𝐴(x) represents the output of the adapter, x is the input
feature,𝑊𝑓 and 𝑏 𝑓 are the weights and biases of the adapter, and 𝜎
denotes the activation function.

These weights 𝛼𝑖 are usually normalized to ensure that the
weights of all the experts sum to one, thus keeping the size of
the output constant:

𝛼𝑖 =
𝑒𝐺𝑖 (x)∑𝑛
𝑗=1 𝑒

𝐺 𝑗 (x)
, (3)

where𝐺𝑖 (x) is a learned function to compute the importance score
of the 𝑖-th adapter concerning the input 𝑥 , which is then normalized
by a softmax function.

The mixed speech expert system dynamically integrates the
outputs of each adapter through a gating mechanism that allows
the system to adaptively adjust the contribution of each adapter
according to the current input features and contextual demands.
This dynamic integration process can be represented as:

𝑂 (x) =
𝑛∑︁
𝑖=1

𝛼𝑖𝐴𝑖 (x), (4)

where𝑂 (x) is the total output of the system, 𝐴𝑖 (𝑥) is the output of
the 𝑖-th adapter, and 𝛼𝑖 is the dynamic weight determined by the
gating function𝐺 (x), which reflects the importance of the adapters
under the current input.

3.2 Mixture of Memory
Traditional experience replay methods [15, 22] retain a portion of
old task samples and combine them with new task data to form a
training set. We store mixed speech samples containing semantic
events and acoustic events in memory, named mixed memory. We
store these mixed samples in a memory buffer and use them with
new data during model training.

Mathematically, it is assumed that the memory buffer M con-
tains the selected set of samples (𝑥𝑖 , 𝑦𝑖 ), where 𝑥𝑖 is the sample
feature and 𝑦𝑖 is the corresponding label. In the training phase, the
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Figure 2: Framework of the proposed Double Mixture method.

model learns while drawing samples from the memory buffer and
the current task data. The data-centric loss function is:

L𝑑𝑎𝑡𝑎 = 𝜆L𝑡𝑎𝑠𝑘 + (1 − 𝜆)L𝑚𝑒𝑚𝑟𝑜𝑦, (5)

where L𝑡𝑎𝑠𝑘 and L𝑚𝑒𝑚𝑜𝑟𝑦 are the cross-entropy loss, measuring
the difference between the predicted probability distribution over
the vocabulary and the actual distribution (one-hot encoded target)
for instances from the current task data and the mixed memory
respectively. 𝜆 is a parameter used to balance the importance of old
and new knowledge, and the value is 0.5 based on experience.

3.3 Training Strategy
During the training phase, we freeze the parameters of the speech
encoder to preserve its ability to understand speech features and
only fine-tune the parameters of the mixture of speech experts in
the decoding layer.

We compute the loss of the gating network to optimize the gating
mechanism assigned by experts, and the loss function is:

L𝑔𝑎𝑡𝑒 = −
|𝐷 |∑︁
𝑗

𝑡 𝑗 · 𝑙𝑜𝑔
𝑑∑︁
𝑖=0

𝑟𝑖 , (6)

where 𝑡 𝑗 is the gold task id of the 𝑗-th instance, 𝑑 denotes the total
number of decoder blocks, and 𝑟𝑖 denotes the logits generated by
the router.

Consequently, the aggregate training loss is formulated as a
combination of the data-centric loss and the gating loss. The total
loss is:

L𝑡𝑜𝑡𝑎𝑙 = L𝑑𝑎𝑡𝑎 + 𝜂L𝑔𝑎𝑡𝑒 , (7)

where L𝑑𝑎𝑡𝑎 focuses on the model’s performance on the current
training data, L𝑔𝑎𝑡𝑒 ensures that the gating mechanism effectively
integrates the outputs of multiple speech experts, and 𝜂 is hyper-
parameters used to balance out these two components of the loss.

4 EXPERIMENT
4.1 Datasets
We conduct experiments on three benchmark datasets, including the
semantic event datasets Speech-ACE05 and Speech-MAVEN [11],
and the acoustic event dataset ESC-50 [20]. We divide these datasets
into a series of task sequences to satisfy continuous learning sce-
narios. Each task sequence corresponds to an independent speech
event detection task to simulate the process of the model gradually
being exposed to new tasks. The detailed data statistics are shown
in Table 1.

Dataset # Class # Task # Instance # Hours

Speech ACE05 20 7 13984 33.36
Speech MAVEN 26 6 33666 81.28
ESC-50 50 5 2000 2.78

Table 1: Dataset statistics. The event types in the dataset are
two-level, and we assign task categories according to the first-
level labels. For example, “Life” includes “Be-born”, “Die”,
“Injure” and “Marry”.

To evaluate the generalization ability of the model in complex
scenarios, we select the categories with a large number of samples
from the above three speech data sets and then mix semantic events
and acoustic events. Finally, we construct two new data sets, namely
speech splicing (SS) and speech overlaying (SO). Table 2 shows their
details.

4.2 Baselines
We compare our proposed model with the following baselines:
(1) Fine-tuning (FT): We finetuned the Whisper model on several
tasks sequentially. (2) Multi-task Learning (MTL): We finetuned
the Whisper model on several tasks jointly. (3) Experience Replay
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Task Semantic Sound # Instance SS (Avg sec.) SS (Avg sec)

1 conflict nature 2169 9.18 6.16
2 movement nature 1057 4.47 3.01
3 scenario animal 6955 29.42 19.72
4 talk human 4695 19.86 13.34

Table 2: Statistics information of the two combined datasets,
SS and SO are the abbreviations of Speech splicing and Speech
overlay respectively, Avg sec. indicates the average duration
seconds of each audio file.

(ER) [22]: a rehearsal-based method that leverages a data buffer to
store and replay selected experiences from previous tasks. (4) Av-
eraged Gradient Episodic Memory (A-GEM) [3]: a rehearsal-based
method that extends the concept of ER by enforcing inequality con-
straints on the loss function for past experiences. (5) Elastic Weight
Consolidation (EWC) [12] a regularization-based method that adds
regularization on parameters according to their importance to old
tasks. (6) Learning without Forgetting (LwF) [13]: a regularization-
based method that utilizes a dual-model architecture where a frozen
copy of the model acts as a teacher for the current, active model
(student). This configuration allows the student model to learn from
both the new task and the teacher, enriching its learning trajectory
without forsaking prior knowledge. (7) Piggyback (PB) [18]: an
architecture-based method introduces an innovative architectural
adjustment that involves the application of binary masks derived
from learnable weights onto the frozen parameters of a base model.
(8) Learning to Prompt (L2P) [31] employs a collection of learnable
vectors that are dynamically integrated into a pre-trained model.

4.3 Metrics
We calculate the average accuracy and average forgetting rate of
each method over the entire task sequence.
Average Accuracy. To assess the overall performance across all
learned tasks, we calculate incrementally after each newly intro-
duced task:

𝐴𝑣𝑔 𝐴𝐶𝐶 =
1
𝑇

𝑇∑︁
𝑖=1

𝑅𝑇,𝑖 , (8)

where 𝑅𝑇,𝑖 represents the performance metric on the 𝑖-th task after
training on the 𝑇 -th task.
Forgetting Rate. We quantify the average loss in performance on
earlier tasks, denoted as Forgetting Rate:

𝐴𝑣𝑔 𝐹𝑜𝑟𝑔𝑒𝑡𝑡𝑖𝑛𝑔 =
1
𝑇

𝑇∑︁
𝑖=1

𝑅𝑖,𝑖 − 𝑅𝑇,𝑖 , (9)

where 𝐹𝑜𝑟𝑔𝑒𝑡𝑡𝑖𝑛𝑔 spans the range (−∞, +∞), with positive values
indicating forgetting on the prior tasks, and negative ones suggest-
ing performance improvement.

4.4 Implementation Details
We train the models for 10 epochs per task using AdamW [16] with
an initial learning rate of 0.0001, and we use a batch size is 16. After
each epoch, the learning rate is reduced by 20% if no validation
performance improvement is observed. We clip the gradient L2
norm to 5 to enhance stability.We also freezeWhisper’s encoder and

enable automatic mixed-precision to reduce memory consumption
and speed up training. We use whisper-base1 as the backbone and
apply greedy decoding at inference. We retain 10% of the data from
each previous task, about 20 to 100 samples. The combination of
speech in memory is different from the test set. The gating loss
coefficient is set to 0.1.

5 RESULTS AND ANALYSIS
5.1 Main Results
5.1.1 Comparison of Continual Learning Methods. Table 3 reports
the average ACC and average Forgetting metrics at the end of
the curriculum for different methods, and we observe that: (1) our
method achieves the best performance, with the proposed method
achieving 51.72% accuracy on the Speech ACE05, compared to
45.89% for the replay-based ER method and only 30.97% for the
regularization-based EWC method. This result emphasizes the ad-
vantages of the proposed method in balancing new knowledge
learning with old knowledge retention. (2) The advantages shown
by the replay-based methods (ER and A-GEM) may stem from their
ability to directly utilize historical data for retraining, where ER
achieves 45.89% on the Speech ACE05 dataset, which is significantly
higher than that of the EWC (30.97%) and LwF (24.56%). This reveals
the effectiveness of the replaymechanism in promotingmodel mem-
ory retention. (3) Regularization-based methods perform poorly in
the experiments, e.g., the accuracy of EWC is only 30.97%. This may
be because while regularization constraints can help the model re-
tain old knowledge, they may also limit the model’s learning of new
tasks, especially when faced with new tasks that differ significantly
from previous tasks. (4) Dynamic architecture methods (e.g., PB and
L2P) provide the ability to dynamically adjust the model structure
but still fall short in terms of forgetting rate, e.g., the forgetting
rate of PB on Speech ACE05 is 59.89%, which is higher than that of
the proposed method, which is 34.33%. This implies that although
the dynamic architecture can introduce new network structures for
new tasks, there are still challenges in long-term memory retention.

5.1.2 Comparison of Backbone Model. We compare the perfor-
mance of some baseline methods using Whisper and WavLM as
backbone models. Note that WavLM is an Encoder-only architec-
ture, and we concatenate an LSTM as a text decoder after its speech
Encoder. As shown in Table 5, we observe that Whisper performs
better than WavLM in all three methods. Moreover, WavLM cannot
identify acoustic events in the ESC-50 dataset. Therefore, we use
Whisper in subsequent experiments.

5.1.3 Exploration of Event Disentanglement. We further evaluate
the event disentanglement ability of the proposed method, and the
experimental results are summarized in Table 4. We find that (1)
On the SS dataset, the proposed method performs better in terms of
average accuracy compared to the FT method and the ablation vari-
ants and similarly shows the same trend on the SO dataset. (2) The
ablation experiments show that removing either the expert group or
the memory mechanism leads to performance degradation, which
confirms the importance of these two components in our method.
(3) From the results, it can be observed that the average accuracy of
Speech splicing is generally higher than that of Speech overlaying,
1https://huggingface.co/openai/whisper-base

https://huggingface.co/openai/whisper-base
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Method Speech ACE05 Speech MAVEN ESC-50
Avg ACC↑ Avg Forgetting↓ Avg ACC↑ Avg Forgetting↓ Avg ACC↑ Avg Forgetting↓

FT 31.10 76.59 31.28 91.24 38.98 85.62

ER 45.89 37.42 62.44 34.77 64.96 22.29

A-GEM 38.23 76.59 53.36 63.52 57.34 60.34

EWC 30.97 85.43 37.30 85.20 42.34 80.81

LwF 24.56 69.60 45.68 68.18 46.97 54.22

PB 21.15 59.89 37.36 78.67 37.73 66.58

L2P 42.91 61.60 53.15 46.46 51.97 38.99

Double Mixture 51.72 34.33 65.53 24.32 73.12 21.30

MTL 60.1 - 66.1 - 84.5 -

Table 3: Main results on three benchmarks. All the results come from our implemented models. The numbers in the table are
the average results at the end of a task flow. For each dataset, we mark the best representation in bold. Our method consistently
outperforms other continual learning baselines on the three datasets.

Speech splicing

Task T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 Avg ACC↑ Avg Forgetting↓
FT 86.00 44.75 32.53 19.90 22.34 16.4 20.31 17.78 15.8 14.22 12.93 27.63 68.30

Double Mixture 87.00 82.75 49.73 22.90 15.74 18.13 14.55 21.77 24.91 30.71 35.04 36.57 58.89

w/o Experts 86.00 77.00 45.80 20.70 17.26 15.78 14.71 20.65 22.25 27.27 30.96 34.40 66.13

w/o Memory 86.00 81.75 40.20 21.12 17.93 13.73 14.37 20.85 21.5 26.74 29.98 34.02 66.47

Speech overlay

Task T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 Avg ACC↑ Avg Forgetting↓
FT 83.00 44.75 32.53 19.90 22.34 16.4 20.31 17.78 15.8 14.22 12.93 27.63 71.01

Double Mixture 87.00 62.50 43.60 20.46 16.00 15.57 14.40 19.04 20.13 25.48 29.05 31.75 61.09

w/o Experts 85.00 47.25 27.60 21.01 16.76 15.86 14.45 18.04 17.16 19.93 21.55 27.39 68.71

w/o Memory 85.00 47.00 41.00 19.91 16.76 15.97 13.44 16.19 15.9 18.69 20.38 28.20 68.30

Table 4: Performance on incremental tasks in Speech splicing and Speech overlay datasets. T1-T7 are tasks in which single
semantic and acoustic events are randomly ordered, and T8-T11 are tasks in which two types of events are combined in speech.
The latter four tasks are used to evaluate the generalization ability of the model, and their instances are not included in the
training set. Given that other continual learning baseline methods can only predict single events and cannot identify combined
events, they are not recorded in the table.

Backbone Whisper-base WavLM-base

FT 31.10 21.03
ER 45.89 28.3
EWC 30.97 20.72

Double Mixture 51.72 –
MTL 60.1 39.6

Table 5: Average accuracy (%) on Speech ACE05. Note that
WavLM, being an encoder-only architecture, cannot imple-
ment our method as it requires a decoder.

which may be because the superimposed speech samples have more
interference in the acoustic signal, which increases the difficulty
of the model in recognizing and distinguishing different events.

In addition, the interweaving of acoustic elements in the overlay
samples may lead to more information loss, whereas the spliced
examples maintain more information about the context of the event,
providing a clearer basis for the model to make judgments.

5.2 Ablation Studies
5.2.1 Importance of Each Component. As can be seen in Figure 3,
the accuracy of model recognition events decreases when speech
experts are removed; this leads to a loss of about 21% in Speech
ACE05, 25% in Speech MAVEN, and 32% in ESC-50. Similar findings
are seen throughout the examined datasets, indicating that the
model’s performance is significantly harmed by memory reduction.
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5.2.2 Impact of Task Order. We investigate the impact of task or-
dering with our method on the ESC-50 datasets(See Table 6 and 7)
and Speech MAVEN (See Table 8 and 9). Results show that different
task orders resulted in differences in overall accuracy. For example,
sequence #2 has an average accuracy of 73.06%, but sequence #4
yields an accuracy of 69% (in ESC-50). This demonstrates that even
small adjustments to task order can affect model generalization and
the ability to apply learned knowledge. However, our method still
outperforms other baseline methods at the worst performance level.
Similar observations can be found in the Speech MAVEN dataset.

Order Task Sequence

#1 𝑎𝑛𝑖𝑚𝑎𝑙 → 𝑑𝑜𝑚𝑒𝑠𝑡𝑖𝑐 → ℎ𝑢𝑚𝑎𝑛 → 𝑛𝑎𝑡𝑢𝑟𝑒 → 𝑢𝑟𝑏𝑎𝑛

#2 𝑑𝑜𝑚𝑒𝑠𝑡𝑖𝑐 → 𝑛𝑎𝑡𝑢𝑟𝑒 → ℎ𝑢𝑚𝑎𝑛 → 𝑢𝑟𝑏𝑎𝑛 → 𝑎𝑛𝑖𝑚𝑎𝑙

#3 𝑑𝑜𝑚𝑒𝑠𝑡𝑖𝑐 → 𝑢𝑟𝑏𝑎𝑛 → 𝑛𝑎𝑡𝑢𝑟𝑒 → 𝑎𝑛𝑖𝑚𝑎𝑙 → ℎ𝑢𝑚𝑎𝑛

#4 𝑎𝑛𝑖𝑚𝑎𝑙 → 𝑢𝑟𝑏𝑎𝑛 → 𝑛𝑎𝑡𝑢𝑟𝑒 → ℎ𝑢𝑚𝑎𝑛 → 𝑑𝑜𝑚𝑒𝑠𝑡𝑖𝑐

#5 𝑑𝑜𝑚𝑒𝑠𝑡𝑖𝑐 → 𝑢𝑟𝑏𝑎𝑛 → 𝑎𝑛𝑖𝑚𝑎𝑙 → ℎ𝑢𝑚𝑎𝑛 → 𝑛𝑎𝑡𝑢𝑟𝑒

Table 6: Random different task sequences on ESC-50.

Order T1 T2 T3 T4 T5 Avg

#1 81.00 76.85 67.87 69.38 66.52 72.32
#2 85.00 70.00 72.10 69.40 68.82 73.06
#3 85.00 71.25 62.00 69.47 67.50 71.04
#4 81.00 72.60 68.27 64.12 59.02 69.00
#5 85.00 71.25 62.90 64.93 64.94 69.80

Table 7: Average accuracy (%) on incremental tasks in ESC-50.

Order Task Sequence

#1 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 → 𝑎𝑐𝑡𝑖𝑜𝑛 → 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜 →𝑚𝑜𝑣𝑒 → 𝑙𝑖 𝑓 𝑒 → 𝑡𝑎𝑙𝑘

#2 𝑎𝑐𝑡𝑖𝑜𝑛 → 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 →𝑚𝑜𝑣𝑒 → 𝑙𝑖 𝑓 𝑒 → 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜 → 𝑡𝑎𝑙𝑘

#3 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜 → 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 → 𝑎𝑐𝑡𝑖𝑜𝑛 →𝑚𝑜𝑣𝑒 → 𝑙𝑖 𝑓 𝑒 → 𝑡𝑎𝑙𝑘

#4 𝑚𝑜𝑣𝑒 → 𝑡𝑎𝑙𝑘 → 𝑎𝑐𝑡𝑖𝑜𝑛 → 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 → 𝑙𝑖 𝑓 𝑒 → 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜

Table 8: Random different task sequences on SpeechMAVEN.

Order T1 T2 T3 T4 T5 T6 Avg

#1 86.00 74.40 64.00 57.10 52.46 51.67 64.27
#2 76.00 72.35 61.90 56.50 54.52 53.23 62.42
#3 82.00 69.20 65.10 55.78 53.18 52.87 63.02
#4 79.00 70.35 62.33 61.65 55.34 50.97 63.27

Table 9: Average accuracy (%) on incremental tasks in Speech
MAVEN.

6 RELATEDWORK
6.1 Event Detection
Event Detection has been studied mostly focused on textual data,
involving feature-based models [37] and deep learning models [30,
34, 39]. Recent work investigates the disparities between extract-
ing events from text and speech, introducing an end-to-end ap-
proach for speech event extraction [11]. Conventional acoustic
event detection methods [1, 19, 36] are typically characterized by a

Figure 3: Ablation study on three datasets, the horizontal axis
represents different data sets, and the vertical axis represents
the average accuracy of the entire task sequence.

three-fold approach: (1) leveraging convolutional neural networks
to extract acoustic features either from spectrogram representa-
tions or directly from audio waveforms; (2) employing recurrent
neural networks or Transformers alongside a mean or max pooling
mechanism to delineate temporal relationships among frame-level
features; and (3) calculating the Connectionist Temporal Classifica-
tion objective function.

6.2 Continual Learning
Existing continual learning algorithms [29, 33, 42] can be catego-
rized into three main groups: (1) Rehearsal-based methods [3, 15, 22]
involve either storing a small subset of training samples from pre-
vious tasks in memory or employing a data generator to produce
pseudo samples of past tasks. When learning a new task, both
retained and generated samples, along with new task data, are
utilized for training. (2) Regularization-based methods [12, 13] ap-
ply penalties or regularization to discourage changes to important
parameters acquired from previous tasks when learning a new
task. (3) Architecture-based methods [18, 23, 31] allocate distinct
parameters to different tasks to prevent interference with previ-
ously learned parameters, necessitating task identification during
both training and testing. While these techniques mainly originate
from computer vision [5] and are widely used in natural language
processing [14, 32, 41], there is a noticeable research gap on con-
tinual speech learning, with that limited studies [8, 24, 26, 38] have
explored continual learning for monolingual and multilingual ASR
tasks.

7 CONCLUSION
This paper introduces a new task designed to continually extract
both semantic and acoustic events from speech, focusing on over-
coming catastrophic forgetting and improving event disentangle-
ment. We propose a novel approach called "Double Mixture," em-
ploying a combination of Mixture of Experts and Mixture of Mem-
ory mechanisms. This strategy effectively mitigates catastrophic
forgetting and enhances the model’s ability to generalize across
different types of events, outperforming existing continual learning
benchmarks in terms of accuracy and forgetting metrics. Future
work will explore applying this approach to broader speech pro-
cessing and understanding tasks.
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