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ABSTRACT

For many recommender systems the primary data source is a histor-
ical record of user clicks. The associated click matrix which is often
very sparse, however, as the number of users × products can be far
larger than the number of clicks, and such sparsity is accentuated
in cold-start settings. The sparsity of the click matrix is the reason
matrix factorization and autoencoders techniques remain highly
competitive across collaborative filtering datasets. In this work,
we propose a simple approach to address cold-start recommen-
dations by leveraging content metadata, Metadata Alignment for
cold-start Recommendation (MARec). we show that this approach
can readily augment existing matrix factorization and autoencoder
approaches, enabling a smooth transition to top performing algo-
rithms in warmer set-ups. Our experimental results indicate three
separate contributions: first, we show that our proposed framework
largely beats SOTA results on 4 cold-start datasets with different
sparsity and scale characteristics, with gains ranging from +8.4% to
+53.8% on reported ranking metrics; second, we provide an ablation
study on the utility of semantic features, and proves the additional
gain obtained by leveraging such features ranges between +46.8%
and +105.5%; and third, our approach is by construction highly com-
petitive in warm set-ups, and we propose a closed-form solution
outperformed by SOTA results by only 0.8% on average.
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1 INTRODUCTION

Recommender systems have been a hot topic of interest in the re-
search community, even more so since we interact with large-scale
recommender systems in our daily lives. Significant effort has been
dedicated to surpass the performance of state-of-the-art methods
on public datasets, focusing on learning the best representation
of the sparse user-item interaction matrix. Less interest has been
vested on solving the different yet practical problem of cold-start
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recommendation which consists of providing relevant recommen-
dations for new users and items as soon as they appear on the
platform.

Cold-start is a significant challenge for recommender systems
as traditional collaborative filtering techniques rely heavily on past
user interactions which are not available for new users or items. As
a result, existing systems that are optimized for warm (previously
seen) users may generalize poorly, if at all, to the cold-start scenario.
As recommender systems constantly experience flurry of new items
and users, high quality cold-start recommendations are essential
for a great user experience and long-term engagement. It is im-
portant to highlight that the cold-start scenario extends beyond
just looking at the ranking performance on new items (or users);
relevant recommendations are required for the mixed scenarios as
well i.e. with a blend of warm and cold items (users) with varying
amount of historical data.

Amongst early works on cold-start recommendation modeling
figure the works of [14, 29] which respectively map metadata fea-
tures to Matrix factorization latent factors, and leverage item meta-
data reconstruction for regularization. More recent techniques for
cold-start modeling include meta learning to combine user his-
tory with item representation [42], Variational AutoEncoders [47],
and the novel idea of content-aware hashing [48]. However, while
current approaches for cold-start modeling demonstrate good per-
formance in cold-start scenarios, their effectiveness tends to decline
significantly when applied to warm-start settings. In an industrial
setup, managing separate models for cold-start and warm-start
proves cumbersome. This not only adds to the overhead of main-
taining multiple models in production but also poses a challenge to
ensure a consistent and high-quality pool of recommendations for
users when they transition between the cold and warm regime. In
this paper, we present MARec (Metadata Alignment for cold-start
Recommendation), a new approach that excels beyond current
methods in cold-start recommendation all the while being com-
petitive with state-of-the-art (SOTA) techniques for warm-start
recommendation.

Our approach builds upon the existing body of literature in
particular the hybrid approaches of merging content-based and col-
laborative filtering techniques [21, 23] as well as the recent works
on retrieval-augmented systems [7]. However, our core contribu-
tion is a novel yet simple idea of aligning item-item similarities
estimated from user clicks and from the item metadata features
via a regularization term that pushes the cold-start items onto the
same similarity space. In this way, we leverage SOTA models for
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warm-start recommendation to learn an alignment of the feature-
based similarities to the user-item interaction similarities and learn
a high-performing cold-start recommender.

1.1 Contributions

To the best of our knowledge, the alignment framework we propose
differs from the existing body of literature, as it can augment any
top performing Matrix Factorization and (variational) autoencoders
approaches, it makes the most of any additional metadata features
we can leverage across modalities (image, categorical, textual), and
yet it achieves impressive results despite its simplicity. We present
the following contributions:

(1) We present a novel algorithm (MARec) for cold-start rec-
ommendation that achieves state-of-the-art performance on
several benchmarking datasets. Our algorithm combines em-
beddings learned from item and customer metadata with the
user-item click matrix and gives closed-form update equa-
tions.

(2) We show that MARec beats SOTA techniques on four cold-
start benchmarking datasets with different sparsity and scale
characteristics, with gain ranging from +8.4% to +53.8% on
standard ranking metrics. MARec achieves this performance
while being orders of magnitude faster, in terms of training
time, compared to the best performing baseline.

(3) We provide a study on the utility of Large Language Models
(LLMs) embeddings and demonstrate that the additional gain
obtained by leveraging semantic features ranges between
+46.8% and +105.5%.

(4) Finally, MARec enables a transition to near-SOTA perfor-
mance in warm set-ups, and we introduce a closed-form
solution outperformed by SOTA results on warm datasets
by only 0.8% on an average.

2 RELATEDWORKS

The historical way to perform collaborative filtering with click
datasets is via neighbourhood methods which consists of com-
puting similarities across items or users, where the similarity is
evaluated as a dot product based on click behaviour, and possibly
item and user metadata [17]. The Netflix competition and subse-
quent research works on available public datasets have shown that
SLIM [28] and matrix factorization techniques tend to outperform
neighbourhood methods [22, 40]. A push for neural approximations
of matrix factorization took place [10, 16], with the later concluding
that the proposed MLP architectures fail to learn a better nonlin-
ear variant of the dot product and are outperformed by careful
implementations of matrix factorization [11, 35, 36].

More recently, some neural approaches have obtained SOTA
results. The variational autoencoder approach [24] is amongst the
most competitive neural approaches but the least squares approxi-
mation of SLIM, i.e., a linear autoencoder with projections to ensure
the zero diagonal constraint (EASE) [38, 40], still beat it on 2 out
3 public datasets. It was shown in [20] that augmenting the VAE
approach with flexible priors and gating mechanisms led to SOTA
performance. The VAE approach was also refined and ensembled
with a neural EASE to achieve SOTA [41] on MovieLens20M and
Netflix. Differently to the autoencoders family of models, sequential

models have also achieved SOTA results on the less sparse Movie-
Lens1M dataset with the SAS-Rec transformer architecture [18]
and its SSE-PT improvement [45] which allows for personalization
through the utilisation of stochastic shared embeddings [46]. The
success of Deep Cross Networks on learning to rank tasks [32] also
showed the importance of explicitly encoding the dot product in
the network architecture.

Comparatively, less research has been done on the benefits of
incorporating metadata information and on the usefulness of the
SOTA collaborative filtering algorithms for cold-start recommen-
dations [42]. An early effort to incorporate item metadata into
the SLIM family of models was the one of [29], where it is shown
that adding a regularization term encoding the feature information
matrix could help achieve gain on some datasets. Early methods
addressed this fusion problem by proposing hybrid models merg-
ing neighborhood and collaborative filtering methods [21, 23, 31].
A meta learning algorithm deployed in a production system was
proposed in [42] to combine user history representation with item
representation. Another recent work [44] relies on maximizing the
mutual information between user-item collaborative embeddings
and it is shown that the presented technique beats a number of
previous approaches [15], [13]. The variational framework of [24]
is adapted in [47] for addressing cold-start in particular to obtain
reasonable priors so that to IDs with the similar attributes can nat-
urally cluster together in the latent embedding space. In [48], a
content-aware hashing approach named Discrete Deep Learning
(DDL), which first relies on building an user-item preference model
based on hash codes, is proposed to alleviate data sparsity and
cold-start item problem. A hybrid model is proposed in [6] where
a neural model is trained to learn feature embeddings and item
similarities from the similarities pre-learned from a collaborative
filtering model, e.g. SLIM, and it is shown that the approach largely
beats the baselines on 4 public datasets.

Ensembling complementary models remains a possibility for
boosting cold-start recommendations, e.g., the winning solution
of the 2018 ACM challenge on a cold-start music recommenda-
tion dataset was the score ensembling of a content-aware deep
cross network and a gradient boosted decision tree [5]. It is also
worth mentioning retrieval-augmented models outside of the rec-
ommender systems domain, e.g. in [19] where they achieved SOTA
on Wikitext-103 by linearly interpolating a pre-trained LLM with a
k-nearest neighbors model, in [7] where they use a chunked cross-
attention mechanism to condition the training of the language
model to encoded neighbours, and in [25] where a retrieval module
to return the top-k text descriptions associated to the image helps
achieves SOTA results for visual long tail classification.

3 COLD-START RECOMMENDATION

Let U and I denote the set of users and items respectively. We
assume that the data is available as a sparse matrix X ∈ R |U |× |I |

where𝑋𝑖 𝑗 denotes the interaction (click, rating) between user 𝑖 ∈ U
and item 𝑗 ∈ I. A value of 1 in𝑋𝑖 𝑗 indicates that the user interacted
with the item while a value of 0 implies that no interaction has been
observed. We use the shorthand notation Xi. and X.j to denote the
𝑖th row and 𝑗 th column of X. Similarly, we use 𝑥𝑖 to denote the 𝑖th
element of a vector 𝑥 .
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For each item,we have access to a list of𝑁 attributes representing
metadata associated with each item such as item name, description,
brand, etc. We assume that the 𝑘th attribute across all items has
a compact feature representation F(k) ∈ R | I |×𝑛𝑘 where 𝑛𝑘 is the
dimension of the feature space. The feature representation may be
obtained via one-hot encoding of categorical attributes, e.g., brand,
or embedding of text attributes, e.g., item description. Finally, F ∈
R | I |×𝐾 represents the feature vector of items with 𝐾 =

∑𝑁
𝑘=1 𝑛𝑘 .

3.1 MARec

MARec consists of three components: 1) a backbone model 𝑓 B
which is an encoder-decoder network that learns a low-dimensional
representation of the interaction data X and its reconstruction, 2)
an embedding model 𝑓 E that encodes a dense representation of
the item metadata and 3) an alignment model 𝑓 A that aligns the
metadata representation with the click history. This aligned rep-
resentation can then be fused with the backbone model to recon-
struct the click history. The backbone model 𝑓 B : R |U |× |I | →
R |U |× |I | can be chosen among the well-performing collaborative
filtering algorithms of matrix factorization and autoencoder fami-
lies, e.g., [20, 38]. Below we describe each component in detail.

𝑓!"

Feature metadata 𝐅

𝑓#$

Click history 𝐗𝐢. 

Encode

Retrieve 
and Align

Encode 
and 
Decode

Fuse

𝑓%&

Find best	𝜃, 𝜁, 𝜙 to reproduce click history 𝐗𝐢., ∀𝑖

Figure 1: Simplified architecture of MARec. The embedding

model 𝑓 E
𝜙

embeds each item metadata in a joint embedding

space, and the alignment function 𝑓 A
𝜁

retrieves and align

the similar items to the similarity space provided by the

backbone model 𝑓 B
𝜃
. The architecture is trained with a recon-

struction loss on the click history.

The embedding model 𝑓 E : R |𝐹 |× |I | → R |𝐸 |× |I | learns a dense
representation of item metadata so that items with similar inter-
action pattern are mapped closer in the embedding space. The
alignment model 𝑓 A : R |U |× |I | ×R |𝐸 |× |I | → R |U |× |I | is respon-
sible for aligning interaction data with the item-item similarity
estimated via the embedding model 𝑓 E. Figure 1 presents the high-
level overview of MARec.

The model is learned by minimizing a weighted combination of
the backbone model loss and the alignment loss:

min
𝜃,𝜙,𝜁

𝐿

(
X, 𝑓 B

𝜃
(X)

)
+ 𝛾 · 𝐿

(
𝑓 B
𝜃
(X), 𝑓 A

𝜁

(
X, 𝑓 E

𝜙
(F)

))
(1)

where 𝛾 > 0 is a hyper-parameter that balances the two loss terms
and 𝜃, 𝜙, 𝜁 are the model parameters of individual components of
MARec. Note that 𝐿 can be any loss function e.g. 𝐿2, cross entropy,
cosine, multinomial likelihood etc possibly augmented with regu-
larization terms and constraints, as in the case of autoencoders to
prevent overfitting [39]. While the first term of the loss function is
the familiar one leveraged in matrix factorization and autoencoder
techniques, the second term can be understood as a regularization
to push the collaborative filtering similarities towards the learned
metadata embeddings. This is particularly beneficial for cold-start
items as they are under-represented in the interaction data. It is to
be noted that MARec modifies only the training objective by adding
a regularization term. Once trained, the backbone model can be
used for inference as usual. MARec can be seen as a generalization
of the merging of collaborative and content-based filtering tech-
niques and admits a closed-form solution with appropriate choice
of the components.

3.2 Embedding Model

The embedding model can be either the identity function 𝑓 𝐸 = I,
keeping the encoded metadata features F as they are, or a Siamese
network [8] trained on the processed click data X which aims at
learning joint metadata embeddings. We follow a similar process
to [27] to train the Siamese network. For each item 𝐼 𝑗 ∈ I, we select
𝑘 items with the highest cosine similarity X.j𝑇X and assign them
a label of one. Similarly, we sample 𝑘 items with cosine similarity
of 0 and label them as zero. This gives us a dataset of similar and
dissimilar pairs of the form

(
F.j, 𝑆+𝑗 , 𝑆

−
𝑗

)
where 𝑆+

𝑗
is the set of

positive pairs and 𝑆−
𝑗
is the set of negative pairs. We then train the

network by minimizing the contrastive loss [43]:∑︁
𝑗

∑︁
𝑘+∈𝑆+

𝑗

− log
exp (𝑧𝑇

𝑘+
· 𝑧 𝑗/𝜏)

exp (𝑧𝑇
𝑘+

· 𝑧𝑇
𝑗
/𝜏) +∑

𝑘−∈𝑆−
𝑗
exp (𝑧𝑇

𝑘−
· 𝑧𝑇
𝑗
/𝜏)

 (2)

where 𝑧 𝑗 = 𝑓 E (F.j), 𝑧 𝑗+ = 𝑓 E (F.j+ ), 𝑧 𝑗− = 𝑓 E (F.j− ) are the latent
representations learned by the embedding model and 𝜏 > 0 is a
temperature hyper-parameter. The embedding layer presents the
benefit of directly optimizing for the (dis)similarities of items which
in turn is leveraged by the alignment model.

3.3 Alignment Model

The alignment layer is a critical component of MARec with the
objective of aligning the observed click matrix X with an item-item
similarity measure defined over the metadata embeddings encoded
by the embedding layer 𝑓 E. The item-item similarity can be captured
via a smoothed cosine transform [11] 𝑔 : R | I |× |𝐸 | → R | I |× |I | ,

𝑔

(
𝑓 E (F)

)
= G, 𝐺𝑖 𝑗 =

𝑧𝑇
𝑖
· 𝑧 𝑗

∥𝑧𝑖 ∥ · ∥𝑧 𝑗 ∥ + 𝛿
, 𝑖, 𝑗 ∈ I (3)

where 𝛿 > 0 is a smoothing term used to lower the similarity be-
tween items with only few interactions [11]. When the embedding
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model is the identity function, the smoothed cosine transform sim-
ply computes similarities by taking the complete feature vector F as
input, and this is known as itemKNN [12]. However, it is expected
that some attributes in the metadata are more predictive of item
similarity than others. Hence an alternative is to compute embed-
ding of each attribute F(k) separately, and then weigh attribute
representations at a later stage. More specifically, starting from the
encoded representation of the kth attributes, 𝑧 (𝑘 )

𝑗
= 𝑓 E (𝐹 (𝑘 )

. 𝑗
), we

define item-item similarity based on the kth attribute as

𝐺
(𝑘 )
𝑖 𝑗

=
𝑧
(𝑘 )
𝑖

· 𝑧 (𝑘 )
𝑗

∥𝑧 (𝑘 )
𝑖

∥ · ∥𝑧 (𝑘 )
𝑗

∥ + 𝛿
, 𝑖, 𝑗 ∈ I . (4)

This leads to 𝑁 similarity matrices which are mixed via a quadratic
form:

𝑔

(
𝑓 E (F)

)
=
∑︁
𝑘<𝑙

(
𝜇𝑘 · G(k) + 𝜇𝑘𝑙 · G(k) · G(l)

)
, (5)

where the scalar coefficients 𝜇𝑘 ≥ 0 and 𝜇𝑘𝑙 ≥ 0 are model param-
eters that learn importance of first and second order similarities
across the feature subspaces. Finally, we define the alignment func-
tion as,

𝑓 A
(
X, 𝑓 E (F)

)
= 𝛼 · X · 𝑔

(
𝑓 E (F)

)
· DR (6)

where 𝛼 ∈ R∗+ is a scaling coefficient, DR = [𝑑 𝑗 ] 𝑗∈[ |I | ] ∈ R
| I |× |I |
+

is a regularizing diagonal matrix that weights the importance of the
metadata embeddings as a function of the number of clicks per item.
The entries in DR are set as 𝑑 𝑗 = ℎ

(∑
𝑗 X.j

)
, with ℎ : N → R+, a

non-negative monotone decreasing linear or exponential function.
Note that a monotone decreasing function is used to mitigate the
popularity bias problem [50], thereby giving more importance to
cold-start items during model training. The significance of popu-
lar items is nevertheless captured in the backbone model that we
describe next.

3.4 Backbone Model

Our framework supports any model of the autoencoder and matrix
factorization families as we aim to align the item embeddings with
the learned similarities from the click matrix itself. We consider 3
competitive baselines in this work, the multi-VAE model of [24], a
collective version of the EASE model [29, 38], and a modified SLIM
model that we introduce.

Variational autoencoders. For each user 𝑖 ∈ U, the model samples
a K-dimensional latent representation 𝜉𝑖 from a standard Gaussian
prior. The latent representation 𝜉𝑖 is then passed to a multilayer
perceptron 𝑓𝜃 (𝜉𝑖 ) to produce a probability distribution over the set
of items 𝜋 (𝜉𝑖 ) from which the click history Xi. is assumed to have
been drawn. For each user 𝑖 , we then adapt the multinomial log-
likelihood to be maximized and the global objective of equation (1)
can be modified to:

min
𝜃

− log𝑝𝜃 (𝑥𝑖 |𝜉𝑖 ) =
∑︁
𝑗∈I

−𝑋𝑖 𝑗 log(𝜋 (𝜉𝑖 )) − 𝑏 𝑗 log(𝜋 (𝜉𝑖 )),

b = 𝑓 A
(
Xi., 𝑓

E (F)
)
.

(7)

To learn the parameters 𝜃 of the generative model, we need to ap-
proximate the intractable posterior distribution 𝑝 (𝜉𝑖 |𝑋𝑖 .) and may

use variational inference as in [20, 24, 47]. We note that the second
term added to the objective takes care of both the alignment and
fusion by adapting the learned probability distribution over items
to the metadata-based estimates. Here, the multi-VAE model of [24]
was considered but we can readily consider its recent enhance-
ments, H+Vamp [20] and VASP [41], which now occupy the first 2
slots of the MovieLens20M and Netflix leaderboards.

EASE. We adapt the EASE model [38] to our global objective of
equation (1) which becomes:

min
Θ

∥X − XΘ∥2𝐹 + 𝜆1∥Θ∥2𝐹 + ∥XΘDR − 𝑓 A
(
X, 𝑓 E (F)

)
∥2𝐹

s.t. diag(Θ) = 0,
(8)

with Θ ∈ R | I |× |I | and 𝛽 ∈ R a scalar coefficient. Note that we
may add the collective term 𝜆0∥F − FΘ∥2

𝐹
to the objective function

as in [29]. This optimization policy admits a closed formed solution
via the use of a Lagrangian multiplier heuristics that sets diag(Θ)
to zero [38] and the solution is written:

P =

(
XTX + 𝜆0FTF + 𝜆1I + XT 𝑓 A

(
X, 𝑓 E (F)

))−1
,

Θ̃ = P
(
XTX + 𝜆0FTF + XT 𝑓 A

(
X, 𝑓 E (F)

))
,

Θ = Θ̃ − P
diag(Θ̃)
diag(P) .

(9)

Modified SLIM. We do observe that the least squares framework
of [38] could be further improved for two reasons: first, by giv-
ing less weight to negative samples, as we observe that matrix
factorization results in [35] were boosted by a simple negative sub-
sampling strategy; second, by relaxing the projection heuristics
used to enforce the diag(Θ) = 0 constraint. We can then write a
constraint-free optimisation policy and the backbone model loss of
equation (1) becomes:

min
Θ

∑︁
𝑖

∥Wi
1
2 (X.i − XΘ.i)∥2𝐹 + 𝜆1∥Θ.i∥2𝐹 + 𝛾1 |Θ𝑖𝑖 |2, (10)

where Wi ∈ R |U |× |U | , 𝑖 ∈ I, are the diagonal matrices of the
weights𝑤0 and𝑤1 for positive and negative samples, and𝛾1

∑
𝑖 |Θ𝑖𝑖 |2

is the new regularization term that relaxes the constraint diag(Θ) =
0 but serves the same goal of penalising the trivial Θ = I solution.
The closed-form solution to the global objective of equation (1) is
now written, ∀𝑖 ∈ I:

Θ.i =
(
XTWiX + XTWiB + 𝜆1I + Γ(i)

)−1 (
XTWiX.i + XTWiB.i

)
,

B =𝑓 A
(
X, 𝑓 E (F)

)
,

(11)

with Γ(i) the diagonal matrix made of zeros except at position 𝑖
where Γ (𝑖 )

𝑖𝑖
= 𝛾1, and B.i the 𝑖th column of the alignment matrix.

4 EXPERIMENTS

We leverage cold and warm dataset splits used in previous works
where SOTA results were reported, for reproducibility reasons.
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4.1 Datasets

Cold splits. Experimental evaluation of MARec requires datasets
with varying sparsity level, and where item metadata can be lever-
aged for cold-start recommendations. We select popular dataset
splits, as shown in Table 1, explored in the cold-start recommenda-
tion literature [6, 44].

# users # items # item features Interactions (%)

Amazon Video Games [6] 33858 12463 5 0.06
Netflix [3] [6] 469986 9503 6 1.19

MovieLens10M [2] 55485 5986 5 1.34
MovieLens Hetrec [6] 2107 6234 6 3.10

Table 1: Characteristics of cold-start data splits used in our

experiments ordered by sparsity level.

The dataset splits were generated to reproduce a cold-start item
scenario as per the procedure described in the initial work of [37].
For the Amazon Video Games and MovieLens Hetrec datasets, we
leverage the publicly available splits1 of [6], for which 60% of items
are kept for training, 20% for validation and 20% for test. Models
are trained on the training set with hyper-parameter optimization
achieved on the validation set. The metrics are averaged over 10
different random splits of train, validation and test sets. For the
MovieLens10M and the Netflix datasets, 20% of cold-start items are
sampled and they are split into the cold validation and test sets.
Then we proceed with a random 80%, 10%, 10% split on the rest of
the click matrix to get the train, warm validation and test sets.

The hybrid validation and test sets are obtained after combining
the cold andwarm validation and test sets. Regarding itemmetadata,
we take the same set of attributes used in [6, 44]. For Amazon Video
Games, we use title name, description, feature description, brand and
categories. For MovieLens Hetrec, we usemovie years, genres, actors,
directors, countries, and locations. For MovieLens10M, we use title,
description, genres, actors, and directors. For Netflix, we use title,
genres, actors, directors, producers, and composers. For the Netflix
dataset, we join the titles of the Netflix prize dataset with the titles
of the IMDb non-commercial dataset [1].

# users # items Interactions (%)

Pinterest [16] 55187 9916 0.27
MovieLens1M [16] 6040 3706 4.47

Table 2: Characteristics of the warm data splits used in ex-

periments ordered by sparsity level.

Warm splits. We also present our analysis on publicly available
data splits2 for warm-start recommendation that received a lot of
attention in the literature [11, 16, 35]. The dataset characteristics
are summarized in Table 2. The splits were generated by selecting
users with at least 20 ratings and using the leave-one-out evaluation,
ranking the last click together with 100 randomly drawn negative
samples. The validation set is generated from the training set using
the same protocol as in [35].
1https://github.com/cesarebernardis/NeuralFeatureCombiner
2https://github.com/hexiangnan/neural_collaborative_filtering

4.2 Metrics and statistical significance

We leverage standard metrics reported in recommendation litera-
ture [24] namely, hit rate (hr@k) and normalized discounted cumu-
lative gain (ndcg@k). Given a validation or test set containing a set
of usersU′ ⊆ U, let I𝑢 ⊆ I be the set of items clicked by user 𝑢.
The metric hr@k is defined as:

hr@k =
1

|U′ |
∑︁
𝑢∈U′

∑
𝑖∈I𝑢 I(𝑟𝑢𝑖 ≤ 𝑘)
min(𝑘, |I𝑢 |)

, (12)

where I is the indicator function and 𝑟𝑢𝑖 the predicted rank of
item 𝑖 for user 𝑢. The ndcg@k is defined as:

ndcg@k =
1

|U′ |
∑︁
𝑢∈U′

©­«
∑︁
𝑖∈I𝑢

I(𝑟𝑢𝑖 ≤ 𝑘)
log2 (1 + 𝑟𝑢𝑖 )

/ ∑︁
𝑗∈𝐾 ′

1
log2 (1 + 𝑗)

ª®¬ ,
(13)

where the set 𝐾 ′ is defined as 𝐾 ′ = {1, . . . ,min(𝑘, |I𝑢 |)}.
In the rest of the paper, we report average gain observed across

all users in the test datasets. We also performed bootstrapping
analysis to assess the significance of our results by sampling 20% of
the users in each test dataset and repeating the process 500 times, in
order to compute 95% confidence intervals, and we indicate when
our results achieve statistical significance.

4.3 Results for Cold Splits

We now report ndcg@k and hr@k metrics on the cold data splits.
We first focus on incorporating item features with the same featur-
ization policy as in [6, 44]. A study into more sophisticated ways
to encode the item metadata features is also conducted. We discuss
embeddings and alignment strategies to achieve the best results
with item metadata features only. Finally, we explore the incorpora-
tion of more item metadata features and discuss the lifts obtained.
Regarding the baselines considered, we largely make use of the
code repository3 of [6] for hyper-parameter tuning, training and
scoring. We train the baselines and our proposed approach on an
ml.p3.2xlarge EC2 instance.

Baselines: We report the results for several competitive base-
lines: NFC [6], ItemKNNCF [26], Wide and Deep [9], and FM [34].
NFC is the hybrid model that learns feature embeddings and item
similarities from the similarities pre-learned via a collaborative
filtering model, e.g, SLIM [28]. In [6] it was reported to largely
beat SOTA for cold item recommendations. ItemKNNCF is an item
content-based k-nearest neighbour approach which was proven to
be competitive across a variety of tasks despite its simplicity [11].
Wide and Deep consists of training jointly wide linear models and
deep neural networks to combine the benefits of memorization
and generalization for recommender systems. Finally, Factorization
Machines (FM) is a classic competitive baselines when dealing with
cold-start recommendations [30] and explicitly model first and sec-
ond order interactions of feature and click embeddings. We also
experimented with CLCRec [44], which is a contrastive optimiza-
tion framework that combines themutual information between user
and item collaborative embeddings on one end and between fea-
ture and collaborative embedding on the other end, and CVAR [49],
which proposes a method to warm-up cold item embeddings by
modelling the relationship between item id and side information
3https://github.com/cesarebernardis/NeuralFeatureCombiner

https://github.com/hexiangnan/neural_collaborative_filtering
https://github. com/cesarebernardis/NeuralFeatureCombiner
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in the latent space. However, we could not reproduce the results
of [44] and the code repository of [49] did not scale to the size of
our datasets. Hence these results are excluded from Table 3.

MovieLens Hetrec

hr@10 ndcg@10 hr@25 ndcg@25
NFC 0.1904 0.2076 0.1748 0.1866

ItemKNNCF 0.1175 0.1335 0.1130 0.1214
Wide and Deep 0.1555 0.1762 0.1479 0.1588

FM 0.1790 0.1946 0.1808 0.1842
MARec (Eq 9) 0.2928 0.3071 0.2717 0.2826

Lift +53.8%∗ +47.9%∗ +49.7%∗ +51.4%∗

Amazon Video Games

hr@10 ndcg@10 hr@25 ndcg@25
NFC 0.1231 0.0785 0.2099 0.1040

ItemKNNCF 0.1187 0.0786 0.1842 0.0980
Wide and Deep 0.0103 0.0060 0.0200 0.0088

FM 0.0080 0.0134 0.0129 0.0302
MARec (Eq 9) 0.1568 0.1047 0.2433 0.1305

Lift +27.4%∗ +33.2%∗ +15.9%∗ +25.5%∗

MovieLens10M

hr@10 ndcg@10 hr@25 ndcg@25
NFC 0.0322 0.0379 0.0342 0.0366

ItemKNNCF 0.0961 0.0865 0.1525 0.1054
Wide and Deep 0.0576 0.0571 0.0864 0.0654

FM 0.0718 0.0634 0.1064 0.0737
MARec (Eq 9) 0.1094 0.0938 0.1956 0.1236

Lift +13.8%∗ +8.4%∗ +28.3%∗ +17.3%∗

Netflix

hr@10 ndcg@10 hr@25 ndcg@25
NFC 0.1087 0.1098 0.1278 0.1114

ItemKNNCF 0.1081 0.1115 0.1249 0.1127
Wide and Deep 0.0188 0.0146 0.0250 0.0180

FM 0.0586 0.0483 0.0990 0.0651
MARec (Eq 9) 0.1369 0.1412 0.1574 0.1411

Lift +25.9%∗ +26.6%∗ +23.2%∗ +25.2%∗

Table 3: Baseline comparison of MARec across benchmark-

ing datasets on cold-start recommendation. Top performing

and second best scores are respectively in bold and under-

lined. Lift is reported between MARec and best performing

baseline and
∗
indicates whether the lift is statistically sig-

nificant.

Baseline Comparison. For fair comparison, we adopt the same
featurization strategies reported in [6, 44] to produce the feature
matrix F, that is, the text features are embedded through tf-idf with
1000 as vocabulary size and the categorical features through multi-
hot encoding. For the non-negative decreasing function ℎ used in
the regularization term DR of equation (6), we use a step linear
decreasing function. We take the 10th percentile 𝑝 of the distribu-
tion of the number of ratings per item 𝑟 (𝑖 ) =

∑
𝑖 𝑋.𝑖 and the linear

function is written ℎ
(
𝑟 (𝑖 )

)
= 𝑘

(
𝑝 − 𝑟 (𝑖 )

)
if 𝑟 (𝑖 ) ≤ 𝑝, ℎ

(
𝑟 (𝑖 )

)
=

0 if 𝑟 (𝑖 ) ≥ 𝑝 , with 𝑘 = 𝛽/𝑝 . We keep 𝑓 𝐸
𝜙

= 𝐼 for the embedding

model and for the alignment model 𝑓 𝐴
𝜁

we used equation (5), and op-
timize for the first and second order scalar terms. For the backbone
model 𝑓 𝐵

𝜃
, we used equation (9) which is the fastest to run.

Table 3 shows the lifts obtained by MARec on the MovieLens
Hetrec, Amazon Video Games, MovieLens10M, and Netflix datasets,
all with very significant margins. For the MovieLens Hetrec dataset,
the hyperparameters obtained on the validation sets are 𝛿 = 20
(equation 5), 𝜆1 = 1 (equation 9), 𝛼 = 1 (equation 6), 𝛽 = 100
(term DR in equation 6). For the Amazon Video Games dataset,
the hyperparameters obtained on the validation sets are 𝛿 = 50,
𝜆1 = 1, 𝛼 = 10, 𝛽 = 100. We note that learning the first and second
order coefficients in the alignment function of (5) did not lead to
improvements, which we relate to the high sparsity observed in the
data (click percentage of 0.06%, see Table 1). For the MovieLens10M
dataset, the hyperparameters obtained on the validation set are
𝛿 = 50, 𝜆1 = 700, 𝛼 = 1, 𝛽 = 60. Finally, for the Netflix dataset,
the hyperparameters obtained on the validation set are 𝛿 = 100,
𝜆1 = 500, 𝛼 = 1, 𝛽 = 100.

4.4 Ablation Studies

Here we focus on MovieLens10M dataset although similar observa-
tion was made on other datasets as well and those results are not
presented for sake of brevity.

Discussion on the encoding and embeddings functions. We have
showed that our proposed approach can outperform competitive
baselines on a variety of cold-start dataset splits. This can be fur-
ther improved by utilising better embeddings and leveraging more
features. As a result, we are first interested in the recommendation
quality we get without the fusion term, by only considering item
metadata.

MovieLens10M

hr@10 hr@25 hr@50 hr@100
ItemKNN 0.0071 0.0137 0.0241 0.0449

MARec (Eq 5, 1st order) 0.0326 0.0484 0.0757 0.1235
MARec (Eq 5) 0.0329 0.0487 0.0776 0.1302

MARec (Eq 5, Falcon7B) 0.0373 0.0612 0.1007 0.1545
MARec (Eq 5, Falcon7B (all)) 0.0344 0.0541 0.0905 0.1448

MARec (Siamese, Falcon7B (all)) 0.0357 0.0537 0.0820 0.1280
MARec (Eq 5, ST) 0.0378 0.0626 0.1028 0.1602

Table 4: Ablation study on suing metadata information on

the MovieLens10M dataset split.

Table 4 presents the results of different encoding, and embed-
dings strategies to get to metadata-based recommendations. The
first step we tried was to replace the text tf-idf embeddings with
pretrained Large Language Models (LLMs) embeddings: we experi-
mented with Falcon-7B [4] and Sentence Transformers (ST) [33]
embeddings. We also experimented with learning the first order
coefficients 𝜇𝑖 , 𝑖 ∈ {1, · · · , 𝑁 } vs learning first and second order
coefficients 𝜇𝑖 , 𝜇𝑖 𝑗 , with 𝑖, 𝑗 ∈ {1, · · · , 𝑁 }, 𝑗 > 𝑖 of equation (5). First,
we notice that LLM pre-trained embeddings largely outperformed
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the tf-idf embeddings for hr@k and ndcg@k, for instance ST em-
beddings led to an increase of +22.8% for hr@100 with respect to
tf-idf embeddings. Second, we notice that learning scalar weights
for second order terms, as per equation (5), brings a clear gain in
ranking metrics. The second and third rows of Table 4 show a con-
sistent benefit over ranking metrics and a gain of 5.4% for hr@100.
This is because the multiplication of cosine similarities enable to
model nonlinear interactions between sub-feature spaces.

Finally, we also report results on converting the categorical fea-
tures (actors, directors, genres) into numeric representations with
Falcon7B, indicated as "Falcon7B (all)" in Table 4. This led to a small
decrease in performance over using multi-hot encoded features,
e.g., -6.8% for hr@100. However this helped when training the
Siamese network, and the best results on cold-start splits were re-
ported using Falcon embeddings across all features. For the Siamese
network, we used 1 projection layer followed by 1 cross attention
layer between text and categorical features and 2 dense layers. We
noticed that feeding categorical features to the Siamese network
was leading the network to learn id associations between multi-hot
encoded features and items, instead of semantic ones. The results
we report here show that the Siamese network fall short of the best
reported results, e.g., -6.6% for recall@10.

Fusion performance, and variational vs linear autoencoder. The
previously presented results give an indication of the performance
of the fusion approaches (equations 7 and 9), that we present in
Table 5.

MovieLens10M

hr@10 hr@25 hr@50 hr@100
MARec (Eq 9, BoW) 0.1094 0.1956 0.2866 0.4203

MARec (Siamese+equation 9) 0.0910 0.1601 0.2457 0.4109
MARec (Eq 9, ST) 0.1385 0.2240 0.3286 0.4692
MARec (Eq 7, ST) 0.0779 0.2037 0.3831 0.5072

Table 5: Ablation study on the MovieLens10M dataset com-

paring different fusion strategies.

First, the Siamese approach which was trailing best results on
the metadata-based learning task is also trailing after fusion. It falls
behind the alignment function leveraging first and second order
cosine similarities, as per equation (5), by 2.3% on recall@100. As
future work, we will explore improving the joint representation
learning of item metadata with the Siamese network, by e.g., in-
cluding external data to further help with the adaptation of the
pre-trained embeddings, which could be in the form of either ad-
ditional click data or generated data through LLMs. Second, we
report the performance of our network with the 2 backbone models
of equations (7) and (9). The multi-VAE network was trained with
one encoding and one decoding layer similarly to [24] and after
hyperparameter turning, we trained the network over 20 epochs,
with a embedding dimension of 200, and 𝐷A in equation (6) chosen
such that 𝛽 = 50. Our observation is that equation (7) struggles
with ranking metrics for low values of 𝑘 , falling -44.8% and -9.1%
behind (9) for hr@10 and hr@25, while largely outperforming (9)
for high values of 𝑘 , with a gain of +16.6% for hr@50 and +8.1% for
hr@100. We interpret that this is caused by the needs for deeper

representations with more than one hidden layer, combined with
the inaccuracy of the sampling Gaussian prior. As future work, we
will consider flexible priors and regularization techniques such as
in the work of [20]. Finally, we note that this difference in per-
formance with the two backbone models was also appreciated by
the work of [41], which focused on warm conditions, where they
proposed a late fusion ensemble between a multi-VAE branch with
focal loss with a neural EASE branch, by simply multiplying the
softmax probabilities obtained. In future work, we will experiment
with similar ensembling techniques to bring the best out of the
backbone models.

Adding images, and tags. We explore the incorporation of addi-
tional metadata into our framework. Table 6 presents the results
when we incorporated image embeddings and item tags to the
metadata signals.

MovieLens10M

hr@10 hr@25 hr@50 hr@100
MARec (Eq 9, ST) 0.1385 0.2240 0.3286 0.4692

MARec (Eq 9, ST + images) 0.1401 0.2267 0.3315 0.4721
MARec (Eq 9, ST + images, tags) 0.2194 0.3540 0.4808 0.6168

Table 6: Results for the cold-start MovieLens10M dataset split

on introducing additional metadata to our framework.

The MovieLens10M images were pulled from the Kaggle poster
repository4. We used the a pretrained CLIP model (ViT-H/14 -
LAION-2B5) to get image embeddings. We relied on this model
as we also tried to generate keywords and captions from these
images by leveraging the BLIP2-2.7b architecture but this did not
lead to improvements in ranking metrics. On the contrary, Table 6
shows clear benefits in adding the image embeddings to the frame-
work, with gains ranging from 0.5% to 1.4% on the recall@k metrics.
Finally, we also made use of the MovieLens tags provided as part
of the MovieLens dataset and we simply encoded them through
multi-hot encoding, after merging similar tags together, which led
to a vocabulary of 2504 words. This is an informative feature, e.g.,
the movie "Dumb ad Dumber" would come with the following tags:
"Jim Carrey", "Jeff Daniel", "stupid", "comedy", "infantil", "hilarious".

The inclusion of such tags led to a very significant additional
improvement in ranking metrics, e.g. +30.7% for hr@100. We also
get to an impressive cold-start performance of 0.6168 for hr@100,
which after checking is only 15.1% behind the hr@100 we get on
the warm split. In general, the inclusion of semantic features, i.e.
LLM embeddings, image embeddings, and tags metadata, have led
to a gain of 105.5% on hr@10 and +46.7% on hr@100 with respect
to training the same model with BoW representation. Under the
MovieLens set-up, the tags are coming from user entries, hence
this does not make their use strictly correct in a cold-start set-up.
However, tags essentially extract relevant semantic features from
items and we believe the process of tagging items could be repeated
by a ML system utilising the world knowledge hence removing the
needs for an user input. We leave this as future work.
4https://www.kaggle.com/datasets/ghrzarea/movielens-20m-posters-for-machine-
learning?select=MLP-20M
5laion/CLIP-ViT-H-14-laion2B-s32B-b79K
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Results for transitioning from cold to warm conditions. Finally, we
report the capability of the proposed approach to provide relevant
recommendations for situations in which there is a mix of cold and
warm items. Table 7 presents the results in the 3 test scenarios:

MovieLens10M

Warm Cold All

hr@10 ncdg@10 hr@10 ndcg@10 hr@10 ndcg@10

NFC 0.0945 0.0736 0.0322 0.0379 0.0833 0.0767
ItemKNNCF 0.0499 0.0476 0.0962 0.0865 0.0509 0.0565

Wide and Deep 0.1204 0.0907 0.0576 0.0571 0.0879 0.0752
FM 0.1461 0.1206 0.0718 0.0634 0.1012 0.0947

MARec (Eq 5, ST) 0.0558 0.0494 0.0378 0.0384 0.0618 0.0662
MARec (Eq 9, ST) 0.3513 0.2890 0.1385 0.1150 0.2443 0.2283

Table 7: Results on theMovieLens10Mdataset under different

evaluation scenarios with warm, mixed, and cold items.

warm items only, cold and warm items, and cold items only, against
the 2 best performing approaches reported in [44]. We have seen
that MARecwas largely beating SOTA results on cold-start splits
and here we confirm its efficacy for warm and mixed situations.
As for the hyperparameters, we get 𝜆1 = 700, 𝛼 = 1, 𝛽 = 0.5, for
the mixed split and 𝜆1 = 500, 𝛼 = 1, 𝛽 = 0, for the warm split. For
the mixed and warm situations, it largely beats the baselines as our
approach converges to the backbone model without fusion, and
we repeat that our approach provides the flexibility to choose the
backbone model from the top performing collaborative filtering
techniques of the matrix factorization and autoencoder families.

A note on time complexity. We note that the training process can
be done either in sequential steps by first learning the best metadata
representations (equations 3, 5) and then training the backbone
and fusion part of the network (equations 7, 9, 11), or in an end-
to-end fashion. The sequential implementation enables not to pass
all the metadata feature matrix F at test time but rather the user
specific generated embeddings. We report the training times of the
approaches: on MovieLens10M, 0.43 seconds for ItemKNNCF, 5.3e3
seconds for Wide and Deep, 1.3e3 seconds for FM, 1.3e4 seconds
for NFC, 230 seconds for (7), and 34 seconds for (9); and on Amazon
Video Games, 2 seconds for ItemKNNCF, 190 seconds for Wide and
Deep, 27 seconds for FM, 8.2e3 seconds for NFC, 440 seconds for
equation (7), and 92 seconds for equation (9). The gain in training
time over the second best performing approach (NFC) is of one order
of magnitude for the VAE backbone and two orders of magnitude for
the EASE backbone. We not that the matrix implementation of (9)
will suffer the curse of dimensionality in the user space, however
equation (7) scales well as it trains across batch of users.

4.5 Experiments on Warm-start Datasets

We also put a focus on warm dataset splits to evaluate the merit of
our proposed optimization strategy of equation (10), and its closed
form solution presented in equation (11), where the alignment term
can be removed as we are in warm conditions. As for the weight
matrices we use𝑤0 = 1 for positive labels and tunable parameter𝑤1
for negative labels. Hence the 3 parameters to optimise are𝑤1, 𝜆1,
and𝛾1. For the weight matrices we use𝑤0 = 1 for positive labels and
tunable parameter𝑤1 for negative labels. Hence the 3 parameters

to optimise are𝑤1, 𝜆1, and𝛾1. Hyperparameter optimization is done
via grid search on the validation set optimising for both ndcg@10
and recall@10, where the grids are defined with parameters such as
𝑤1 ∈ {0, 0.5, ..., 1}, 𝜆1 ∈ {0, 100, ..., 2000}, and 𝛾1 ∈ {0, 100, ..., 2000}.
We get𝑤1 = 0.25, 𝜆1 = 300, 𝛾1 = 800 for MovieLens1M,𝑤1 = 0.05,
𝜆1 = 300, 𝛾1 = 100 for Pinterest. We implement our approach with
a batch array job with on-demand AWS Fargate resources and 1
vCPU of 8 GB of memory per job, which runs in 1 min for the
MovieLens dataset and 7 min for the Pinterest dataset.

MovieLens1M Pinterest

hr@10 ncdg@10 hr@10 ndcg@10

Popularity 0.4535 0.2543 0.2740 0.1409
iALS 0.711 0.4383 0.8762 0.5590

NeuMF 0.7093 0.4039 0.8777 0.5576
SLIM 0.7162 0.4468 0.8679 0.5601
MF 0.7294 0.4523 0.8895 0.5794

EASE 0.7184 0.4494 0.8634 0.5616
MARec (Eq 10) 0.7301 0.4560 0.8748 0.5683

Lift +0.1% +0.8%∗ -1.5% -1.9%∗

Table 8: Baseline comparison of MARec on warm-start

benchmarking datasets. Top and second best performing

metrics are respectively in bold and underlined. Lift is re-

ported between MARec and the best performing baseline

and * indicates whether the lift is statistically significant.

In Table 8, we report the competitive baselines already reported
in [35], to which we add the EASE model [38] and our optimization
strategy (11). The baselines are the neural matrix factorization
(NMF) approach of [16], the implicit alternating least squares (iALS)
collaborative filtering method [36], the original SLIM model [28],
and the matrix factorization (MF) implementation of [35] which
is the reported SOTA result on the 2 datasets. It is interesting to
note that weighted least squares beats matrix factorization for the
least sparse dataset (average margin +0.5%) and fails to beat it for
the sparse dataset (average margin -1.7%). Another remark is that
we consistently beat SLIM (+2.0%, +1.1%), and EASE (+1.5%, +1.3%),
meaning that our closed-formweighted least squares should always
be considered as strong baseline.

5 CONCLUSION

We introduce Metadata Alignment for cold-start Recommendation
(MARec), a novel algorithm to enhance cold start recommendations
by integrating semantic information. This was achieved by com-
bining similarities derived from user click actions and metadata
features using a regularization term, aligning cold-start items with
the collaborative filtering space. Experimental results demonstrated
that MARec significantly outperformed reported SOTA results on
cold-start datasets with varying sparsity and metadata character-
istics, showing improvements ranging from +8.4% to +53.8% on
hr@k and ndcg@k metrics while being competitive on warm-start
recommendation datasets. Moreover, MARec achieved these results
while being one order of magnitude faster to train compared to the
second-best performing baseline. The inclusion and utilization of
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semantic features led to substantial gains ranging from +46.8% to
+105.5% compared to Bag-of-Words (BoW) representations. Future
work will focus on refining joint metadata embeddings by incor-
porating external data sources and multi-modal embeddings, and
exploring generative models for informative keyword generation,
as well as investigating more advanced end-to-end training and
merging mechanisms within the framework.
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