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Abstract

Let spex(n,Hminor) denote the maximum spectral radius of n-vertex H-minor free

graphs. The problem on determining this extremal value can be dated back to the

early 1990s. Up to now, it has been solved for n sufficiently large and some special

minors, such as {K2,3,K4}, {K3,3,K5}, Kr and Ks,t . In this paper, we find some uni-

fied phenomena on general minors. Every graph G on n vertices with spectral radius

ρ ≥ spex(n,Hminor) contains either an H minor or a spanning book KγH
∇(n− γH)K1,

where γH = |H|−α(H)−1. Furthermore, assume that G is H-minor free and Γ∗
s (H)

is the family of s-vertex irreducible induced subgraphs of H , then G minus its γH

dominating vertices is Γ∗
α(H)+1

(H)-minor saturate, and it is further edge-maximal

if Γ∗
α(H)+1

(H) is a connected family. As applications, we obtain some known re-

sults on minors mentioned above. We also determine the extremal values for some

other minors, such as flowers, wheels, generalized books and complete multi-partite

graphs. Our results extend some conjectures on planar graphs, outer-planar graphs

and Ks,t-minor free graphs. To obtain the results, we combine stability method, spec-

tral techniques and structural analyses. Especially, we give an exploration of using

absorbing method in spectral extremal problems.
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1 Introduction

In the last few decades much research has been done on spectra of graphs, especially,

the eigenvalues of adjacency matrices of graphs; Alon [2], Bollobás, Lee and Letzter [5],

Bollobás and Nikiforov [6], Hoory, Linial and Widgerson [26], Huang [29], Jiang [30],
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Jiang, Tidor, Yao, Zhang and Zhao [31], Lubetzky, Sudakov and Vu [36], Tait [46], Tait

and Tobin [47], Wilf [53].

Given a simple graph H, we define H to be a minor of some graph G if H can be

obtained from G by means of a sequence of vertex deletions, edge deletions and edge

contractions. Given a family of graphs H, a graph is said to be H-minor free if it does not

have any member of H as a minor. Minor plays a very important role in graph theory. We

refer the reader to a survey by Robertson and Seymour [44]. Wagner [51] proved that a

graph is planar if and only if it is {K5,K3,3}-minor free. The study on planar graphs has a

rich history, such as, the curvature of planar graphs [1, 19, 22, 27, 28], the automorphism

groups of planar graphs [4, 13, 39, 45], the partitions of planar graphs [9, 16, 32], and the

eigenvalues of planar graphs [7, 8, 14, 17, 18, 23, 24, 35, 47].

As a generalization of planar graphs, it is interesting to study problems on graphs with

no Kr minor or no Ks,t minor. Mader [38] showed that Br−2,n−r+2 yields the maximum

number of edges over all n-vertex graphs with no Kr minor when r ≤ 7, however this

is not best possible when r > 7. A famous conjecture was posed by Hadwiger [21] in

1943, which stated that for every integer r ≥ 1, every graph with no Kr minor is (r−1)-

colorable. In the 1980s, Kostochka [33, 34] and Thomason [48] independently proved

that the maximum number of edges in a Kr minor-free graph G is Θ(r
√

logrn) for large

r and hence G is O(r
√

logr)-colorable. In 2001, Thomason [49] found the asymptotic

value of this edge-extremal function. Very recently, Alon, Krivelevich and Sudakov [3]

provided a short and self-contained proof of the celebrated Kostochka-Thomason bound.

Simultaneously, Norin, Postle and Song [43] showed that every graph with no Kr minor

is O(r(logr)β )-colorable for β > 1/4. From spectral perspective, Tait [46] determined

the maximum spectral radius for graphs with no Kr minor. The next one is Ks,t minor.

Ding, Johnson and Seymour [15] showed that e(G) ≤
(

t
2

)

+ n− t for every connected

graph G with no K1,t minor. Chudnovsky, Reed and Seymour [11] proved that e(G) ≤
1
2
(t + 1)(n− 1) for every graph G with no K2,t minor, which confirms a conjecture of

Myers [40]. Zhai and Lin [54] obtained the maximum spectral radius of Ks,t-minor free

graphs for s = 1 and s ≥ 2 respectively, which solved a conjecture of Tait [46].

Extensive studies have been conducted on the properties of graphs, and exploring the

properties of graphs through minors is a valuable approach, as minor is very useful for

characterizing inclusion relations between graphs. In particular, Mader [37] proved that

for every given graph H, there exists a constant CH such that e(G) ≤ CH |G| for any H-

minor free G. Let A(G) denote the adjacency matrix of G and ρ(G) be its spectral radius.

In this paper, we fundamentally investigate the following extremal problem.

Problem 1.1. Given a graph H or a graph family H. What is the maximum spectral

radius of an H-minor (H-minor) free graph of order n?

For many specific graphs H, Problem 1.1 has gained great popularity and has attracted

the attention of many researchers (see for example, [25, 42, 47, 46, 52, 54]). However, a

unified perspective on Problem 1.1 has not yet been found.
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A generalized book, denoted by Bγ ,n−γ , is obtained by joining a γ-clique with an

independent set of n− γ vertices, in other words, Bγ ,n−γ
∼= Kγ∇(n− γ)K1. For a given

graph family H, we define

γH := |H|−α(H)−1 and γH := min
H∈H

γH ,

where α(H) (or αH for simplicity) is the independence number of H. In the following,

we use SPEX(n,Hminor) to denote the family of graphs with maximum spectral radius

over all n-vertex H-minor free graphs. We shall assume that n is sufficiently large and H

contains no member isomorphic to a star. Then γH ≥ 1. The first main result for Problem

1.1 is as follows.

Theorem 1.1. Every graph in SPEX(n,Hminor) contains a spanning subgraph BγH,n−γH .

We now introduce some new notations and terminologies. Choose an arbitrary graph

H ∈H. We define a family of induced subgraphs of H as follows.

Γs(H) = {H[S] : S ⊆V (H) and |S|= s}.

A member H[S] in Γs(H) is said to irreducible, if Γs(H) does not contain any member iso-

morphic to a proper subgraph of H[S]. Now let Γ∗
s (H) be the family of s-vertex irreducible

induced subgraphs of H and

Γ(H) =
⋃

H∈H
Γ∗
|H|−γH

(H).

It is obvious that Γ∗
|H|−γH

(H) = Γ∗
αH+1(H) for every H ∈H with γH = γH.

A graph is said to be H-minor saturated, if it is H-minor free but adding an edge

between a pair of non-adjacent vertices always yields an H minor for some H ∈ H. Let

SAT (n,Hminor) be the family of n-vertex H-minor saturated graphs. Choose an arbitrary

G∗ ∈ SPEX(n,Hminor), and let L be the set of dominating vertices in G∗. Then |L| = γH
by Theorem 1.1. One may expect a characterization of G∗−L.

Theorem 1.2. The induced subgraph G∗−L ∈ SAT (n− γH,Γ(H)minor). Particularly, if

H= {H}, then G∗−L ∈ SAT (n− γH ,Γ
∗
αH+1(H)minor).

Let ex(n,Hminor) denote the maximum number of edges in an n-vertex H-minor free

graph, and let EX(n,Hminor) be the family of n-vertex H-minor free graphs each of which

has ex(n,Hminor) edges. If all the members in Γ(H) are connected graphs, then we can

obtain a stronger result than Theorem 1.2.

Theorem 1.3. If Γ(H) is a connected family, then G∗−L ∈ EX(n− γH,Γ(H)minor).

Theorems 1.1, 1.2 and 1.3 can be viewed as three fundamental tools on Problem 1.1.

We now show some applications of these theorems.



4

Example 1. H = {Kt}. Then γH = |H| −αH − 1 = t − 2 and Γ∗
αH+1(H) = {K2}

for H = Kt . By Theorems 1.1 and 1.2, G∗ has t − 2 dominating vertices and G∗−L is

{K2}-minor saturated. Thus, G∗ ∼= Bt−2,n−t+2.

Example 2. H = {Ka,3,Ka+2}, where a ∈ {2,3}. Then γH = a− 1. Consequently,

Γ∗
|H|−γH

(H) = Γ∗
4(H) = {K1,3,K2,2} for H = Ka,3 and Γ∗

|H|−γH
(H) = Γ∗

3(H) = {K3} for

H =Ka+2. By Theorem 1.1, G∗ has a−1 dominating vertices, and by Theorem 1.2, G∗−L

is {K1,3,K2,2,K3}-minor saturated. Thus, G∗−L is a path, and so G∗ ∼= Ka−1∇Pn−a+1.

To sum up the above discussions, we have the following statements.

Theorem 1.4. i) (Tait, [46]) If r ≥ 3, then SPEX
(

n,{Kr}minor

)

= {Br−2,n−r+2}.
ii) (Tait and Tobin, [47]) If a∈{2,3}, then SPEX

(

n,{Ka,3,Ka+2}minor

)

= {Ka−1∇Pn−a+1}.

Example 3. H = {Kr −E(H0)}, where H0 ⊆ Kr and δ (H0) ≥ 1. Then αH = ω(H0)

and γH = r−ω(H0)−1 for H = Kr −E(H0), where ω(H0) is the clique number of H0.

By Theorem 1.1, G∗ has r−ω(H0)−1 dominating vertices. Specially, if ω(H0) = 2, then

Γ∗
αH+1(H) = {P3} for H0 =

|H0|
2

K2 and Γ∗
αH+1(H) = {K2 ∪K1} otherwise.

Recently, Chen, Liu and Zhang [10] characterized the spectral extremal graphs for

(Kr − E(H0))-minor free graphs, where H0 consists of vertex-disjoint paths. Now we

present a result in a slightly stronger form. Let Bk
s,t denote the graph obtained from Bs,t

by adding k isolated edges within its independent set. By Theorems 1.1 and 1.2, we have

the following result.

Theorem 1.5. Let γ = r−ω(H0)−1 and G∗ be a graph in SPEX
(

n,{Kr−E(H0)}minor

)

.

Then G∗ contains Bγ ,n−γ as a spanning subgraph. Particularly, if ω(H0) = 2, then G∗ ∼=
B
⌊ n−r+3

2 ⌋
r−3,n−r+3 for H0 =

|H0|
2

K2, and G∗ ∼= Br−3,n−r+3 otherwise.

A (k+1)-wheel Wk+1, where k ≥ 3, is defined as Wk+1 = K1∇Ck. Recently, Cioabă,

Desai, Tait [12] obtained a spectral extremal result on W2k+1-free graphs.

Example 4. H= {Wk+1}. Then αH = ⌊ k
2
⌋ and γH = |H|−αH −1= ⌈ k

2
⌉ for H =Wk+1.

By Theorem 1.1, G∗ has ⌈ k
2
⌉ dominating vertices. Similarly, we have Γ∗

αH+1(H) = {K2 ∪
(αH − 1)K1} for odd k, and Γ∗

αH+1(H) = {P3 ∪ (αH − 2)K1,2P2 ∪ (αH − 3)K1} for even

k. By Theorem 1.2, we have the following result on Wk+1-minor free graphs.

Theorem 1.6. Let γ = ⌈ k
2
⌉. Then SPEX

(

n,{Wk+1}minor

)

= {Bγ ,n−γ} for odd k, and

SPEX
(

n,{Wk+1}minor

)

= {B1
γ ,n−γ} otherwise.

A t-flower Fs1,...,st
is the graph obtained from t cycles of lengths s1, . . . ,st respectively

by identifying one vertex. A t-flower is said to be odd, if there exists an odd si for i ∈
{1, . . . , t}. If s1 = · · · = st = 3, then it is a friendship graph. Very recently, He, Li and

Feng [20] determined SPEX
(

n,{Fs,...,s}minor

)

for s ∈ {3,4}.

Example 5. H = {Fs1,...,st
}. Then |H| = ∑t

i=1 si − (t − 1), αH = ∑t
i=1⌊ si

2
⌋ and γH =

|H|−αH −1 = ∑t
i=1⌈ si

2
⌉− t. If there exists an odd si, then we define a subset S∗ ⊆V (H)

by choosing αH independent vertices and an extra vertex in Csi
. Now H[S∗]∼= K2∪ (αH −

1)K1. Clearly, Γ∗
αH+1(H) = {H[S∗]}. By Theorems 1.1 and 1.2, G∗ ∼= Bγ ,n−γ , where
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γ = γH . If each si is even, then αH = ∑t
i=1

si

2
. Thus, for every (αH +1)-subset S of V (H),

there exists some i with |S∩Csi
| ≥ si

2
+1. Hence, H[S] contains either a P3 or a copy of

2P2, and so Γ∗
αH+1(H) = {P3 ∪ (αH −2)K1,2P2 ∪ (αH −3)K1}. By Theorem 1.2, G∗−L

contains exactly one edge. Thus, G∗ ∼= B1
γ ,n−γ .

Consequently, we have the following result.

Theorem 1.7. Let γ =∑t
i=1⌈ si

2
⌉−t. Then SPEX

(

n,{Fs1,...,st
}minor

)

= {Bγ ,n−γ} for an odd

flower Fs1,...,st
, and SPEX

(

n,{Fs1,...,st
}minor

)

= {B1
γ ,n−γ} otherwise.

As usual, we denote by G the complement of a graph G and Ks1,...,sr
a complete r-

partite graph with min{r,s1} ≥ 2 and s1 ≥ ·· · ≥ sr. Let Hs1,s2
= (β −1)K1,s2

∪K1,s2+β0
,

where β (s2 +1)+β0 = s1 +1 and 0 ≤ β0 ≤ s2. Obviously, Hs1,s2
is a star forest of order

s1+1. Let S
(

Hs1,s2

)

denote the graph obtained from Hs1,s2
by subdividing an edge uv with

minimum degree sum d(u)+ d(v). Denote by Pet⋆ the Petersen graph. Set β = ⌊ s1+1
s2+1

⌋
and n−∑r

2 si +1 := ps1 +q (1 ≤ q ≤ s1). Now we introduce a graph GN, which will play

an important role in our next theorem.

GN =























(p−1)Ks1
∪S

(

Hs1,s2

)

if (q,β ) = (2,2);

(p−1)Ks1
∪Pet⋆ if (q,β ,s1) = (2,1,8);

(p−q)Ks1
∪qHs1,s2

if q ≤ 2(β −1) and (q,β ) 6= (2,2);

pKs1
∪Kq if q > 2(β −1) and (q,β ,s1) 6= (2,1,8).

Example 6. H = {Ks1,...,sr
}. Then |H| = ∑r

i=1 si, αH = s1 and γH = |H| −αH − 1 =

∑r
i=2 si − 1. If s2 = 1, then γH = r − 2. If H is not a star, that is, ∑r

i=2 si − 1 ≥ 1, then

G∗ contains a set L of γH dominating vertices. However, it is not easy to characterize the

structure of G∗−L. Hence, we present the result here, and give its proof in Section 4.

Theorem 1.8. Let min{r,s1} ≥ 2, s1 ≥ ·· · ≥ sr ≥ 1 and γ = ∑r
i=2 si −1 ≥ 1. Then

i) if s2 ≥ 2 or s1 is even, then SPEX
(

n,{Ks1,...,sr
}minor

)

= {Kγ∇GN};

ii) if s2 = 1 and s1 is odd, then SPEX
(

n,{Ks1,...,sr
}minor

)

= {Kγ∇GH}, where every com-

ponent of GH is a cycle for s1 = 3, and is either Ks1
or Hs1,1 for s1 ≥ 5.

The rest of the paper is organized as follows. In Section 2, we provide some prelim-

inary results. Especially, we give a stability theorem, which is a key tool of this paper.

For the sake of readability of the article, we shall postpone its proof to the last section.

In Section 3, we use the above stability theorem and an absorbing method to prove The-

orem 1.1. Based on Theorem 1.1, we further present the proof of Theorems 1.2 and 1.3,

which give a more refined description of extremal graphs in SPEX(n,Hminor). In Section

4, we will use Theorems 1.1, 1.2 and 1.3 to characterize SPEX(n,Hminor) for complete

multipartite minors. This extends a conjecture proposed by Tait [46].

2 Preliminary results

Observe that an isolated vertex in a graph H does not work on determining whether

a graph G of order large enough is H-minor free or not. Throughout the paper, let H
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be a family of graphs in which every member H is a finite graph with minimum degree

δ (H) ≥ 1. We use |G| and e(G) to denote the numbers of vertices and edges in a graph

G, respectively. For a subset S of V (G), let G[S] be the subgraph induced by S.

In 1967, Mader [37] proved an elegant result on minors, more precisely, if G is an H-

minor free graph of order n then there exists a positive constant CH such that e(G)<CHn.

The following lemma was obtained by Thomason [50].

Lemma 2.1. Every non-empty graph G with e(G)≥ 2s+1t|G| has a proper Ks,t minor.

Lemma 2.1 implies a more precise bound for Ks,t minor. Using it, we can obtain the

following bound for general H minor.

Lemma 2.2. Let G be an H-minor free graph on n vertices. Then e(G) < CH · n, where

CH = 2|H|+1e(H).

Proof. Let H ′ be the graph obtained from H by subdividing every edge once. Clearly,

H ′ is a bipartite graph with |H|+ e(H) vertices and it can be embedded in K|H|,e(H).

Therefore, K|H|,e(H) contains a subgraph H ′ and thus an H minor.

Now suppose to the contrary that e(G) ≥ 2|H|+1e(H)n. Then by Lemma 2.1, G has a

K|H|,e(H) minor and thus an H minor, a contradiction. Hence, the result holds.

The following lemma can be found in [11], and its original version is shown in [15].

Lemma 2.3. ([11, 15]) Let t ≥ 3 and n ≥ t +2. If G is an n-vertex connected graph with

no K1,t minor, then e(G)≤
(

t
2

)

+n− t, and for all n, this is the best possible.

Let Sℓ(Kt) be the graph obtained from Kt by replacing an edge with a path of length

ℓ+ 1. As pointed by Ding, Johnson and Seymour [15], the upper bound in Lemma 2.3

is sharp and Sn−t(Kt) is an extremal graph. A natural question is to characterize all the

extremal graphs. If t = 3, then Sn−t(Kt) is an n-cycle and is clearly the unique extremal

graph. We now consider the case t = 4, which is useful for our main theorem.

Lemma 2.4. Let n ≥ 5 and G be a K1,4-minor free connected graph of order n with

maximum number of edges. Then G ∼= Sn−4(K4).

Proof. Since Sn−4(K4) is K1,4-minor free for n ≥ 5, we have e(G)≥ e(Sn−4(K4)) = n+2.

On the other hand, for n ≥ 6 we obtain e(G)≤ n+2 by Lemma 2.3, and for n = 5 we can

see e(G)≤ ⌊3×5
2
⌋= 7 as ∆(G)≤ 3. Therefore, e(G) = n+2.

Since G is a K1,4-minor free connected graph, we have ∆(G)≤ 3 and δ (G)≥ 1. Now

let Ui denote the set of vertices of degree i in G for i ∈ {1,2,3}. Then

2n−|U1|+ |U3|= |U1|+2|U2|+3|U3|= 2e(G) = 2n+4,

which yields that |U3|− |U1|= 4.

In the following, we show G ∼= Sn−4(K4). The proof is proceeded by induction on n.

If n = 5, then combining |U1|+ |U2|+ |U3|= 5 and |U3|−|U1|= 4 gives 2|U1|+ |U2|= 1.
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v1 v2

v3 v4u

v1 v2

v3 v4

u

w1 w1wn−5 wn−5

Figure 1: The extremal graph G in Case 1.

Thus, |U1| = 0, |U2| = 1 and |U3| = 4. Assume that U2 = {u} and U3 = {v1,v2,v3,v4},

where NG(u) = {v1,v2}. Then, NG(v3) = {v1,v2,v4} and NG(v4) = {v1,v2,v3}. It follows

that G ∼= S1(K4), as desired.

Assume now that n ≥ 6. We first show that U1 is empty. Suppose to the contrary that

u ∈U1. Then e(G−{u}) = (n−1)+2 and G−{u} is a K1,4-minor free connected graph.

By the induction hypothesis, G−{u} ∼= Sn−5(K4). Whether u is adjacent to a vertex of

degree two or degree three in G−{u}, G always contains a K1,4 minor, a contradiction.

Thus, U1 = ∅. It follows that |U3| = |U1|+ 4 = 4 and |U2| = n− 4 ≥ 2. Assume that

U3 = {v1,v2,v3,v4}. In the following, we distinguish two cases.

Case 1. Every vertex in U2 belongs to a triangle.

Recall that |U2| ≥ 2. Choose u1,u2 ∈ U2. If u1,u2 contains two common neighbors

w1 and w2, then w1w2 ∈ E(G) as u1,u2 belong to a triangle respectively. Now dG(w1) =

dG(w2) = 3 and G[{u1,u2,w1,w2}] is a component of G, contradicting the fact that G is a

connected graph of order n ≥ 6.

Assume now that NG(u1)∩NG(u2) = {w}, and wi ∈ NG(ui)\{w} for i ∈ {1,2}. Then

ww1,ww2 ∈ E(G) and u1,u2,w1,w2 ∈NG(w), which implies that u1u2 ∈ E(G) (otherwise,

G contains a K1,4). Thus, {u1,u2,w} induces a triangle. Since G is connected and n ≥ 6,

we have dG(w) = 3. Let NG(w) = {u1,u2,u3}. Then dG(u3) = 2 (otherwise, dG(u3) ≥ 3,

we will get a K1,4 minor). Let NG(u3) = {w,u4}. Then wu4 ∈ E(G) as u3 belongs to a

triangle. But now dG(w)≥ 4, a contradiction.

Now we can conclude that NG(u1)∩NG(u2) = ∅. Since u1 belongs to a triangle, we

have u1u2 /∈ E(G). Let P = u1w1 . . .wsu2 be a shortest path connecting u1 and u2 in G.

Assume that NG(u1) = {w1,u3} and NG(u2) = {ws,u4}. Then u3,u4 /∈V (P) and u3 6= u4.

Furthermore, w1u3,wsu4 ∈ E(G), as u1,u2 belong to triangles. Thus, u1,u3 ∈ NG(w1) and

u2,u4 ∈ NG(ws). Contracting the subpath w1 . . .ws as a vertex, we obtain a copy of K1,4, a

contradiction. The proof of Case 1 is completed.

Case 2. There exists a vertex u ∈U2 with two non-adjacent neighbors.

Assume NG(u) = {u1,u2} and u1u2 /∈ E(G). Let G′ be the graph obtained from G

by contracting the path u1uu2 as an edge u1u2 (that is, u is absorbed). Then e(G′) =
e(G)−1 = (n−1)+2. Since G is K1,4-minor free, G′ is too. By the induction hypothesis,

G′ ∼= Sn−5(K4). Let P be the induced path of length n− 4 in G′. Then both ends are of
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degree three in G′ and G. We may assume P = v1w1 . . .wn−5v2, where v1,v2 ∈U3.

If u1u2 ∈ E(G′)\E(P), then u1,u2 are of degree three in G′ and G. Now if {u1,u2}=
{v3,v4}, then G[{v1,v2,v3,v4,w1,u}] has a K1,4 minor (see Fig. 1), a contradiction. Thus

u1 ∈ {v1,v2} and u2 ∈ {v3,v4}. Assume without loss of generality that {u1,u2}= {v1,v3}.

Then G[{v1,v2,v3,v4,w1,u}] still has a K1,4 minor (see Fig. 1), a contradiction. Hence,

u1u2 ∈ E(P), and now G ∼= Sn−4(K4), as desired. The proof is completed.

In the following, we introduce some basic notations and terminologies. A generalized

book, denoted by Bγ ,n−γ , is obtained by joining a γ-clique with an independent set of

n− γ vertices. Specially, B2,n−2 is called a book. Let αH be the independence number of

a graph H, that is, the cardinality of a maximum independent set in H. We now define an

important variation on a given family H which contains no star as a member.

γH := min
H∈H

γH , where γH = |H|−αH −1. (1)

A graph H is said to be minimal with respect to H, if H ∈ H such that (i) γH = γH;

(ii) subject to (i), |H| is also minimal. It is obvious that all minimal graphs have the same

independence number. Thus, we can set αH := αH∗ for an arbitrary minimal graph H∗.

Moreover, we define CH := minCH∗ , where H∗ takes over all minimal graphs. Recall that

γH∗ = |H∗|−αH∗ −1 and CH∗ = 2|H
∗|+1e(H∗). Hence, γH+αH <CH.

An elementary operation on a graph is one of the following, that is, deleting a vertex,

or deleting an edge, or contracting an edge. Clearly, a graph G contains an H minor if

H can be obtained from G by a sequence of elementary operations. A graph is said to

be H-minor free, if it does not contain an H minor for any H ∈ H. Observe that H is a

spanning subgraph of BγH+1,αH
. Thus we have the following lemma.

Lemma 2.5. BγH+1,αH
contains an H minor.

Let spex(n,Hminor) be the extremal spectral radius of graphs in SPEX(n,Hminor).

Lemma 2.6. BγH,n−γH is H-minor free, and spex(n,Hminor)≥
√

γH(n− γH).

Proof. Choose an arbitrary member H ∈H. We first claim that BγH ,n−γH
contains no copy

of H. Indeed, otherwise, H ⊆ BγH ,n−γH
. Let S be the (n− γH)-vertex independent set and

T be the γH-clique in BγH ,n−γH
. Then,

|V (H)∩S|= |V (H)\T | ≥ |H|− γH = αH +1.

Furthermore, since V (H)∩S is also an independent set in H, we have αH ≥ |V (H)∩S| ≥
αH +1, a contradiction. Therefore, the claim holds.

We now show that BγH ,n−γH
is H-minor free. Suppose to the contrary that BγH ,n−γH

has

an H minor. Then H can be obtained by a sequence of elementary operations on BγH ,n−γH
.

These elementary operations give rise to a graph sequence H0,H1, · · · ,Ha(=H). From the

structure of a generalized book, we know that every elementary operation on a subgraph

of BγH ,n−γH
always gives a new subgraph of BγH ,n−γH

. This implies that H is a subgraph

of BγH ,n−γH
, contradicting the claim proved above. Thus, BγH ,n−γH

is H-minor free.
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In view of (1), γH ≤ γH and hence BγH,n−γH is a subgraph of BγH ,n−γH
. Since BγH ,n−γH

is H-minor free, BγH,n−γH is too. Considering the choice of H, we can see that BγH,n−γH

is H-minor free, and so spex(n,Hminor) ≥ ρ(BγH,n−γH). Note that KγH,n−γH ⊆ BγH,n−γH .

Therefore, we have spex(n,Hminor)≥ ρ(KγH,n−γH) =
√

γH(n− γH), as desired.

We end this section with the following stability result. For the sake of readability of

the article, we postpone its proof to the last section.

Theorem 2.1. Let G be a graph of order n large enough. Let X be a non-negative eigen-

vector corresponding to ρ(G) with xu∗ = maxu∈V (G) xu. If ρ(G) ≥
√

γH(n− γH), then

either G contains an H minor for some H ∈H, or G admits a set L of exactly γH vertices

such that xu ≥
(

1− 1
2(10CH)2

)

xu∗ and dG(u)≥
(

1− 1
(10CH)2

)

n for every u ∈ L.

3 Absorbing method on SPEX(n,Hminor)

Choose an arbitrary G∗ ∈ SPEX(n,Hminor). Let X∗ = (x1, . . . ,xn)
T be a non-negative

unit eigenvector with respect to ρ(G∗), and u∗ ∈ V (G∗) with xu∗ = maxu∈V (G∗) xu. Set

ρ∗ := ρ(G∗). Then, ρ∗ = spex(n,Hminor) ≥
√

γH(n− γH) by Lemma 2.6. Furthermore,

by Theorem 2.1 we have the following proposition.

Proposition 3.1. G∗ contains a set L of exactly γH vertices such that xu ≥
(

1− 1
2(10CH)2

)

xu∗

and dG∗(u)≥
(

1− 1
(10CH)2

)

n for every u ∈ L.

In this section, we partition V (G∗)\L into L′∪L′′, where L′′ = {v : NG∗(v) = L}. The

key lemma is Lemma 3.3, which will be proved by absorbing method. We shall find an

absorbing set in L′′, and then use it to absorb vertices in L′. To this end, we need some

more definitions and propositions.

Definition 3.1. A path P = v1v2 . . .vs (where possibly v1 = vs) is called a linear path

in G, if P ⊆ G and dG(vi) = 2 for each i ∈ {2, . . .s− 1}. A linear path P is said to be

maximal, if there exists no any linear path P′ such that P ⊆ P′ and P 6= P′.

By Definition 3.1, every linear path is either an induced path or an induced cycle in G.

Given a connected graph G with |G| ≥ 2. Definition 3.1 also implies the following two

propositions.

Proposition 3.2. Let P be a maximal linear path in G. If P is a path, then dG(v) 6= 2 for

each endpoint v; if P is a cycle, then dG(v) 6= 2 for at most one vertex v.

Proposition 3.3. Every non-trivial connected graph has an edge-decomposition of its

maximal linear paths.

For a graph H with V (H) = {v1, . . . ,vh}, a model of H in a graph G is a collection

of vertex-disjoint connected subgraphs Gv1
, . . . , Gvh

such that for any viv j ∈ E(H), there

exists an edge with one end in Gvi
and the other end in Gv j

. It is not hard to see that G has

an H minor if and only if there is a model of H in G. Based on this terminology, we can

further introduce a definition.
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Definition 3.2. Let G be a graph with an H minor and {Gvi
: vi ∈ V (H)} be a model of

H in G. Then, (V (Gv1
), . . . ,V (Gvh

)) is called an H-partition of G.

Note that ∪vi∈V (H)V (Gvi
) ⊆V (G). Hence, an H-partition of G may not be a partition

of V (G) although its members are vertex-disjoint. An H-partition is said to be minimal,

if ∑
|H|
i=1 |Gvi

| is minimum over all H-partitions of G.

By Proposition 3.1, |L| = γH = minH∈H(|H|−αH −1). Recall that V (G∗) \L = L′∪
L′′, where L′′ = {v : NG∗(v) = L}. Also by Proposition 3.1, every vertex in L has at most

n
(10CH)2 non-neighbors in L′. Hence,

|L′| ≤ n

(10CH)2
|L|= γHn

(10CH)2
. (2)

Before proceeding we need some more notations. Given a graph G with u ∈V (G) and

S ⊆V (G), we write NS(u) := NG(u)∩S and dS(u) := |NS(u)|. Let G∪G′ be the union of

two vertex-disjoint graphs G and G′. Specially, we use kG to denote the disjoint union of

k copies of G. For two disjoint subsets S,T ⊆V (G), let G[S,T ] be the bipartite subgraph

obtained from G[S∪T ] by deleting all its edges within S and within T . We use e(S) and

e(S,T ) to denote the numbers of edges in G[S] and G[S,T ], respectively.

Lemma 3.1. dL′′(v)≤αH for each v ∈ L′∪L′′ and G∗[L′′] is (K1,αH+1∪γHK1)-minor free.

Proof. We first show dL′′(v)≤ αH for v ∈ L′∪L′′. Suppose to the contrary that dL′′(v0)≥
αH+1 for some v0 ∈ L′∪L′′. Let L = {u1, . . . ,uγH} and {w0, . . . ,wαH

} ⊆ NL′′(v0).

In view of (2), we have |L′′|= n−|L|−|L′| ≥ γH+αH+2 for n large enough. Thus we

can choose γH vertices v1,v2, . . . ,vγH in L′′ \ {v0,w0,w1, . . . ,wαH
}. Note that G∗[L,L′′] ∼=

K|L|,|L′′|. Now let G be the graph obtained from G∗ by contracting each edge uivi as a new

vertex ui for i ∈ {1, . . . ,γH}. Then, {u1, . . . ,uγH} is a clique in G and ui ∈ NG(w j) for

i ∈ {1, . . . ,γH} and j ∈ {0, . . . ,αH}.

Furthermore, let G′ be the graph obtained from G by contracting the edge v0w0 as

a new vertex u0. Recall that ui ∈ NG(w0) for i ∈ {1, . . . ,γH} and w j ∈ NG(v0) for j ∈
{1, . . . ,αH}. Thus, ui,w j ∈ NG′(u0) for i ∈ {1, . . . ,γH} and j ∈ {1, . . . ,αH}.

Now, we can see that G′[{ui,w j : 0 ≤ i ≤ γH;1 ≤ j ≤ αH}] contains BγH+1,αH
as a

spanning subgraph. By Lemma 2.5, G′ contains an H minor for some H ∈H and thus G∗

too, a contradiction. Therefore, dL′′(v)≤ αH for each v ∈ L′∪L′′.
Next suppose that G∗[L′′] contains an H0-minor, where H0

∼= K1,αH+1 ∪ γHK1. Let

G′′ be the graph obtained from G∗ by replacing G∗[L′′] with a copy of H0. Then for

G′′, |L′′| = |H0| = γH+αH+2 and there exists a vertex v0 ∈ L′′ with dL′′(v0) ≥ αH+1.

By the above discussion, G′′ contains an H minor for some H ∈ H and thus G∗ too, a

contradiction. Therefore, the lemma holds.

Lemma 3.2. xv ≤ 4xu∗
100CH

for each v ∈ L′∪L′′.

Proof. Choose an arbitrary v ∈ L′ ∪ L′′. Then dL(v) ≤ |L| = γH, and by Lemma 3.1

dL′′(v)≤ αH. Recall that γH+αH <CH. Thus

dG∗(v) = dL∪L′′(v)+dL′(v)≤ (γH+αH)+dL′(v)<CH+dL′(v).
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Since ρ∗xv = ∑u∈NG∗ (v) xu ≤ dG∗(v)xu∗ , we have

∑
v∈L′

ρ∗xv ≤ ∑
v∈L′

(

CH+dL′(v)
)

xu∗ =
(

CH|L′|+2e(L′)
)

xu∗ ,

where e(L′) < CH|L′| by Lemma 2.2. Combining (2) gives ρ∗∑v∈L′ xv ≤ 3CH|L′|xu∗ ≤
3γHn

100CH
xu∗ . Again by dL∪L′′(v)≤ γH+αH <CH, we have

ρ∗xv = ∑
u∈NG∗ (v)

xu = ∑
u∈NL∪L′′ (v)

xu + ∑
u∈L′

xu ≤CHxu∗ +
3γHn

100CHρ∗ xu∗ . (3)

Dividing both sides of (3) by ρ∗ and combining ρ∗2 ≥ γH(n− γH), we obtain that xv ≤
4xu∗

100CH
for n sufficiently large, as desired.

Now we are ready to show a key lemma, which states that L′ is empty. We proceed

the proof by contradiction and absorbing method. To make the proof readable, we divide

it into some claims and present a sketch as follows.

i) Construct a graph G′ such that ρ(G′) > ρ(G∗) and G′ − L′ = G∗ − L′. Then G′

admits an H ′ minor for some H ′ ∈H, and thus an H ′-partition V .

ii) Using the H ′-partition V , we find an absorbing set P∗ in G′[L′′], which should be a

maximal linear path of length sufficiently large.

iii) Based on G′, we construct a graph G′′ by using P∗ to absorb vertices in L′. Now

we obtain a new maximal linear path P of order |P∗|+ |L′| in G′′[L′∪L′′].
iv) Prove ρ(G′′)> ρ(G∗). Then G′′ contains an H ′′ minor for some H ′′ ∈H, and thus

an H ′′-partition V ′′. Based on V ′′, we shall construct a graph G′′′, by contracting P in G′′

as a new path of order r ≤ 2|H ′′|+1, such that G′′′ also contains an H ′′ minor.

v) Contract P∗ in G∗−L′ as a new path of order r. The resulting graph is isomorphic

to G′′′. Hence, G∗ contains a G′′′ minor and thus an H ′′ minor, a contradiction.

Lemma 3.3. L′ is an empty set.

Proof. Suppose to the contrary that L′ 6= ∅. Let G′ be the graph obtained from G∗ by

deleting all edges incident to vertices in L′ and joining all edges from L′ to L.

Claim 3.1. Let ρ ′ := ρ(G′). Then ρ ′ > ρ∗.

Proof. Since e(L′)≤CH|L′|, there exists v1 ∈ L′ with dL′(v1)≤ 2e(L′)
|L′| ≤ 2CH. Set L′

1 := L′

and L′
2 := L′

1 \ {v1}. Then we also have e(L′
2) ≤ CH|L′

2|, and thus there exists v2 ∈ L′
2

with dL′
2
(v2) ≤ 2CH. Repeating this step, we obtain a sequence L′

1, . . . ,L
′
|L′| such that

L′
i+1 = L′

i \{vi} and dL′
i
(vi)≤ 2CH for each i. Now we can decompose E(G∗[L′]) into |L′|

subsets {viv : v ∈ NL′
i
(vi)}, where i = 1, . . . , |L′|. Thus,

ρ ′−ρ∗ ≥ X∗T
(

A(G′)−A(G∗)
)

X∗ ≥
|L′|
∑
i=1

2xvi

(

∑
u∈L

xu − ∑
v∈N

L∪L′′∪L′
i
(vi)

xv

)

. (4)
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Recall that γH+αH <CH. Moreover, by Proposition 3.1, we have |L|= γH and

∑
u∈L

xu ≥ γH
(

1− 1

2(10CH)2

)

xu∗ ≥
(

γH− 1

10

)

xu∗. (5)

On the other hand, for each vi ∈ L′, we have dL(vi)≤ |L|−1 = γH−1 by the definition

of L′, dL′′(vi) ≤ αH by Lemma 3.1, and dL′
i
(vi) ≤ 2CH by the choice of vi. Moreover,

Lemma 3.2 gives xv ≤ 4xu∗
100CH

for v ∈ L′∪L′′. Thus,

∑
v∈N

L∪L′′∪L′
i
(vi)

xv ≤ dL(vi)xu∗ +dL′′∪L′
i
(vi)

4xu∗

100CH

≤ (γH−1)xu∗ +(αH+2CH)
4xu∗

100CH

,

which implies that ∑v∈N
L∪L′′∪L′

i
(vi) xv <

(

γH− 1
10

)

xu∗ as αH+2CH < 3CH. Combining with

(4) and (5), we obtain ρ ′ ≥ ρ∗, with equality if and only if X∗ is also an eigenvector

corresponding to ρ(G′) and xvi
= 0 for each vi ∈ L′. Observe that G′ is connected. If X∗

is an eigenvector corresponding to ρ(G′). then X∗ is positive by the Perron-Frobenius

theorem. Hence, ρ ′ > ρ∗, as desired.

In view of Claim 3.1 and the choice of G∗, G′ must contain an H ′ minor for some

H ′ ∈ H. Let V = (V1, . . . ,V|H ′|) be a minimal H ′-partition of G′. A set Vi, where i ∈
{1, . . . , |H ′|}, is called a good set if both Vi ∩L and Vi \L are non-empty. Since |L| = γH
and V1, . . . ,V|H ′| are vertex-disjoint, there are at most γH good sets in V . We now give a

precise characterization for good sets.

Claim 3.2. Every good set has exactly two vertices.

Proof. By the definition, we have |Vi| ≥ 2 for each good set Vi. Now, suppose that there

exists a good set Vi with |Vi| ≥ 3. Choose u∈Vi∩L and v∈Vi\L. Note that G′[L,L′∪L′′]∼=
K|L′|,|L′∪L′′|. Thus L′∪L′′ ⊆ NG′(u) and L ⊆ NG′(v). Thus, if we contract the edge uv as a

new vertex w in G′, then w is a dominating vertex in the resulting graph. Let V ′
i = {u,v}

and V ′ = (V1, . . . ,V
′
i , . . . ,V|H ′|). Then, V ′ is also an H ′-partition of G′, contradicting the

fact that V is minimal. Therefore, the claim holds.

Claim 3.3. For i ∈ {1, . . . , |H ′|}, every induced subgraph G′[Vi ∩ (L′ ∪L′′)] is connected

provided that Vi ∩ (L′∪L′′) 6=∅.

Proof. Suppose to the contrary that G′[Vi ∩ (L′∪L′′)] is not connected for some i. Then

|Vi∩(L′∪L′′)| ≥ 2. However, G′[Vi] is connected by the definition of model. Thus Vi∩L 6=
∅. This implies that Vi is a good set and |Vi| ≥ 3, contradicting Claim 3.2.

In the following, we further assume that V = (V1, . . . ,V|H ′|) is a minimal H ′-partition

of G′ such that |L′ ∩ (∪|H ′|
i=1Vi)| is also minimal. Moreover, assume that G′[L′′] have c

connected components G1, . . . ,Gc.

Claim 3.4. L′′ ⊆ ∪|H ′|
i=1Vi and c ≤ |H ′|.
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Proof. Note that G∗[L∪L′′] = G′[L∪L′′]. If ∪|H ′|
i=1Vi ⊆ L∪L′′, then V is an H ′-partition

of G∗, contradicting the fact that G∗ is H ′-minor free. Hence, L′∩ (∪|H ′|
i=1Vi) 6=∅.

Now suppose to the contrary that there exists a vertex u ∈ L′′ \ (∪|H ′|
i=1Vi). Choose a

vertex v ∈ L′∩(∪|H ′|
i=1Vi). We may assume without loss of generality that v ∈ L′∩V1. Then,

set V ′
1 := (V1 \ {v})∪{u} and V ′ := (V ′

1,V2, . . . ,V|H ′|). Note that NG′(v) = L ⊆ NG′(u).

Then, V ′ is also an H ′-partition of G′, contradicting the assumption that |L′∩ (∪|H ′|
i=1Vi)| is

minimal. Thus, L′′ ⊆ ∪|H ′|
i=1Vi.

In the following, we show c ≤ |H ′|. On the one hand, ∪c
j=1V (G j) = L′′ ⊆ ∪|H ′|

i=1Vi. On

the other hand, by Claim 3.3 we can see that for each Vi (where 1 ≤ i ≤ |H ′|), there exists

at most one G j with V (G j)∩Vi 6=∅. Therefore, c ≤ |H ′|.

Claim 3.5. Let |G1|= max1≤ j≤c |G j|. Then e(G1)≤ |G1|+ 1
6

√
n.

Proof. Recall that |L|= γH. It follows from (2) that |L′′|= n−|L|− |L′| ≥ n
2
. Combining

Claim 3.4, we have

|G1| ≥
1

c
|L′′| ≥ 1

|H ′| |L
′′| ≥ n

2|H ′| , (6)

which implies that |G1| ≥ γH∗ +αH∗ +3 (where H∗ is minimal with respect to H). Now

using a spanning tree of G1, we can find a vertex subset S ⊆V (G1) such that |S|= γH∗ and

G1−S is also connected. Observe that G∗[L′′] =G′[L′′]. Set t :=αH∗+1. Then by Lemma

3.1, G1 is (K1,t ∪ γH∗K1)-minor free and thus G1 −S is K1,t-minor free. Since G1 −S is a

connected graph of order at least t + 2, it contains a K1,2. This implies that t ≥ 3. Now

using Lemma 2.3, we obtain e(G1 −S) ≤
(

t
2

)

+ |G1 −S|− t. Moreover, Lemma 3.1 also

gives dL′′(v)≤ αH∗ for each v ∈ L′′. Consequently,

e(G1)≤ e(G1 −S)+ ∑
v∈S

dL′′(v)≤ 1

2
t(t−1)+ |G1|− |S|− t+ |S|αH∗.

It follows that e(G1)≤ |G1|+ 1
6

√
n for n large enough.

Claim 3.6. Let U1 be the set of vertices of degree one in G1. Then |U1| ≤ |H ′|.

Proof. We first show |Vi∩U1| ≤ 1 for each i ∈ {1, . . . , |H ′|}. Suppose to the contrary that

|Vi ∩U1| ≥ 2 for some i. Note that Vi ∩U1 ⊆ Vi \L. Then |Vi \L| ≥ |Vi ∩U1| ≥ 2. Now if

Vi ∩L 6=∅, then Vi is a good set, and thus |Vi| = 2 by Claim 3.2, a contradiction. Hence,

Vi ∩L =∅, that is, Vi ⊆ L′∪L′′.
Since G′[Vi] is connected and |Vi| ≥ |Vi ∩U1| ≥ 2, there exist u0 ∈ Vi ∩U1 and w0 ∈

NVi
(u0). Recall that L⊆NG′(v) for each v∈ L′∪L′′. Consequently, L⊆NG′(u0)∩NG′(w0),

as u0,w0 ∈Vi ⊆ L′∪L′′. Since G1 is a component of G′[L′∪L′′] and u0 is a vertex of degree

one in G1, we can see that w0 is the unique neighbor of u0 in L′∪L′′, and thus NG′(u0) \
{w0} ⊆ NG′(w0) \ {u0}. Hence, (V1, . . . ,Vi \ {u0}, . . . ,V|H ′|) is also an H ′-partition of G′,
contradicting the minimality of V . Hence, |Vi ∩U1| ≤ 1 for each i, as desired.

Note that U1 ⊆V (G1)⊆ L′′. Moreover, L′′ ⊆∪|H ′|
i=1Vi by Claim 3.4. Thus, U1 ⊆∪|H ′|

i=1Vi.

Since |Vi ∩U1| ≤ 1 for each i ∈ {1, . . . , |H ′|}, we obtain |U1| ≤ |H ′|.
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Claim 3.7. G1 admits a maximal linear path P∗ of order at least
√

n

2|H ′| .

Proof. Let U2 = {v ∈ V (G1) : dG1
(v) = 2} and U3 = V (G1) \ (U1 ∪U2). Then, 3|G1|−

2|U1|−|U2|= |U1|+2|U2|+3|U3| ≤ 2e(G1), which yields that e(G1)−|U2| ≤ 3
(

e(G1)−
|G1|

)

+2|U1|. Combining Claims 3.5 and 3.6 gives that

e(G1)−|U2| ≤
1

2

√
n+2|H ′| ≤

√
n. (7)

Assume now that there are φ(G1) maximal linear paths in G1. If G1 itself is a cycle,

then φ(G1) = 1 by Definition 3.1. If G1 is not a cycle, then by Proposition 3.2, two ends of

every maximal linear path occupies exactly two degrees of vertices in V (G1) \U2. Thus,

2φ(G1) = ∑v∈V (G1)\U2
dG1

(v). Combining (7) gives

φ(G1) =
1

2
∑

v∈V (G1)\U2

dG1
(v) = e(G1)−|U2| ≤

√
n.

But in view of (6), we have |G1| ≥ n
2|H ′| . Moreover, by Proposition 3.3, G1 admits an

edge-decomposition of its maximal linear paths. Therefore, there exists a maximal linear

path P∗ of length at least
e(G1)
φ(G1)

, and thus |P∗| ≥ e(G1)
φ(G1)

+1 ≥ |G1|
φ(G1)

≥
√

n

2|H ′| .

Note that V (P∗) ⊆ L′′ and L′ is an independent set in G′. Now we use P∗ to absorb

vertices in L′. Assume that P∗ =w1w2 . . .wa and L′ = {v1,v2, . . . ,vb}. Let G′′ be the graph

obtained from G′ by replacing the edge w1w2 with a path w1v1v2 . . .vbw2.

Claim 3.8. Let ρ ′′ := ρ(G′′). Then ρ ′′ > ρ∗.

Proof. Recall that ρ(G′)= ρ ′> ρ∗ by Claim 3.1. It suffices to show ρ ′′≥ ρ ′. Note that G′

is connected. By the Perron-Frobenius theorem, there exists a positive unit eigenvector

Y = (y1, . . . ,yn)
T corresponding to ρ(G′). Set σL := ∑u∈L yu and y∗L′′ := maxw∈L′′ yw.

For every vi ∈ L′, since NG′(vi) = L, we have ρ ′yvi
= σL. Consequently, yv1

= yvb
= σL

ρ ′ .

Moreover, by Lemma 3.1, dL′′(w)≤αH for each w∈ L′′. Thus, ρ ′y∗L′′ ≤σL+αHy∗L′′ , which

yields y∗L′′ ≤ σL

ρ ′−αH
. By Lemma 2.6, ρ∗ ≥

√

γH(n− γH), and thus ρ ′ >
√

γH(n− γH) ≥
2αH. Combining these inequalities, we obtain

max{yw1
,yw2

} ≤ y∗L′′ ≤ σL

ρ ′−αH

≤ 2σL

ρ ′ = 2yv1
= 2yvb

. (8)

On the other hand, one can see that

ρ ′′−ρ ′ ≥ 2(yw1
yv1

+ yw2
yvb

− yw1
yw2

) = yw1
(2yv1

− yw2
)+ yw2

(2yvb
− yw1

).

Combining (8), we have ρ ′′ ≥ ρ ′, and so ρ ′′ > ρ∗.

We are ready to complete the proof of Lemma 3.3. Note that G′′[L′∪L′′] has a maximal

linear path P = w1v1v2 . . .vbw2 . . .wa−1wa. In view of Claim 3.8 and the definition of G∗,

G′′ contains an H ′′ minor for some H ′′ ∈ H. Let V
′′ = (V1, . . . ,V|H ′′|) be a minimal H ′′-

partition of G′′. Applying Claim 3.3 on G′′ and V ′′, we know that either Vi∩(L′∪L′′) =∅
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or G′′[Vi∩(L′∪L′′)] is connected for every i∈ {1, . . . , |H ′′|}. This implies that Vi∩V (P)=

∅, G′′[Vi ∩V (P)] is a subpath of P, or G′′[Vi ∩V (P)] consists of two subpaths P′,P′′

such that w1 ∈ V (P′) and wa ∈ V (P′′). Now let P(i) = G′′[Vi ∩V (P)], i = 1, . . . , |H ′′|.
Then P(1), . . . ,P(|H ′′|) separate P into r subpaths, where r ≤ 2|H ′′|+ 1. Let G′′′ be the

graph obtained from G′′ by contracting each of these r subpaths as a vertex. Then by the

definition of model, G′′′ also has an H ′′ minor.

On the other hand, recall that G∗[L′′] = G′[L′′] and P∗ ⊆ G′[L′′]. Hence, P∗ is also a

maximal linear path in G∗[L′′]. By Claim 3.7, |P∗| ≥
√

n

2|H ′| ≥ 2|H ′′|+1. One can observe

that if we contract the path P∗ as a new path of order r in G∗ − L′, then the resulting

graph is isomorphic to G′′′. Hence, G∗ contains a G′′′ minor and thus an H ′′ minor, a

contradiction. Therefore, L′ =∅. This completes the proof of Lemma 3.3.

In the following, we complete the proof of Theorem 1.1.

Proof. Now, we know that |L| = γH by Proposition 3.1 and V (G∗) = L∪L′′ by Lemma

3.3. Thus, G∗ contains KγH,n−γH as a spanning subgraph. To prove Theorem 1.1, that is,

G∗ contains BγH,n−γH , it suffices to show G∗[L]∼= KγH .

Suppose to the contrary that L is not a clique in G∗. Then we can find u1,u2 ∈ L with

u1u2 /∈ E(G∗). Since |L′′|= n−|L|> maxH∈H(|H|+1), we can choose a subset L′′′ ⊂ L′′

with |L′′′|= maxH∈H(|H|+1). Now set L′′′′ := L′′ \L′′′. By Lemma 3.1, dL′′(w)≤ αH for

each w ∈ L′′. It follows that

e(L′′)− e(L′′′′)≤ ∑
v∈L′′′

dL′′(v)≤ max
H∈H

(|H|+1)αH ≤
√

n.

Moreover, let x∗L′′ := maxw∈L′′ xw. Then we have ρ∗x∗L′′ ≤ ∑u∈L xu +αHx∗L′′, Recall that

ρ∗ ≥
√

γH(n− γH). Hence,

x∗L′′ ≤ ∑u∈L xu

ρ∗−αH

≤ γHxu∗

ρ∗−αH

≤
√

2γH
n

xu∗ .

Now let G be the graph obtained from G∗ by deleting all edges in E(L′′)\E(L′′′′) and

adding an edge u1u2. By Proposition 3.1, min{xu1
,xu2

} ≥ (1− 1
2(10CH)2 )xu∗ , and thus

ρ(G)−ρ(G∗) ≥ 2
(

xu1
xu2

− ∑
w1w2∈E(L′′)\E(L′′′′)

xw1
xw2

)

≥ 2
(

(

1− 1

2(10CH)2

)2 −
√

n · 2γH
n

)

x2
u∗

> 0,

which implies that G contains an H0 minor for some H0 ∈H.

Now let V = (V1, . . . ,V|H0|) be a minimal H0-partition of G. Observe that NG(v) = L

for each vertex v ∈ L′′′. Applying Claim 3.3 on G and V , we can see that |Vi ∩L′′′| ≤ 1

for i = 1, . . . , |H0|. Since |L′′′| = maxH∈H(|H|+ 1) ≥ |H0|+ 1, there exists a vertex v ∈
L′′′\∪|H0|

i=1Vi. Consequently, V = (V1, . . . ,V|H0|) is also an H0-partition of G−{v}. In other
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words, G−{v} contains an H0 minor. Now let G∗
u1v be the graph obtained from G∗ by

contracting the edge u1v as a new vertex u1. Then u1u2 ∈ E(G∗
u1v), and thus G−{v} is

isomorphic to some subgraph of G∗
u1v. This implies that G∗

u1v also contains an H0 minor.

Correspondingly, G∗ contains an H0 minor, a contradiction. Therefore, L is a clique in

G∗. This completes the proof of Theorem 1.1.

Having Theorem 1.1, we shall focus on the characterization of G∗−L. We now recall

some notations and terminologies. For a member H ∈ H, Γ∗
s (H) denotes the family of

s-vertex irreducible induced subgraphs of H and Γ(H) =
⋃

H∈HΓ∗
|H|−γH

(H), where γH =

minH∈H γH and γH = |H|−αH −1.

Lemma 3.4. Let G be a graph with a set L of γH dominating vertices. Then, G is H-minor

free if and only if G−L is Γ(H)-minor free.

Proof. Firstly, assume that G−L contains an H0 minor for some H0 ∈ Γ(H). Then there

exists an H ∈H such that H0 is an (|H|− γH)-vertex induced subgraph of H. Combining

this H0 minor with γH dominating vertices in L, we obtain an H minor in G.

Conversely, assume that G contains an H minor for some H ∈H. Then by Definition

3.2, G has an H-partition V = (V1, . . . ,V|H|). We may assume that V is a minimal H-

partition such that |L∩ (∪|H|
i=1Vi)| is maximal. Then there exist exactly γH members of V ,

say V1, . . . ,VγH , such that |Vi|= |L∩Vi|= 1 for i∈ {1, . . . ,γH}. Consequently, ∪|H|
i=γH+1Vi ⊆

V (G)\L.This implies that G−L contains an H0 minor, where H0 ∈Γ|H|−γH(H). It follows

that G−L has an H1 minor with H1 ∈ Γ∗
|H|−γH

(H).

In the following, we give the proof of Theorem 1.2.

Proof. Theorem 1.1 gives that G∗ has γH dominating vertices, which implies that G∗

is connected. Hence, adding an arbitrary edge within its independent set increases the

spectral radius. Furthermore, by Lemma 3.4, G∗−L is Γ(H)-minor free. Thus G∗−L is

Γ(H)-minor saturated, that is, G∗−L ∈ SAT (n− γH,Γ(H)minor).

Particularly, if H= {H}, then |H|−γH =αH +1. Hence, Γ(H) = Γ∗
αH+1(H), and thus

G∗−L ∈ SAT (n− γH ,Γ
∗
αH+1(H)minor). This completes the proof of Theorem 1.2.

A subset R of V (G∗) \L is called a component subset, if G∗[R] consists of some con-

nected components. Furthermore, R is said to be small, if |R| ≤ C for a constant C. To

prove Theorem 1.3, we need some more lemmas. We always assume that Γ(H) is a family

of connected graphs in the following lemmas.

Lemma 3.5. If R is a small component subset of V (G∗)\L, then e(R)= ex
(

|R|,Γ(H)minor

)

.

Proof. Let H be a minimal member in H. Recall that γH = γH and αH = αH. Then |H|−
γH = αH+ 1, and thus Γ∗

αH+1(H) ⊆ Γ(H). By Lemma 3.4, G∗− L is Γ∗
αH+1(H)-minor

free. Now, choose an (αH+ 1)-subset S of V (H) such that it contains αH independent

vertices of H. Then H[S]⊆ K1,αH
, and hence G∗−L is K1,αH

-minor free.
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Similarly to the proof of Theorem 1.1, we let L′′ = V (G∗) \L and x∗
L′′ = maxw∈L′′ xw.

We also set ∑u∈L xu := σL. Clearly, xw ≥ σL

ρ∗ for each w ∈ L′′. Since G∗[L′′] is K1,αH
-minor

free, we have ρ∗x∗L′′ ≤ σL +(αH−1)x∗L′′, which gives x∗L′′ ≤ σL

ρ∗−αH+1
.

Now suppose to the contrary that there exists a small component subset R of L′′ such

that e(R) < ex
(

|R|,Γ(H)minor

)

. Then we can find a Γ(H)-minor free graph G′′
i on the

vertex set R with at least e(R)+1 edges. Let G be the graph obtained from G∗ by replacing

E(G∗[R]) with E(G′′
i ). Since Γ(H) is a connected family, G[L′′] is still Γ(H)-minor free.

By Lemma 3.4, G is H-minor free. Let ρ = ρ(G). Then

1

2
(ρ −ρ∗)≥ ∑

uv∈E(G′′
i )

xuxv − ∑
uv∈E(G∗[R])

xuxv ≥
e(G′′

i )σ
2
L

ρ∗2
− e(R)σ 2

L

(ρ∗−αH+1)2
. (9)

Since R is small, e(R) is also bounded by a constant. Recall that e(G′′
i ) ≥ e(R)+ 1

and ρ∗ ≥
√

γH(n− γH). It is clear that ρ(G)> ρ∗ for n sufficiently large, a contradiction.

The proof is completed.

Let G be the family of connected Γ(H)-minor free graphs on at most n− γH vertices.

In fact, the proof of Lemma 3.5 implies that every member in G is K1,αH
-minor free.

Given a member Gi ∈ G, we denote by di its average degree, and we say that Gi is small

if |Gi| ≤ c for some constant c (in other words, |Gi| is independent of n). Now, let G0 be a

member with d0 = maxGi∈G di, and let G1, . . . ,Gs be all the non-isomorphic components

in G∗− L. We may assume that m(G1) ≥ ·· · ≥ m(Gs), where m(Gi) is the number of

copies of Gi in G∗−L. By Lemma 3.4, Gi ∈G for every i ∈ {1, . . . ,s}.

Lemma 3.6. If all the members are small in {Gi : i = 0,1, . . . ,s}, then we have d1 = d0

and m(Gi)< |G1| for every Gi with di < d0.

Proof. In view of the choice of G0, we know that di ≤ d0 for every i ∈ {0,1 . . . ,s}. Since

max1≤i≤s |Gi|= c for some constant integer c, we have s ≤∑c
k=1 2(

k
2), that is, s is constant.

However, |G∗−L| is sufficiently large, thus m(G1) is a function on n.

We first prove that d1 = d0. Otherwise, d1 < d0, then we define G to be the graph

obtain from G∗ by replacing |G0| copies of G1 with |G1| copies of G0 in G∗−L. The com-

ponent subset V (|G0|G1) is small and G−L is Γ(H)-minor free. However, |G0|e(G1)−
|G1|e(G0) =

1
2
|G0||G1|(d1 −d0)< 0, contradicting Lemma 3.5. Hence, d1 = d0.

Now suppose that there exists a component Gi with di < d0 but m(Gi) ≥ |G1|. Then

we define G to be a new graph obtain from G∗ by replacing |G1| copies of Gi with |Gi|
copies of G1 in G∗−L. Clearly, |G1|e(Gi)−|Gi|e(G1) =

1
2
|G1||Gi|(di −d0) < 0, and we

similarly get a contradiction. Hence, the lemma holds.

Now, let G⋆ be a graph of order n with a set L of dominating vertices such that G⋆−L∈
EX(n− |L|,Γ(H)minor). Moreover, assume that Gi1, . . . ,Git are all the non-isomorphic

components in G⋆−L. Clearly, Gi j
∈G for every j ∈ {1, . . . , t}.

Lemma 3.7. If all the members are small in {Gi : i = 0,1, . . . ,s} and {Gi j
: j = 1, . . . , t},

then we have G∗−L ∈ EX(n−|L|,Γ(H)minor).
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Proof. Suppose to the contrary, then e(G∗−L) < e(G⋆−L). Since max1≤ j≤t |Gi j
| is a

constant, t is too. The proof of Lemma 3.6 also implies that m(Gi j
) < |G1| for every Gi j

with di j
< d0. Recall that m(Gi) denotes the number of copies of Gi in G∗−L. We now

define m′(Gi j
) to be the number of copies of Gi j

in G⋆−L. Write mi ≡ m(Gi)( mod |G1|)
for i ∈ {1, . . . ,s} and m′

i j
≡ m′(Gi j

) ( mod |G1|) for j ∈ {1, . . . , t}. Then, we can see that

mi = m(Gi) if di < d0 and m′
i j
= m(G′

i j
) if di j

< d0.

Now we denote G′
1 = G∗−L−∪s

i=1V (miGi) and G′
2 = G⋆−L−∪t

j=1V (m′
i j

Gi j
) for

simplicity. Then, both |G′
1| and |G′

2| are divisible by |G1|, which gives that

| ∪t
j=1 V (m′

i j
Gi j

)|− |∪s
i=1 V (miGi)|= |G′

1|− |G′
2|= r|G1| (10)

for an integer r. Moreover, since both | ∪t
j=1 V (m′

i j
Gi j

)| and | ∪s
i=1 V (miGi)| are finite, r

is too. Note that every component in G′
1 and G′

2 has average degree d0. Combining (10)

and d0 = d1, we have e(G′
1)− e(G′

2) =
1
2
d0(|G′

1|− |G′
2|) = re(G1). Consequently,

t

∑
j=1

e(m′
i j

Gi j
)−

s

∑
i=1

e(miGi) = e(G⋆−L)− e(G∗−L)+ re(G1)> re(G1). (11)

Recall that m(G1) is a function on n. If r ≥ 0, we define R= (∪s
i=1V (miGi))∪V (rG1).

Then R is a small component subset of V (G∗) \L, and |R| = | ∪t
j=1 V (m′

i j
Gi j

)| by (10).

However, (11) gives e(R)< ∑t
j=1 e(m′

i j
Gi j

), contradicting Lemma 3.5.

If r < 0, we define R = ∪s
i=1V (miGi). Then R is still a small component subset of

V (G∗) \L, and by (10) |R| = | ∪t
j=1 V (m′

i j
Gi j

)|+ |V (−rG1)|. However, by (11) we have

e(R)< ∑t
j=1 e(m′

i j
Gi j

)+(−r)e(G1), also a contradiction. Hence, the lemma holds.

Lemma 3.8. If there exists a member in G which contains a bicyclic subgraph, then all

the members are small in {Gi : i = 0,1, . . . ,s} and {Gi j
: j = 1, . . . , t}.

Proof. Recall that every member in G is K1,αH
-minor free. If some member in G contains

a bicyclic subgraph, then it has an H0 minor, where H0 ∈ {K1∇2P2,K1∇P3}, and thus a

K1,3 minor. This implies that αH ≥ 4.

Let G′ be the subset of G in which any member is not small. Suppose to the contrary

that G′ is non-empty and Gi0 ∈ G′. Since Gi0 is K1,αH
-minor free, by Lemma 2.3 we

have e(Gi0) ≤
(αH

2

)

+ |Gi0|−αH. Thus, di0 = 2e(Gi0)/|Gi0| → 2 (|Gi0| → ∞), and hence

di0 < 2.2 as |Gi0| is sufficiently large. Now we know that di < 2.2 for every Gi ∈G′.
Since a member in G contains an H0 minor, H0 is Γ(H)-minor free. A simple calcula-

tion gives that 2e(H0)/|H0| ≥ 2.4. By the definition of G0, we have d0 ≥ 2e(H0)/|H0| ≥
2.4. Since di < 2.2 for every Gi ∈G′, it is clear that G0 /∈G′.

Now suppose that Gi j
∈ G′ for some j ∈ {1, . . . , t}. that is, |Gi j

| is sufficiently large.

Then di j
< 2.2 and |Gi j

| = a|H0|+ b, where 0 ≤ b < |H0| and a depends on n. Hence,

e(Gi j
) < 1.1(a|H0|+b). Now define G′′

i j
= aH0 ∪bK1. Then G′′

i j
is Γ(H)-minor free, and

e(G′′
i j
) = ae(H0) ≥ 1.2a|H0|. Thus, e(G′′

i j
) > e(Gi j

), contradicting the fact that G⋆−L ∈
EX(n−|L|,Γ(H)minor). Hence, Gi j

/∈G′ for any j ∈ {1, . . . , t}.
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Finally, suppose Gi ∈G′ for some i ∈ {1, . . . ,s}. Then di < 2.2 and |Gi|= a′|H0|+b′,
where 0 ≤ b′ < |H0| and a′ depends on n. Thus, e(Gi) < 1.1(a′|H0|+ b′). Now define

G′′
i = a′H0 ∪ b′K1. Then G′′

i is Γ(H)-minor free, and e(G′′
i ) = a′e(H0) ≥ 1.2a′|H0|. It is

easy to see that e(G′′
i ) > 1.05e(Gi). Let G be obtained from G∗ by replacing E(Gi) with

E(G′′
i ). By Lemma 3.4, G is H-minor free. Choosing R =V (Gi) in (9), we have

1

2

(

ρ(G)−ρ∗)≥ ∑
uv∈E(G′′

i )

xuxv − ∑
uv∈E(Gi)

xuxv ≥
e(G′′

i )σ
2
L

ρ∗2
− e(Gi)σ

2
L

(ρ∗−αH+1)2
.

Combining e(G′′
i )> 1.05e(Gi) yields that ρ(G)> ρ∗. This contradicts the fact that G∗ ∈

SPEX(n,Hminor). Therefore, Gi /∈G′ for any i ∈ {1, . . . ,s}.

Given a rooted tree T . A branching vertex in T is a vertex of degree at least three.

An edge-switching on T means that we construct a new tree T ′ = T −{u1v1}+ {u2v2},

where u1v1 ∈ E(T ) and u2v2 is a non-edge in T . A pruning on T is an edge-switching

T ′ = T −{u1v1}+ {v1v2}, where u1 is a branching vertex, v1 is its son and v2 is a leaf

(which is not a descendant of v1). We end this section by proving Theorem 1.3.

Proof. Combining Lemmas 3.7 and 3.8, we can see that if all the members in G are small

or some member has a bicyclic subgraph, then G∗−L ∈ EX(n−|L|,Γ(H)minor) and we

are done. Thus we may assume that every member in G is either a tree or a unicyclic

graph, and there exists a member Gi0 ∈G such that |Gi0| is sufficiently large.

Let Gi be an arbitrary member in G and V (Gi) = ∪3
k=1Uk, where Uk = {v ∈ V (Gi) :

dGi
(v) = k} for k ∈ {1,2} and U3 =V (Gi)\ (U1 ∪U2). Recall that every member in G is

K1,αH
-minor free. Then max{∆(Gi), |U1|} < αH. Since Gi is a tree or a unicyclic graph,

we have e(Gi)≤ |Gi|= ∑3
i=1 |Uk|. Moreover, e(Gi)≥ 1

2
(|U1|+2|U2|+3|U3|). Combining

the above three inequalities, we can deduce that |U3| ≤ |U1|< αH.

On the one hand, the inequality max{∆(Gi), |U3|}< αH implies that every Gi can be

transformed to a path or a lollipop graph by at most αH
2 steps of pruning. On the other

hand, since |U1|+ |U3| < 2αH for Gi0 but |Gi0| is sufficiently large, we can see that Gi0

contains a path of length large enough. Note that Gi0 is Γ(H)-minor free. Thus, Pk /∈ Γ(H)

for any positive integer k.

Recall that G∗−L contains s non-isomorphic components G1, . . . ,Gs, each of which

is a tree or a unicyclic graph. Suppose that G∗−L contains at least two tree components,

say G1 and G2. Then for i ∈ {1,2}, Gi can be transformed to a path P|Gi| by at most αH
2

steps of pruning. This implies that P|Gi| = Gi −E ′
i +E ′′

i , where E ′
i ⊆ E(Gi), E ′′

i is set of

non-edges of Gi and |E ′
i |= |E ′′

i | ≤ αH
2. Let P|G1∪G2| be a path obtained from P|G1|∪P|G2|

by adding an edge. Moreover, denote by G the graph obtained from G∗ by replacing

E(G1 ∪G2) with E(P|G1∪G2|). Since Pk /∈ Γ(H) for any positive integer k, G−L is still

Γ(H)-minor free. However, similarly as (9), we have

1

2

(

ρ(G)−ρ∗)≥ ∑
uv∈E(P)

xuxv − ∑
uv∈E(G1∪G2)

xuxv ≥
(|E ′′

1 ∪E ′′
2 |+1)σ 2

L

ρ∗2
− |E ′

1∪E ′
2|σ 2

L

(ρ∗−αH+1)2
, (12)
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which yields that ρ(G)> ρ∗, a contradiction. Therefore, G∗−L contains at most one tree

component. If every component in G∗−L is unicyclic, then e(G∗−L) = |G∗−L| and

thus G∗−L ∈ EX(n−|L|,Γ(H)minor), as desired.

Now, we may assume that G∗−L has exactly one tree component G1. We first consider

the case that G admits a unicyclic member G j0 . Then G j0 contains an ℓ0-cycle for some

ℓ0 ≤ n− γH, and thus Cℓ /∈ Γ(H) for any positive integer ℓ ≥ ℓ0. Now if |G1| ≥ ℓ0, then

we define a new G to be the graph obtained from G∗ by replacing E(G1) with E(C|G1|),
where C|G1| denotes a |G1|-cycle obtained from P|G1| by adding an edge. Then G−L is

still Γ(H)-minor free. But similarly as (12), we have ρ(G)> ρ∗, a contradiction. Hence,

|G1| < ℓ0 ≤ n− γH, which implies that G∗−L contains another component G2 and G2

is a unicyclic graph. Recall that G1 can be transformed to a path P|G1| by at most αH
2

steps of pruning, and G2 can be transformed to a lollipop graph by at most αH
2 steps of

pruning. Obviously, G1 ∪G2 can be transformed to a cycle C|G1∪G2| by adding an edge

and switching at most 2αH
2+1 edges. Let G be the graph obtained from G∗ by replacing

E(G1 ∪G2) with E(C|G1∪G2|). We can similarly see that G−L is Γ(H)-minor free and

ρ(G) > ρ∗, a contradiction. Therefore, every member in G is a tree. Now G∗−L = G1

and thus G∗−L ∈ EX(n−|L|,Γ(H)minor), completing the proof of Theorem 1.3.

4 Complete multi-partite minors

In this section, we will use Theorems 1.1, 1.2 and 1.3 to characterize SPEX(n,Hminor)

for H = {Ks1,...,sr
}. Above all, we shall recall some notations. Let G be the complement

of a graph G and Pet⋆ be the Petersen graph. Let Hs1,s2
= (β −1)K1,s2

∪K1,s2+β0
, where

β (s2 + 1)+β0 = s1 + 1 and 0 ≤ β0 ≤ s2. Obviously, Hs1,s2
is a star forest of order s1 +

1. Moreover, Hs1,1
∼= s1+1

2
K1,1 for odd s1 and Hs1,1

∼= s1−2
2

K1,1 ∪K1,2 for even s1. Let

S
(

Hs1,s2

)

denote the graph obtained from Hs1,s2
by subdividing an edge uv with minimum

degree sum d(u)+d(v). Particularly, one can observe that S(H4,1)∼= S2(K4).

For (s1,s2)∈ {(2,2),(3,2),(3,3)}, SPEX(n,{Ks1,s2
}minor) was determined in [41, 42,

52, 55]. In [54], the authors characterized SPEX(n,{Ks1,s2
}minor) for s1 ≥ 4 and s2 ≥ 2.

These results solved a conjecture proposed by Tait [46]. In fact, the above results can be

rewritten as a slightly stronger version (see Theorem 4.1).

Theorem 4.1. Assume that s1 ≥ s2 ≥ 2, β = ⌊ s1+1
s2+1

⌋, γ ≥ 1 and n−γ = ps1+q (1≤ q≤ s1).

Let G be the join of a copy of Kγ and an (n− γ)-vertex Γ∗
s1+1(Ks1,s2

)-minor free graph.

Then ρ(G)≤ ρ(Kγ∇GN), with equality if and only if G ∼= Kγ∇GN, where

GN =























(p−1)Ks1
∪S

(

Hs1,s2

)

if (q,β ) = (2,2);

(p−1)Ks1
∪Pet⋆ if (q,β ,s1) = (2,1,8);

(p−q)Ks1
∪qHs1,s2

if q ≤ 2(β −1) and (q,β ) 6= (2,2);

pKs1
∪Kq if q > 2(β −1) and (q,β ,s1) 6= (2,1,8).

Now we characterize SPEX(n,{H}minor) for H = Ks1,...,sr
, where s1 ≥ ·· · ≥ sr and n
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is sufficiently large. Clearly, αH = s1 and Γ∗
αH+1(H) = Γ∗

s1+1(H). We first consider the

case s2 ≥ 2. Now we have ∑r
2 si −1 ≥ 1.

Theorem 4.2. Let s2 ≥ 2, β = ⌊ s1+1
s2+1

⌋, γ = ∑r
2 si − 1 and n− γ = ps1 + q (1 ≤ q ≤ s1).

Then SPEX
(

n,{Ks1,...,sr
}minor

)

= {Kγ∇GN}, where GN is defined as in Theorem 4.1.

Proof. Let ∪r
i=1Si be the r-partite partition of V (H), where |Si| = si for i ∈ {1, . . . ,r}.

Given an arbitrary (αH +1)-subset S of V (H). We first claim that there exists an (αH +1)-

subset S′ such that S′ ⊆ S1 ∪S2 and H[S′] is isomorphic to a subgraph of H[S].

Let ti = |Si∩S| for i∈ {1, . . . ,r}. Up to isomorphism of H[S], one can assume that t1 ≥
·· · ≥ tr. If t3 = 0, then we choose S′ = S, as required. Suppose now that t3 ≥ 1. Then t2 ≥
1. Note that ∑r

i=1 ti = |S|= s1+1. Thus, ∑r
i=3 ti = s1+1− t1− t2 ≤ s1− t1 = |S1\S|. Now

let S′ be obtained from S by replacing ∑r
i=3 ti vertices in S \ (S1 ∪S2) with ∑r

i=3 ti vertices

in S1 \S. Then S′ ⊆ S1 ∪S2, and it is easy to see that H[S′] is isomorphic to a subgraph of

H[S]. Hence, the claim holds, which further implies Γ∗
αH+1(H) = Γs1+1(Ks1,s2

).

Note that γH = |H|−αH −1 =∑r
2 si−1. By Theorem 1.1, the extremal graph G∗ has a

set L of dominating vertices, where |L|=∑r
2 si−1. By Theorem 1.2, G∗−L is Γ∗

αH+1(H)-

minor free, that is, Γs1+1(Ks1,s2
)-minor free. Now setting γ = ∑r

2 si − 1 in Theorem 4.1,

we obtain that SPEX
(

n,{Ks1,...,sr
}minor

)

= {Kγ∇GN} immediately.

Having Theorem 4.2, it remains to characterize SPEX(n,{H}minor) for a complete

r-partite graph H = Ks1,1,...,1. If s1 = 1, then H ∼= Kr and SPEX(n,{Kr}minor) was deter-

mined by Tait (see Theorem 1.4). If r = 2, then H ∼= K1,s1
and SPEX(n,{K1,s1

}minor) was

determined in [54]. In the following, we may assume that min{r−1,s1} ≥ 2. In fact, we

have H ∼= Br−1,s1
. Moreover, αH = s1, γH = |H|−αH −1 = r−2 and

Γ∗
αH+1(H) = Γ∗

s1+1(Br−1,s1
) = {K1,s1

}. (13)

Assume that G∗ ∈ SPEX
(

n,{Br−1,s1
}minor

)

, and X∗ = (x1, . . . ,xn)
T is the positive unit

eigenvector corresponding to ρ∗ := ρ(G∗). Let L be the set of dominating vertices in G∗.

Then |L|= γH = r−2 by Theorem 1.1. In the following, we set γ := |L|= r−2.

Lemma 4.1. Assume that s1 ≥ 2 and γ ≥ 1. Then we have

ρ∗2 − (s1 + γ −2)ρ∗ ≤ γ(n− γ)− (γ −1)(s1−1), (14)

with equality if and only if G∗−L is an (s1 −1)-regular K1,s1
-minor free graph.

Proof. By Theorem 1.2 and (13), we can see that G∗−L is a K1,s1
-minor saturated graph.

Hence, G∗−L is K1,s1
-minor free.

By symmetry, xu is constant for u ∈ L. Choose u∗ ∈ L and v∗ ∈V (G∗) \L with xv∗ =

maxv∈V (G∗)\L xv. Since G∗−L is K1,s1
-minor free, we have ∆(G∗−L)≤ s1−1. Note that

ρ∗xu = ∑v∈NG∗(u) xv for each u ∈V (G∗). Thus,

ρ∗xv∗ ≤ γxu∗ +(s1 −1)xv∗ and ρ∗xu∗ ≤ (γ −1)xu∗ +(n− γ)xv∗ . (15)
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Combining the two inequalities in (15), we obtain (14) immediately.

Next, we characterize equality case in (14). If the equality holds, then both inequalities

in (15) become equalities. Hence, dG∗−L(v) = s1−1 for each v ∈V (G∗)\L, that is, G∗−L

is (s1 − 1)-regular. Conversely, if G∗−L is (s1 − 1)-regular, then G∗ is the join of two

regular graphs, which implies that both X∗ ‖L and X∗ ‖V (G∗)\L are constant vectors. Hence,

both inequalities of (15) hold in equality, and thus (14) too.

Given an arbitrary v ∈V (G∗)\L. Then ρ∗xv = γxu∗ +∑w∈NG∗(v)\L xw. Clearly, ρ∗xv ≥
γxu∗ , and by (15) we have (ρ∗−s1+1)xv ≤ γxu∗ . Hence,

γ
ρ∗ xu∗ ≤ xv ≤ γ

ρ∗−s1+1
xu∗ . Recall

that ∆(G∗−L) ≤ s1 −1. We can further deduce that

xu < xv (16)

for any two vertices u,v ∈V (G∗)\L with dG∗(u)< dG∗(v).

Lemma 4.2. Assume that s1 ≥ 4 and G is a connected K1,s1
-minor free graph. If G is

(s1 −1)-regular, then either G ∼= Ks1
, or G ∼= Hs1,1 only for odd s1.

Proof. We shall first note that both Ks1
and Hs1,1 are K1,s1

-minor free. Indeed, recall that

Hs1,1
∼= s1+1

2
K1,1 for odd s1 and Hs1,1

∼= s1−2
2

K1,1 ∪K1,2 for even s1. Thus, |Hs1,1|= s1 +1

and ∆(Hs1,1) = s1 −1. Therefore, Hs1,1 is K1,s1
-minor free, and Ks1

is obviously too.

Since G is (s1−1)-regular, we have |G| ≥ s1. If |G|= s1, then G∼=Ks1
. If |G|= s1+1,

then G can only be obtained from Ks1+1 by deleting a perfect matching, which implies

that s1 is odd and G ∼= s1+1
2

K1,1
∼= Hs1,1. Consequently, G ∼= Hs1,1.

Next assume that |G| ≥ s1 +2. Since G is connected and K1,s1
-minor free, by Lemma

2.3 we have e(G) ≤
(

s1
2

)

+ |G| − s1, which implies that e(G) < 1
2
(s1 − 1)|G| for s1 ≥ 4.

Thus, G is not (s1−1)-regular, a contradiction. Hence, the lemma holds.

The following theorem follows immediately from Lemmas 4.1 and 4.2.

Theorem 4.3. Let s1 ≥ 3 be odd and γ ≥ 1. Then SPEX
(

n,{Br−1,s1
}minor

)

= {Kγ∇GH},

where GH takes over all the (n− γ)-vertex (s1−1)-regular K1,s1
-minor free graphs, more

precisely, every component of GH is a cycle for s1 = 3, and is Ks1
or Hs1,1 for s1 ≥ 5.

Remark 4.1. In view of Theorem 4.3, SPEX
(

n,{Br−1,s1
}minor

)

is an infinite family for

odd s1 ≥ 3. Indeed, assume that s1 ≥ 5 and n− γ = ps1 +q (1 ≤ q ≤ s1), then GH can be

constructed as the disjoint union of p− c− (cs1 +q) copies of Ks1
and cs1 +q copies of

Hs1,1 for an arbitrary non-negative integer c.

Next, we consider the case that s1 is even. Let Gi denote the family of i-vertex com-

ponents in G∗−L, and |Gi| be the number of components in Gi.

Lemma 4.3. Assume that s1 ≥ 4 is even and γ ≥ 1. If Gi 6=∅, then we have s1 −1 ≤ i ≤
s1 +3, where i ∈ {s1 +2,s1 +3} only for s1 = 4.
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Proof. We first claim that Gi = ∅ for each i ≥ 3s1. Indeed, otherwise, G∗−L contains

a component G0 with |G0| = as1 +b, where a ≥ 3 and 0 ≤ b < s1. Then e(G0) ≤
(

s1
2

)

+

|G0|−s1 <
(

s1

2

)

+as1 by Lemma 2.3. Now let G′
0 = aKs1

∪bK1. Clearly, G′
0 is K1,s1

-minor

free and e(G′
0) = a

(

s1
2

)

. A straightforward calculation gives that e(G0)< e(G′
0) for a ≥ 3

and s1 ≥ 4, which contradicts Theorem 1.3.

Secondly, we claim that |Gi| ≤ s1 −1 for i 6= s1. Otherwise, there exists some i1 6= s1

with |Gi1| ≥ s1. Let G1 be a union of s1 components in Gi1 . Then ∆(G1)≤ s1−1 as G1 is

K1,s1
-minor free. Moreover, G1 is not (s1 −1)-regular (otherwise, G1

∼= s1Ks1
by Lemma

4.2). Thus, e(G1)<
1
2
(s1−1)|G1|= e(i1Ks1

), also contradicting Theorem 1.3.

The above claims implies that ∑i 6=s1
i|Gi| is constant. Thus s1|Gs1

|= n−γ−∑i 6=s1
i|Gi|

≥ n
2s1

. For an arbitrary i2 ∈ {1,2, . . . ,3s1 − 1} \ {s1,s1 + 1}, we set i2 = as1 + b, where

0 ≤ a ≤ 2 and 0 ≤ b < s1. If Gi2 6=∅, we choose a subgraph G2 in G∗−L, which consists

of b components in Gs1
and one in Gi2 . Then e(G2)≤ b · e(Ks1

)+e(Kb) for a = 0, and by

Lemma 2.3, e(G2)≤ b ·e(Ks1
)+

(

s1
2

)

+(i2−s1) for a∈{1,2}. Now let G′
2 = aKs1

∪bHs1,1.

Then |G′
2|= |G2| and e(G′

2) = a · e(Ks1
)+b · 1

2
(s2

1−2). Straightforward calculations give

e(G2)≤ e(G′
2), with equality if and only if i2 = s1 −1 or i2 ∈ {s1 +2,s1 +3 : s1 = 4}.

On the other hand, recall that both Ks1
and Hs1,1 are K1,s1

-minor free, then G′
2 is too.

By Theorem 1.3, e(G2) ≥ e(G′
2). Hence, e(G2) = e(G′

2). Consequently, i2 = s1 − 1 or

i2 ∈ {s1 +2,s1 +3 : s1 = 4}. In view of the choice of i2, we completes the proof.

Lemma 4.4. Assume that s1 ≥ 4 is even and γ ≥ 1. Then |Gs1−1| ≤ 1 and |Gs1+1| ≤ s1−2.

Moreover, if |Gs1−1|= 1, then Gi =∅ unless i ∈ {s1 −1,s}.

Proof. We first assume that there exists a G0 ∈ Gs1−1. By Theorem 1.2, G∗−L is K1,s1
-

minor saturated. Hence, G0
∼= Ks1−1. Choose another component G1 arbitrarily in G∗−L.

We now claim that |G1|= s1. Indeed, otherwise, |G1| 6= s1. Then by Lemma 4.2, G1 is not

(s1−1)-regular, and thus there exists v ∈V (G1) with dG1
(v)≤ s1−2. Let G be the graph

obtained from G∗ by replacing G0 ∪G1 with Ks1
∪ (G1 −{v}). Since Ks1

and G1 −{v}
are K1,s1

-minor free, G is Br−1,s1
-minor free by Lemma 3.4. Note that e(Ks1

)− e(G0) =

s1−1 but e(G1)−e(G1−{v})≤ s1−2. Then, e(G)> e(G∗), contradicting Theorem 1.3.

Therefore, |G1|= s1, as claimed.

Now we know that if there exists G0 ∈ Gs1−1, then every component in G∗−L other

than G0 can only belong to Gs1
. This implies that |Gs1−1| ≤ 1, and if |Gs1−1| = 1, then

Gi =∅ unless i ∈ {s1 −1,s}.

It remains to show |Gs1+1| ≤ s1 − 2. Suppose to the contrary that |Gs1+1| ≥ s1 − 1,

and let G2 be a component in Gs1+1. By Theorem 1.3, e(G2) = ex(s1 + 1,{K1,s1
}minor).

Thus, G2 can only be the complement of s1−2
2

K1,1 ∪K1,2, that is, G2
∼= Hs1,1. Now let G

be the graph obtained from G∗ by replacing (s1−1)G2 with (s1−1)Ks1
∪Ks1−1. Then, G

is Br−1,s1
-minor free by Lemma 3.4.

Since G2
∼= s1−2

2
K2 ∪K1,2, we may assume that V (G2) = {v0,v1, . . . ,vs1

} such that

{v0v1,v0v2}∪{v3v4,v5v6, . . . ,vs1−1vs1
} is the set of non-edges in G2. Then by symmetry,

xvi
= xv3

for each i∈{3, . . . ,s1}. Furthermore, since dG2
(v0)= s1−2 and dG2

(v3)= s1−1,

we have xv0
< xv3

by (16).



24

Observe that (s1 − 1)Ks1
∪Ks1−1 can be obtained from (s1 − 1)G2 by replacing the

edge set {v0vi : i = 3, . . . ,s1} with {v3v4,v5v6, . . . ,vs1−1vs1
} in every copy of G2 and then

forming s1 −1 copies of v0 into a copy of Ks1−1. Thus, e(G) = e(G∗) and

∑
uv∈E(G)

2xuxv − ∑
uv∈E(G∗)

2xuxv = 2e(Ks1−1)x
2
v0
+2(s−1)

(

s1/2

∑
i=2

xv2i−1
xv2i

−
s1

∑
i=3

xv0
xvi

)

= (s1 −1)(s1−2)(x2
v0
+ x2

v3
−2xv0

xv3
).

Since xv0
< xv3

, we have ρ(G)> ρ∗, a contradiction. Hence, |Gs1+1| ≤ s1 −2.

Lemma 4.5. Assume that s1 = 4 and γ ≥ 1. Then Gs1+3 =∅ and ∑i∈{−1,1,2} |Gs1+i| ≤ 1.

Proof. Let G0 be an arbitrary component in G∗−L. Then |G0| ≤ s1 +3 by Lemma 4.3.

Furthermore, by Theorem 1.3, e(G0) = ex(|G0|,{K1,s1
}minor). Now s1 = 4. By Lemma

2.4, every member in Gs1+i is isomorphic to Si(Ks1
) for i ∈ {1,2,3}.

We first showGs1+3 =∅. Suppose to contrary that there exists G0 ∈Gs1+3. Then G0
∼=

S3(K4), that is, G0 is obtained from K4 by replacing an edge v1v2 with a path v1w1w2w3v2.

Now let G1 = G0 −{v1w1,v2w3}+{v1v2,w1w3}. Then G1
∼= K4 ∪K3, and obviously G1

is K1,4-minor free. Define G to be the graph obtained from G∗ by replacing G0 with G1.

Then G is Br−1,s1
-minor free by Lemma 3.4. Moreover,

ρ(G)−ρ∗ ≥ 2(xv1
xv2

+ xw1
xw3

)−2(xv1
xw1

+ xv2
xw3

).

By symmetry, we have xv1
= xv2

and xw1
= xw3

. Thus ρ(G)−ρ∗ ≥ 2(x2
v1
+x2

w1
−2xv1

xw1
).

Note that dG0
(w1) = 2 and dG0

(v1) = 3. By (16) we obtain xw1
< xv1

, and hence ρ(G)>

ρ∗, a contradiction. Thus, Gs1+3 =∅.

Secondly, we claim that |Gs1+i| ≤ 1 for i ∈ {1,2}. Indeed, if |Gs1+2| ≥ 2, then we

replace two copies of S2(K4) in Gs1+2 with three copies of K4. Now, 2e(S2(K4)) = 16 <

3e(K4), contradicting Theorem 1.3. If |Gs1+1| ≥ 2, we choose G0,G1 ∈ Gs1+1. For j ∈
{0,1}, G j

∼= S1(K4) and thus G j is obtained from K4 by replacing an edge u jw j with

a path u jv jw j. Now let G2 = (G0 ∪G1)−{u1v1,v1w1,u0v0}+ {u1w1,u0v1,v1v0}. Then

G2
∼= K4 ∪S2(K4), and G2 is clearly K1,4-minor free. Define G to be the graph obtained

from G∗ by replacing G0 ∪G1 with G2. Then G is Br−1,s1
-minor free and

ρ(G)−ρ∗ ≥ 2(xu1
xw1

+ xu0
xv1

+ xv1
xv0

)−2(xu1
xv1

+ xv1
xw1

+ xu0
xv0

).

By symmetry, xv0
= xv1

, xu0
= xu1

= xw0
= xw1

, and thus ρ(G)− ρ∗ ≥ 2(x2
u0
+ x2

v0
−

2xu0
xv0

). Since dG0
(v0) = 2 and dG0

(u0) = 3, By (16) we similarly have xv0
< xu0

and

ρ(G)> ρ∗, a contradiction. Therefore, the claim holds.

Now we are ready to prove ∑i∈{−1,1,2} |Gs1+i| ≤ 1. If Gs1−1 6=∅, then we are done by

Lemma 4.4. Next, assume that Gs1−1 =∅. It suffices to show ∑2
i=1 |Gs1+i| ≤ 1. Suppose

to the contrary, then by the above claim, there simultaneously exist G1 ∈Gs1+1 and G2 ∈
Gs1+2, where Gi

∼= Si(K4) for i ∈ {1,2}. Let G3 = (G1 ∪G2)−{u1u2,u2u3,v1v2,v3v4}+
{u1u3,v1v4,u2v2,u2v3}, where u1u2u3 is the induced path of length two in G1 and v1v2v3v4
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is the induced path of length three in G2. Then G3
∼= 2K4 ∪K3, and thus it is K1,4-minor

free. Define G to be the graph obtained from G∗ by replacing G1 ∪G2 with G3. Then G

is Br−1,s1
-minor free. By symmetry, xu1

= xu3
, xv1

= xv4
and xv2

= xv3
. Thus,

ρ(G)−ρ∗ ≥ 2(xu1
xu3

+ xv1
xv4

+ xu2
xv2

+ xu2
xv3

)−2(xu1
xu2

+ xu2
xu3

+ xv1
xv2

+ xv3
xv4

)

= 2(x2
u1
+ x2

v1
+2xu2

xv2
)−2(2xu1

xu2
+2xv1

xv2
)

= 2(xu1
− xv1

)2 +4(xu1
− xv2

)(xv1
− xu2

).

Note that dG1
(u2) = dG2

(v2) = 2 and dG1
(u1) = dG2

(v1) = 3. In view of (16), we get that

max{xu2
,xv2

}< min{xu1
,xv1

} and hence ρ(G)> ρ∗, a contradiction.

This completes the proof.

We now determine SPEX
(

n,{Br−1,s1
}minor

)

for even s1.

Theorem 4.4. Let s1 ≥ 2 be even, γ ≥ 1, and n− γ = ps1 +q (where 1 ≤ q ≤ s1). Then

SPEX
(

n,{Br−1,s1
}minor

)

= {Kγ∇G△}, where

G△ =











(p−1)Ks1
∪S(Hs1,1) if (q,s1) = (2,4);

(p−q)Ks1
∪qHs1,1 if q ≤ s1 −2 and (q,s1) 6= (2,4);

pKs1
∪Kq if q > s1 −2.

Proof. By Theorem 1.1, G∗ has a set L of γ dominating vertices, where γ = r−2. Fur-

thermore, by Theorem 1.2 we know that G∗−L is K1,s1
-minor saturated.

Let G0 be a component in G∗−L. By Theorem 1.3, e(G0) = ex(|G0|,{K1,s1
}minor).

Therefore, G0
∼= K|G0| if |G0| ∈ {s1−1,s1}, and G0

∼= Hs1,1 if |G0|= s1+1. If |G0|= s1+

2 = 6, then G0
∼= S2(K4) by Lemma 2.4, and one can further see that S2(Ks1

) ∼= S(Hs1,1)

for s1 = 4. In the following, we distinguish the proof into three cases.

If s1 = 2, then q ∈ {1,2}= {s1 −1,s1} and G∗−L is K1,2-minor saturated. It is easy

to see that G∗−L ∼= pKs1
∪Kq, as desired.

If s1 = 4, then 1 ≤ q ≤ 4, and by Lemmas 4.3 and 4.5, |G0| ∈ {s1 + i : −1 ≤ i ≤ 2}.

Lemma 4.5 also gives that ∑i∈{−1,1,2} |Gs1+i| ≤ 1. Consequently, if q = 1 = s1 −3, then

|G0| ∈ {s1,s1 + 1}, and G0 ∈ {Ks1
,Hs1,1} as stated above. Now G∗−L ∼= (p− 1)Ks1

∪
Hs1,1. If q = 2 = s1 − 2, then |G0| ∈ {s1,s1 + 2}, and G0 ∈ {Ks1

,S(Hs1,1)} as discussed

above. Hence, G∗−L ∼= (p− 1)Ks1
∪ S(Hs1,1). If q ∈ {3,4} = {s1 − 1,s1}, then |G0| ∈

{s1 −1,s1}, and thus G0
∼= K|G0|. It follows that G∗−L ∼= pKs1

∪Kq.

If s1 ≥ 6, then by Lemma 4.3, we have |G0| ∈ {s1+ i : −1 ≤ i ≤ 1}. From Lemma 4.4,

we know that |Gs1−1| ≤ 1, |Gs1+1| ≤ s1 − 2, and Gs1+1 = ∅ provided that |Gs1−1| = 1.

Thus, if q ∈ {s1 − 1,s1}, then |G0| ∈ {s1 − 1,s1} and so G0
∼= K|G0|, which implies that

G∗− L ∼= pKs1
∪Kq. If q ≤ s1 − 2, then |G0| ∈ {s1,s1 + 1} and thus G0 ∈ {Ks1

,Hs1,1},

which implies that G∗−L ∼= (p−q)Ks1
∪qHs1,1.

This completes the proof.

We end this section with the proof of Theorem 1.8.
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Proof. Let H = Ks1,s2,...,sr
, where s1 ≥ s2 ≥ ·· · ≥ sr ≥ 1, and γ = ∑r

i=2 si − 1 ≥ 1. Let

β = ⌊ s1+1
s2+1

⌋. If s2 ≥ 2, then Theorem 1.8 holds by Theorem 4.2. If s2 = 1 and s1 is odd,

then Theorem 1.8 holds by Theorem 4.3. If s2 = 1 and s1 is even, then β = ⌊ s1+1
s2+1

⌋ = s1
2

,

and so 2(β − 1) = s1 − 2. Moreover, the case (q,β ,s1) = (2,1,8) never occurs. Hence,

G△ = GN, and Theorem 1.8 follows from Theorem 4.4. This completes the proof.

5 Proof of Theorem 2.1

Let G be a graph of order n sufficiently large, and X be a non-negative eigenvector

corresponding to ρ(G). Choose u∗ ∈ V (G) with xu∗ = maxu∈V (G) xu, and assume that G

is an H-minor free graph with ρ(G) ≥
√

γH(n− γH). To prove Theorem 2.1, it suffices

to find a set L of exactly γH vertices in G such that xu ≥
(

1− 1
2(10CH)2

)

xu∗ and dG(u) ≥
(

1− 1
(10CH)2

)

n for every u ∈ L. To this end, we define a subset of V (G) as follows:

Lλ = {u ∈V (G) : xu ≥ (10CH)
−λ xu∗},

where λ is a positive constant. We now establish some lemmas on Lλ .

Lemma 5.1. |Lλ |< (10CH)
λ−10n.

Proof. Given an arbitrary u ∈ Lλ . Then ρ(G)xu ≥
√

γH(n− γH)(10CH)
−λ xu∗ , and thus

ρ(G)xu > 2CH(10CH)
10−λ xu∗ for n large enough. On the other hand, ρ(G)xu =∑v∈N1(u) xv

≤ |N1(u)|xu∗ . Combining the above two inequalities gives that 2CH(10CH)
10−λ < |N1(u)|.

Summing this inequality over all vertices u ∈ Lλ , we obtain

2CH(10CH)
10−λ |Lλ |< ∑

u∈Lλ

|N1(u)| ≤ ∑
u∈V (G)

|N1(u)|= 2e(G).

Note that e(G)<CHn by Lemma 2.2. Thus |Lλ |< (10CH)
λ−10n.

Now we introduce some notations. For a vertex u ∈V (G) and a positive integer i, let

Ni(u) be the set of vertices at distance i from u in G. We will frequently use N1(u) and

N2(u). Furthermore, we use Lλ
i and L

λ
i to denote Ni(u)∩Lλ and Ni(u)\Lλ , respectively.

We also denote Lλ
i, j = Lλ

i ∪Lλ
j and L

λ
i, j = L

λ
i ∪L

λ
j for simplicity.

Lemma 5.2. For every u ∈V (G) and every positive constant λ , we have

γH(n− γH)xu ≤ |N1(u)|xu+
( 2CHn

(10CH)10−λ
+

2CHn

(10CH)λ

)

xu∗+ ∑
v∈L

λ
1 ,w∈N

Lλ
1,2

(v)

xw. (17)

Proof. Set ρ := ρ(G). Recall that ρ ≥
√

γH(n− γH). Then

γH(n− γH)xu ≤ ρ2xu = ∑
v∈N1(u)

ρxv = |N1(u)|xu+ ∑
v∈N1(u),w∈N1(v)\{u}

xw. (18)
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For a given u ∈V (G) and each v ∈ N1(u), since N1(v)\{u} ⊆ ∪2
i=1Ni(u) and Ni(u) =

Lλ
i ∪L

λ
i , we have N1(v)\{u}= N

Lλ
1,2
(v)∪N

L
λ
1,2
(v). Moreover, by the definition of Lλ , we

know that xw < (10CH)
−λ xu∗ for each w ∈ L

λ
1,2.

We now decompose N1(u) = Lλ
1 ∪L

λ
1 , and further decompose ∑w∈N1(v)\{u} xw into two

subitems according to N1(v)\{u}= N
Lλ

1,2
(v)∪N

L
λ
1,2
(v). Consequently,

∑
v∈Lλ

1 ,w∈N1(v)\{u}
xw ≤ ∑

v∈Lλ
1 ,w∈N

Lλ
1,2

(v)

xu∗ + ∑
v∈Lλ

1 ,w∈N
L

λ
1,2

(v)

(10CH)
−λ xu∗

≤
(

2e(Lλ
1 )+ e(Lλ

1 ,L
λ
2 )
)

xu∗ + e
(

Lλ
1 ,L

λ
1,2

)

(10CH)
−λ xu∗ . (19)

Similarly as above, we have

∑
v∈L

λ
1 ,w∈N1(v)\{u}

xw ≤ ∑
v∈L

λ
1 ,w∈N

Lλ
1,2

(v)

xw +
(

2e(L
λ
1 )+ e(L

λ
1 ,L

λ
2 )
)

(10CH)
−λ xu∗ . (20)

By Lemma 2.2, we obtain 2e(Lλ
1 ) + e(Lλ

1 ,L
λ
2 ) ≤ 2e(Lλ ) ≤ 2CH|Lλ | and e(Lλ

1 ,L
λ
1,2) +

2e(L
λ
1 )+ e(L

λ
1 ,L

λ
2 ) ≤ 2e(G)< 2CHn. Furthermore, |Lλ | < (10CH)

λ−10n by Lemma 5.1.

Combining (18-20), we get the inequality (17) immediately.

We now choose λ = 4 to get a better bound of |Lλ |, which only depends on CH.

Lemma 5.3. |L4|< (10CH)
6.

Proof. We first show |N1(u)| ≥ (10CH)
−5n for each u ∈ L4. Suppose to the contrary that

there exists u0 ∈ L4 with |N1(u0)|< (10CH)
−5n. Set u = u0 and λ = 5 in (17). Then

γH(n− γH)xu0
≤ |N1(u0)|xu0

+
4CHn

(10CH)
5

xu∗ + ∑
v∈L

5
1,w∈N

L5
1,2

(v)

xw. (21)

Recall that L
5
1 ⊆ N1(u0) and L5

1,2 ⊆ L5. By Lemma 2.2, we have e
(

L
5
1,L

5
1,2

)

≤ e
(

N1(u0)∪
L5
)

≤CH

(

|N1(u0)|+ |L5|
)

, where |N1(u0)|< (10CH)
−5n by the assumption. By Lemma

5.1, we also have |L5| ≤ (10CH)
−5n. Hence,

|N1(u0)|xu0
+ ∑

v∈L
5
1,w∈N

L5
1,2

(v)

xw ≤
(

|N1(u0)|+e
(

L
5
1,L

5
1,2

)

)

xu∗ ≤
(1+2CH)n

(10CH)
5

xu∗ .

Combining this inequality and (21) gives that γH(n− γH)xu0
≤ (1+6CH)(10CH)

−5
nxu∗ .

On the other hand, recall that γH ≥ 1 and xu0
≥ (10CH)

−4xu∗ as u0 ∈ L4. Thus, γH(n−
γH)xu0

≥ 7
10

nxu0
≥ 7CH(10CH)

−5
nxu∗ , a contradiction. Therefore, |N1(u)| ≥ (10CH)

−5n

for each u ∈ L4.
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Summing the above inequality over all vertices u ∈ L4, we obtain

|L4|(10CH)
−5n ≤ ∑

u∈L4

|N1(u)| ≤ ∑
u∈V (G)

|N1(u)|= 2e(G)< 2CHn,

which yields that |L4|< (10CH)
6.

Lemma 5.4. For each vertex u ∈ L4, we have |N1(u)| ≥ ( xu

xu∗
− 1

(10CH)3 )n.

Proof. Choose an arbitrary vertex u∈ L4 and a minimal graph H∗ with respect to H. Then

γH = γH∗ = |H∗|−αH∗−1. Recall that L4
i =Ni(u)∩L4, L

4
i =Ni(u)\L4 and L4

1,2 = L4
1∪L4

2.

Let L0 be the subset of L
4
1 in which each vertex has at least γH∗ neighbors in L4

1,2.

We first claim that |L0| ≤ ϕ|H∗|, where ϕ :=
(|L4

1,2|
γH∗

)

. Indeed, if |L4
1,2| ≤ γH∗ −1, then

L0 =∅ and we are done. Now consider the case |L4
1,2| ≥ γH∗ . Suppose to the contrary that

|L0| > ϕ|H∗|. Since there are only ϕ options for vertices in L0 to choose γH∗ neighbors

from L4
1,2, we can find γH∗ vertices in L4

1,2 with at least |L0|/ϕ > |H∗| common neighbors

in L0. Furthermore, u /∈ L4
1,2 and L0 ⊆ L

4
1 ⊆ N1(u). Hence, u0 and those γH∗ vertices

have |H∗| common neighbors, which implies that G contains a bipartite subgraph G[S,T ]

isomorphic to KγH∗+1,|H∗|. As noted earlier, |H∗| − (γH∗ + 1) = αH∗ . Then, contracting

γH∗ + 1 independent edges in G[S,T ], we obtain a new graph isomorphic to BγH∗+1,αH∗ .

By Lemma 2.5, G has an H∗ minor, a contradiction. Thus, |L0| ≤ ϕ|H∗|.
By Lemma 5.3, we have |L4

1,2| ≤ |L4| < (10CH)
6, which implies that ϕ is constant.

Combining |L0| ≤ ϕ|H∗|, we obtain e(L0,L
4
1,2) ≤ |L0||L4

1,2| ≤ (10CH)
−4n for n suffi-

ciently large. On the other hand, by the choice of L0 we know that e(L
4
1 \ L0,L

4
1,2) ≤

|L4
1 \L0|(γH∗ −1)≤ |N1(u)|(γH−1). Consequently,

e(L
4
1,L

4
1,2)≤ |N1(u)|(γH−1)+(10CH)

−4n. (22)

Notice that ∑
v∈L

4
1
∑w∈N

L4
1,2

(v) xw ≤ e
(

L
4
1,L

4
1,2

)

xu∗ . Now, setting λ = 4 in (17) and combin-

ing (22), we obtain that

γH(n− γH)xu ≤
(

|N1(u)|+
2CHn

(10CH)6
+

2CHn

(10CH)4
+ |N1(u)|(γH−1)+

n

(10CH)4

)

xu∗

≤ γH

(

|N1(u)|+
3CHn

(10CH)4

)

xu∗ .

Thus, |N1(u)| ≥ (n− γH)
xu

xu∗
− 3CHn

(10CH)4 , where γH
xu

xu∗
≤ γH ≤ 7CHn

(10CH)4 for n large enough. It

follows that |N1(u)| ≥ ( xu

xu∗
− 1

(10CH)3 )n, as desired.

Now, choose λ = 1. By the definition of Lλ , it is clear that u∗ ∈ L1 and L1 ⊆ L4.

Lemma 5.5. For every vertex u ∈ L1, we have xu ≥
(

1 − 1
2(10CH)2

)

xu∗ and |N1(u)| ≥
(

1− 1
(10CH)2

)

n. Moreover, we have |L1|= γH.
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Proof. We first show the lower bounds of xu and |N1(u)|. Suppose to the contrary that

there exists u0 ∈ L1 with xu0
<

(

1− 1
2(10CH)2

)

xu∗ . According to the definition of L1, we

know that xu0
≥ xu∗

10CH
. By Lemma 5.4, we get

|N1(u
∗)| ≥

(

1− 1

(10CH)3

)

n and |N1(u0)| ≥
( 1

10CH

− 1

(10CH)3

)

n.

Now let L4
i =Ni(u

∗)∩L4 and L
4
i =Ni(u

∗)\L4. By Lemma 5.3, we have |L4|< (10CH)
6 <

n
(10CH)3 for n large enough. Hence, |L4

1| ≥ |N1(u
∗)|− |L4| ≥

(

1− 2
(10CH)3

)

n, and thus

∣

∣L
4
1 ∩N1(u0)

∣

∣≥
∣

∣L
4
1

∣

∣+
∣

∣N1(u0)
∣

∣−n ≥
( 1

10CH

− 3

(10CH)3

)

n ≥ 9n

100CH

. (23)

In view of (23), u0 has neighbors in L
4
1. Since L

4
1 ⊆ N1(u

∗), we can observe that u0 is

of distance at most two from u∗, that is, u0 ∈ ∪2
i=1Ni(u

∗). Recall that u0 ∈ L1 ⊆ L4. Then

u0 ∈ L4
1,2, where L4

1,2 = L4
1 ∪L4

2. Now setting u = u∗ and λ = 4 in (17), we can see that

γH(n− γH)xu∗

≤
(

|N1(u
∗)|+ 2CHn

(10CH)6
+

2CHn

(10CH)4
+ e

(

L
4
1,L

4
1,2 \{u0}

)

)

xu∗ + e
(

L
4
1,{u0}

)

xu0

≤
(

|N1(u
∗)|+ 2.5CHn

(10CH)4
+ e

(

L
4
1,L

4
1,2

)

)

xu∗ + e
(

L
4
1,{u0}

)(

xu0
− xu∗

)

,

where xu0
− xu∗ <− xu∗

2(10CH)2 by the previous assumption.

From (22) we know that e
(

L
4
1,L

4
1,2

)

≤ (γH−1)|N1(u
∗)|+ CHn

(10CH)4 . Moreover, it is easy

to see γ2
H
≤ 0.5CHn

(10CH)4 for n large enough. Hence,

γHn ≤ γH|N1(u
∗)|+ 4CHn

(10CH)4
− e

(

L
4
1,{u0}

)

2(10CH)2
< γHn+

4CHn

(10CH)4
− e

(

L
4
1,{u0}

)

2(10CH)2
,

which yields that e
(

L
4
1,{u0}

)

< 8n
100CH

, contradicting (23). Hence, xu ≥
(

1− 1
2(10CH)2

)

xu∗

for each u ∈ L1. Furthermore, it follows from Lemma 5.4 that for each u ∈ L1,

|N1(u)| ≥
(

1− 1

2(10CH)2
− 1

(10CH)3

)

n ≥
(

1− 1

(10CH)2

)

n.

It remains to show |L1|= γH. We first suppose that |L1| ≥ γH+1. Then |L1| ≥ γH∗+1,

where H∗ is minimal with respect to H. Notice that every vertex u ∈ L1 has at most

n/(10CH)
2 non-neighbors. Hence, every γH∗+1 vertices in L1 have at least n− (γH∗+1)

(10CH)2 n≥
|H∗| common neighbors, as CH > |H∗| > γH∗ . Hence, G contains a bipartite subgraph

G[S,T ] isomorphic to KγH∗+1,|H∗|. Note that |H∗|− (γH∗ +1) = αH∗ . Contracting γH∗ +1

independent edges in KγH∗+1,|H∗|, we get a copy of BγH∗+1,αH∗ . By Lemma 2.5, G contains

an H∗ minor, a contradiction. Therefore, |L1| ≤ γH.
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Next suppose |L1| ≤ γH−1. Since u∗ ∈ L1\L4
1,2, we have |L1∩L4

1,2| ≤ γH−2, and thus

e
(

L
4
1,L

4
1,2∩L1

)

≤ (γH−2)n. On the other hand, by Lemma 2.2 we have e
(

L
4
1,L

4
1,2 \L1

)

≤
e(G) <CHn, and by the definition of L1 we know that xw < xu∗

10CH
for each w ∈ L4

1,2 \L1.

Now, setting u = u∗ and λ = 4 in (17), we can see that

γH(n− γH)xu∗

≤
(

|N1(u
∗)|+ 2.5CHn

(10CH)4
+e

(

L
4
1,L

4
1,2 ∩L1

)

)

xu∗+e
(

L
4
1,L

4
1,2 \L1

) xu∗

10CH

≤
(

n+
n

10
+(γH−2)n+

n

10

)

xu∗

=
(

γH− 4

5

)

nxu∗ .

This gives γ2
H
≥ 4

5
n, a contradiction. Therefore, |L1|= γH. The proof is completed.

Recall that, to prove Theorem 2.1, it suffices to find a set L of exactly γH vertices in G

such that xu ≥
(

1− 1
2(10CH)2

)

xu∗ and dG(u)≥
(

1− 1
(10CH)2

)

n for every u ∈ L. By Lemma

5.5, we immediately obtain the desired result by choosing L = L1.

References

[1] Y. Akama, B.B. Hua, Y.H. Su, L.L. Wang, A curvature notion for planar graphs

stable under planar duality, Adv. Math. 385 (2021), Paper No. 107731, 44 pp.

[2] N. Alon, Eigenvalues and expanders, Combinatorica 6 (1986) 83–96.

[3] N. Alon, M. Krivelevich, B. Sudakov, Complete minors and average degree: a short

proof, J. Graph Theory 103 (2023), no. 3, 599–602.

[4] L. Babai, Automorphism groups of planar graphs. II, Colloq. Math. Soc. János

Bolyai 10 (1975) 29–84.

[5] B. Bollobás, J. Lee, S. Letzter, Eigenvalues of subgraphs of the cube, European J.

Combin. 70 (2018), 125–148.

[6] B. Bollobás, V. Nikiforov, Cliques and the spectral radius, J. Comb. Theory, Ser. B

97 (2007) 859–865.

[7] B.N. Boots, G.F. Royle, A conjecture on the maximum value of the principal eigen-

value of a planar graph, Geogr. Anal. 23 (1991) 276–282.

[8] D.S. Cao, A. Vince, The spectral radius of a planar graph, Linear Algebra Appl. 187

(1993) 251–257.

[9] G. Chartrand, D. Geller, S. Hedetniemi, Graphs with forbidden subgraphs, J. Com-

bin. Theory Ser. B 10 (1971) 12–41.

[10] M-Z. Chen, A-M. Liu, X-D. Zhang, The spectral radius of minor-free graphs, Euro-

pean J. Combin. 118 (2024) 103875.



31

[11] M. Chudnovsky, B. Reed, P. Seymour, The edge-density for K2,t minors, J. Combin.

Theory Ser. B 101 (2011) 18–46.
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