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Abstract

Machine learning has emerged as a new tool in chemistry to bypass expensive exper-

iments or quantum-chemical calculations, for example, in high-throughput screening

applications. However, many machine learning studies rely on small data sets, making

it difficult to efficiently implement powerful deep learning architectures such as mes-

sage passing neural networks. In this study, we benchmark common machine learning

models for the prediction of molecular properties on small data sets, for which the best

results are obtained with the message passing neural network PaiNN, as well as SOAP

molecular descriptors concatenated to a set of simple molecular descriptors tailored to

gradient boosting with regression trees. To further improve the predictive capabilities

of PaiNN, we present a transfer learning strategy that uses large data sets to pre-train

the respective models and allows to obtain more accurate models after fine-tuning on

the original data sets. The pre-training labels are obtained from computationally cheap

ab initio or semi-empirical models and corrected by simple linear regression on the tar-

get data set to obtain labels that are close to those of the original data. This strategy

is tested on the Harvard Oxford Photovoltaics data set (HOPV, HOMO-LUMO-gaps),

for which excellent results are obtained, and on the Freesolv data set (solvation ener-

gies), where this method is unsuccessful due to a complex underlying learning task and

the dissimilar methods used to obtain pre-training and fine-tuning labels. Finally, we

find that the final training results do not improve monotonically with the size of the

pre-training data set, but pre-training with fewer data points can lead to more biased

pre-trained models and higher accuracy after fine-tuning.
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Introduction

In the realm of molecular sciences, predicting the properties of molecules stands as a pivotal

pursuit across numerous domains, including pharmaceuticals, materials science, and environ-

mental studies. Traditionally, this endeavor has been tackled by quantum chemistry, relying

on sophisticated theoretical frameworks and computational simulations to unravel the intri-

cate behaviors of molecules. However, the advent of machine learning (ML) has ushered in

a paradigm shift, offering an alternative approach that leverages data-driven methodologies

efficiently compute molecular properties.1–5

One notable application of ML in this domain is its integration into high throughput

screening workflows, where it replaces conventional quantum chemistry methods.3 Through

the judicious application of ML algorithms, researchers can expedite the process of identifying

promising molecules for drug discovery or materials development, thereby accelerating the

pace of scientific innovation. However, the powerful deep neural networks (NNs) often used

in such approaches usually need large amounts of training data to finally make accurate

predictions.

Machine learning algorithms, particularly deep NNs, have exhibited remarkable success

in discerning intricate patterns and relationships within data sets of substantial size. In

recent developments, the message passing neural network PaiNN has demonstrated high-

est performance in predicting molecular properties, achieving state-of-the-art results across

various datasets.6,7 Another prevalent approach in ML for molecular sciences entails the uti-

lization of tailored molecular descriptors, such as SOAP,8,9 in conjunction with traditional

ML models like kernel ridge regression (KRR). In general, as a rule of thumb, deep learning

architectures are to be preferred when > 103–104 training points are available, and different

approaches, such as KRR, should be considered otherwise.10 Yet, in the context of molecular

property prediction, data sets often fall short regarding the typically required large amounts

of data for deep NNs. This mismatch often presents a formidable obstacle, impeding the

efficacy of ML in scenarios characterized by small data sets, which are common in practical
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applications.11–13 Bridging this divide necessitates innovative strategies and methodologies

tailored to the unique challenges posed by small data sets. In this paper, we present a

transfer learning strategy to address this pressing need.

In transfer learning, the knowledge learned in one setting is used to improve performance

on a related target task.14 In a first step, known as pre-training, an NN is trained on a

large set of data that is closely related to the target task, yielding an NN with pre-optimized

parameters. In the second step, termed fine-tuning, the same model is re-trained using data

of the target task. Now, since the model is already close to the optimal set of parameters

after the pre-training, much less data is needed during fine-tuning to obtain an accurate

model for the target task. This strategy has proven useful in various fields, including image

classification15 and captioning,16 gaming strategies,17 and social network analysis.18 In the

physical sciences, some previous studies have used transfer learning to improve property

predictions of molecules and materials.19,20 Fur such tasks, Sun et al. found that supervised

pre-training generally helps, if the pre-training labels are closely aligned with the down-

stream tasks, but the success of efficient transfer learning strongly depends on the employed

data sets, ML models, and their hyperparameters.21 Moreover, a range of studies recently

investigated the use of transfer learning to improve atomic force predictions for molecular

dynamics simulations.22–29

In this study, we start by undertaking a rigorous benchmarking, evaluating standard ML

techniques in the context of small molecular data sets. In particular, we compare the use of

SOAP descriptors tailored to a standard ML algorithm (KRR, NN, or gradient boosting) to

the message passing neural network PaiNN for regression. The comparison is done both on

the Harvard Organic Photovoltaics (HOPV) data set,30 containing photovoltaic properties

of 350 organic molecules, and on the Freesolv data set,31 which contains solvation energies

of 643 small organic molecules.

Secondly, we propose a transfer learning strategy as a means of augmenting predictive

modeling with small data sets. It involves leveraging computations from computationally
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cheap ab initio or semi-empirical models coupled with simple linear regression, to generate

pre-training labels for PaiNN.

Methods

In this study, we use two small common physical chemistry data sets, the Harvard Organic

Photovoltaics (HOPV) data set30 and the Freesolv data set.31 The HOPV data set contains

350 molecules and their photovoltaic data obtained from both experiments and quantum-

chemical calculations. In this study, we focus on the HOMO-LUMO gaps obtained from

PBE0/def2-SVP density functional theory, which is a common ab initio method used for

standard chemistry data sets.7,32–37 Note that the version of the HOPV data set used by us

(HOPV 15 revised 2) contains a single molecule with an Se atom, which we regarded as a

structural outlier and therefore removed from the data set prior to training. The Freesolv

data set contains experimental and calculated solvation energies of 643 small molecules,31

from which we use the values obtained from ”alchemical” calculations based on molecular

dynamics simulations by the Mobley group.38

For benchmarking standard ML methods with HOPV and Freesolv, we employed the

PaiNN implementation of the schnetpack Python library,39 as well as the SOAP implemen-

tation of the dscribe library40 in junction with either sklearn’s GradientBoostingRegres-

sor (GBoost), kernel ridge regression, or a simple feed-forward NN. The GBoost algorithm

profited from an additional set of simple molecular descriptors concatenated to the SOAP

descriptor. For NN learning, to limit the size of the NNs, the sparse SOAP descriptors

were compressed by principal component analysis, retaining 99.999 % of the variance.7,9 The

hyperparameters of PaiNN were optimized using an iterative grid search, and the hyperpa-

rameters of the SOAP-ML models were optimized using Bayesian optimization. For PaiNN,

a learning rate decay and early stopping were employed, and results were averaged over five

runs. The final model hyperparameters are listed in the appendix.
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In the second part of this study, we present a method to improve the predictions of the

message passing neural network PaiNN,6 which was also identified as the best ML model for

the data sets at hand (see Results and Discussion), via transfer learning. For this, we need

(i) a (small) molecular data set with high-accuracy data of the target property (ytrue), (ii) a

large data set of molecular structures to be used for pre-training, and (iii) a computationally

inexpensive method from the field of quantum chemistry to compute the target property for

the pre-training data. Cheap ab initio methods, like density functional theory in the linear

density approximation (LDA-DFT), or semi-empirical methods typically yield results which

are qualitatively correct, but quantitatively far off.41 To correct the results obtained from

these methods, we use the respective quantum-chemical (QC) method to compute the target

property on the original high-quality data set (i), yQC, and apply simple linear regression to

obtain the coefficients a and b that optimize the equation (a · yQC + b) − ytrue = 0 for this

data set. Subsequently, we use the same QC method to compute the target property for

the structures of the pre-training data set (ii), again yQC, and finally obtain the pre-training

properties as ypt = a · yQC + b, thought to be similar to that of the methods used in (i).

In this study, we use the molecular structures of the OE62 data set as pre-training struc-

tures for the HOPV data set, and the molecular structures of the QM9 data set as pre-training

structures for Freesolv (ii). The OE62 data set contains crystal structures of 62 k medium-

sized organic molecules,37 and the QM9 data set contains DFT-optimized structures of 134

k small molecules.42 To obtain pre-training labels for these data sets (iii), HOMO-LUMO

gaps and solvation energies were calculated with LDA-DFT using the ORCA software,43

and tight-binding density functional theory (DFTB) using the GFN2-xTB method44 imple-

mented in the XTB software.45 Solvation energies were obtained as the difference in single

point energy of the molecule in vacuum and the molecule with an implicit solvent model

for water (conductor-like polarizable continuum model, CPCM in ORCA,46 and generalized

Born model with surface area contributions, GBSA in XTB,47–49 respectively). In Figure 1,

we display the scatter plots of the original HOPV and Freesolv data, respectively, against the
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data obtained from LDA and XTB, respectively, corrected by linear regression. These plots

clearly show that the obtained HOMO-LUMO gaps are very close to the original HOPV

data, but the solvation energies are quite dissimilar to the original Freesolv data. Further-

more, for both data sets, the properties obtained from LDA are closer to the original data

those obtained from XTB. The mean absolute errors of the fits are: 0.05 eV (HOPV LDA),

0.12 eV (HOPV XTB), 1.1 kcal/mol (Freesolv LDA), 1.7 kcal/mol (Freesolv XTB).

Figure 1: Scatter plots of the original data plotted against data obtained from XTB (left) or
LDA (right) plus linear regression for the data sets HOPV (HOMO-LUMO-gaps, top) and
Freesolv (solvation energies, bottom).
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Furthermore, we also GBoost trained on HOPV and Freesolv, respectively, to compute

HOMO-LUMO gaps for OE62 structures and solvation energies for QM9 structures, respec-

tively, and used these for pre-training PaiNN. The results are then compared to the pre-

training described above, in which the pre-training labels are obtained from cheap quantum-

chemical methods.

On average, HOMO-LUMO gap computations took approximately 106 s (LDA-DFT),

0.22 s (XTB), and < 0.1 s (GBoost) per data point in OE62, respectively. Solvation energy

computations took approximately 70 s (LDA-DFT), 0.15 s (XTB), and < 0.1 s (GBoost)

per data point in QM9, respectively, and 1.33 s (XTB) per data point in OE62.

Pre-training on QM9 data was done for 200 epochs (100 k training, 10 k validation, 20

k test data points). Pre-training on OE62 data was done for 250 epochs for LDA and XTB

data (50 k training, 5 k validation, 6 k test data points), and for 300 epochs for GBoost

data (35 k training, 5 k validation, 5537 testing data points). For pre-training with GBoost

data, the pre-training data containing elements which did not occur in the fine-tuning data

set were omitted to keep the employed SOAP descriptors reasonably small and therefore

minimize memory requirements. Finally, pre-training was done using 35 k training data

points (SOAP+SD+GBoost/OE62 for HOPV, and SOAP+SD+GBoost/QM9 for Freesolv)

or 30 k data points (SOAP+SD+GBoost/OE62 for Freesolv), respectively. For each method,

three models were trained with different random seeds and the best model as evaluated on

the test subset was selected for fine-tuning.
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Results and Discussion

ML benchmarks

We start by benchmarking standard chemistry ML models for regression on the two small,

but high-quality data sets under investigation, HOPV30 and Freesolv,31 listed under (i) in

the Methods section. The results are summarized in Table 1 as mean absolute errors (MAEs,

root mean squared errors (RMSE) are given in parenthesis). For both data sets, very low

errors are obtained with PaiNN, yielding MAEs of 0.20 eV for HOPV and 0.56 kcal/mol for

Freesolv, respectively. For HOPV, the SOAP+SD+GBoost model yields even slightly better

results with an MAE of 0.19 eV, while 0.86 kcal/mol are obtained for regression on Freesolv.

The results obtained with these algorithms are qualitatively similar to those obtained in

previous ML studies on HOPV50–56 and Freesolv.56–67

Table 1: Mean absolute errors for HOPV HOMO-LUMO gaps (in eV) and Freesolv solvation
energies (in kcal/mol) from four different models. The first three models use SOAP molecular
descriptors connected to either KRR, a dense NN, or GBoost. The GBoost model uses an
additional set of simple molecular descriptors (SD) concatenated with the SOAP descriptors.
The final model is the message passing NN PaiNN. Uncertainties are measured in RMSE (in
parentheses). Best MAE results are bold.

Model
HOPV
MAE (RMSE) / eV

Freesolv
MAE (RMSE) / kcal/mol

SOAP+KRR 0.31 (0.46) 1.7 (2.2)
SOAP+NN 0.25 (0.33) 2.1 (3.2)
SOAP+SD+GBoost 0.19 (0.30) 0.86 (1.30)
PaiNN 0.20 (0.31) 0.56 (0.86)

The remaining models SOAP+NN and SOAP+KRR perform considerably worse on

both data sets, in direct comparison SOAP+NN yielding better results for HOPV while

SOAP+KRR yields better results for Freesolv. We also note that the MAEs from the differ-

ent models are much closer for regression on HOPV, where the worst model (SOAP+KRR)

has a 63 % higher MAE than the best model (SOAP+SD+GBoost). In contrast, for Free-

solv, the worst model (SOAP+NN) has a 375 % higher MAE than the best model (PaiNN),

indicating that the learning task is much more complex than for HOPV (cf. also Figure 1.
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For the following transfer learning with PaiNN, the best remaining model was selected to

generate the respective pre-training labels, which is SOAP+SD+GBoost for both data sets.

Transfer Learning

We use both cheap models from quantum chemistry (LDA-DFT and XTB-DFTB) corrected

by simple linear regression, and an ML regressor (SOAP+SD+GBoost, from here on named

GBoost) to obtain labels for pre-training the PaiNN models (details in the Methods section).

For HOPV, consisting of medium-sized organic molecules, we use the structures of the OE62

data set for pre-training, which contains ca. 62 k diverse structures of medium-sized organic

molecules. For Freesolv, which on the other hand consists of small organic molecules, we

use the structures of the QM9 data set for pre-training, which contains ca. 132 k organic

molecules with up to nine heavy (non-H) atoms. Tables 2 and 3 summarize the results

obtained for regression on the HOPV and Freesolv data set, respectively, after PaiNN training

from scratch (cf. Table 1), or after pre-training on data labeled with either GBoost, XTB,

or LDA, respectively. The learning curves displaying the MAE vs. the number of fine-tuning

training points are shown in Figure 2 (here, pre-training is done on the full respective pre-

training data set), and the learning curves displaying the MAE vs. the number of pre-training

points are shown in Figure 3 (here, fine-tuning is done on the full respective fine-tuning data

set), each for the HOPV set on top and the Freesolv set in the bottom.

Table 2: MAEs for HOPV HOMO-LUMO gaps (in eV) from PaiNN obtained after training
from scratch, or after pre-training on OE62 data with labels obtained from GBoost, XTB
or LDA, respectively. Uncertainties are measured in RMSE (in parentheses). Best MAE
results are bold.

Pre-training
HOPV
MAE (RMSE) / eV

None 0.20 (0.31)
OE62+GBoost 0.18 (0.25)
OE62+XTB 0.13 (0.17)
OE62+LDA 0.13 (0.19)
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Table 3: MAEs for Freesolv solvation energies (in kcal/mol) from PaiNN obtained after
training from scratch, or after pre-training on OE62 data with labels obtained from GBoost,
XTB or LDA, respectively. Uncertainties are measured in RMSE (in parentheses). Best
MAE results are bold.

Pre-training
Freesolv
MAE (RMSE) / kcal/mol

None 0.56 (0.86)
QM9+GBoost 0.74 (1.19)
QM9+XTB 0.60 (0.99)
QM9+LDA 0.64 (1.00)

For HOPV (Table 2), pre-training results in an improved learning performance. The

MAE is reduced from 0.20 eV (training from scratch) to 0.18 eV after pre-training on

OE62+GBoost, and further to 0.13 eV after pre-training on OE62+XTB or OE62+LDA.

The pre-training with GBoost is less effective, probably due to the fact that for this method,

some training points were removed from OE62 to avoid creating overly large SOAP descrip-

tors for the ML model. However, the GBoost model might also produce less accurate labels

than the QC models corrected by linear regression, since the GBoost MAE (0.19 eV, Table

1) is higher than the MAEs of the LDA or XTB plus linear regression fit on HOPV (MAEs

of 0.05 eV for LDA, and 0.12 eV for XTB, respectively).

The fine-tuning learning curves for HOPV (Figure 2, top) show that this improvement of

ca. 0.07 eV over training from scratch (black curve) after pre-training on OE62+XTB (light

blue) or OE62+LDA (dark blue) is relatively stable, independent of the number of HOPV

fine-tuning training points. Only, after pre-training on OE62+GBoost, the improvement

obtained from pre-training is much higher when fine-tuning on increasingly many HOPV

data points (red curve).

The HOPV pre-training learning curves (Figure 3, top) confirm that for all pre-training

data set sizes tested, the labels obtained from the QC models lead to a higher accuracy as

compared to the ML-generated labels. Interestingly, for GBoost and LDA labels, increasing

the size of the pre-training data set does not monotonically improve the final training results.

Instead, there appears to be an optimal training set size at around 20 k pre-training points
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Figure 2: Fine-tuning learning curves for PaiNN training on HOPV (top) and Freesolv
(bottom), after training from scratch (black) or after pre-training on OE62 or QM9 data,
respectively, with labels obtained from GBoost (red), XTB (light blue) or LDA-DFT (dark
blue). The MAE is plotted against the number of training examples used for fine-tuning (log
scale).

12



Figure 3: Pre-training learning curves for PaiNN training on HOPV (top) and Freesolv
(bottom), after training from scratch (black star) or after pre-training on OE62 or QM9
data, respectively, with labels obtained from GBoost (red), XTB (light blue) or LDA-DFT
(dark blue). The mean absolute error (MAE) is plotted against the number of training
examples used for pre-training.
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for GBoost-labeled data and 30 k pre-training points for LDA-labeled data, respectively,

after which further improving the pre-training data set size results in higher MAEs after

fine-tuning. For XTB-labeled data, a similar optimal pre-training data set size may exist

outside the range of the data available here. This indicates that a pre-trained model that

is too strongly fitted on the pre-training task may be worse for transfer learning than a

more biased model that only learned to grasp high-level concepts from a limited amount of

training data.

Regression learning on Freesolv, on the other hand, is not improved by pre-training

the PaiNN models (Table 3). Instead, the final training MAEs are increased from 0.56

kcal/mol (training from scratch) to 0.74 kcal/mol (GBoost), 0.60 kcal/mol (XTB), and

0.64 kcal/mol (LDA). The fine-tuning learning curves (Figure 2, bottom) show that an

improvement is achieved when fine-tuning is done with very few (≤ ca. 64) data points,

QM9+LDA fine-tuning resulting in the largest improvement. However, for larger fine-tuning

data set sizes, the results obtained after QM9+XTB or QM9+LDA pre-training are slightly

worse as compared to training from scratch, and pre-training with QM9+GBoost results in

the worst performance. Furthermore, the pre-training learning curves (Figure 3, bottom)

indicate that the loss of performance is approximately independent from the size of the pre-

training data set. Moreover, for pre-training data obtained from GBoost and LDA, the final

models tend to even decrease in quality after being pre-trained on larger data sets.

As discussed before, the regression task on Freesolv might be more complex as compared

to regression on HOPV. As a consequence, the pre-training labels generated by GBoost

are less reliable for Freesolv solvation energies than those generated for HOPV HOMO-

LUMO gaps (cf. Table 1). Additionally, the methods used for producing the respective

pre-training labels (QC methods) are quite similar to the method used for generating HOPV

data (standard DFT),30 but quite dissimilar to the method used for generating Freesolv data

(”alchemical” calculations based on molecular dynamics simulations, see also the scatter

plots in Figure 1).38 These factors may be the reason for why the employed transfer learning
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strategy does work very well for use with the HOPV data set, but not for Freesolv.

Another hypothesis for why transfer learning might fail in certain scenarios is that the

underlying regression task is too easy, and therefore no additional pre-training is needed.21

However, previous results for regression on molecular energies on the QM9 data set (free

energy G, internal energy U , enthalpy H) using PaiNN indicated that MAEs as low as ca.

0.14 kcal/mol can be obtained on a sufficiently large data set, which is considerably lower

than the MAEs obtained here.6 Also, these quantities (G, U , H) can easily be calculated

from only the respective molecular structure, but solvation energy computations additionally

need to take into account the shape and intermolecular interactions of the respective solvation

shell, thus adding another level of complexity. Therefore, we anticipate that the regression

task on Freesolv is not too easy for transfer learning.

In an attempt to obtain pre-trained models that are more robust and therefore allegedly

more suitable for transfer learning, we added additional data points to the respective pre-

training data sets. For this, we used XTB to generate additional labels for QM9 (HOMO-

LUMO gaps) and OE62 (solvation energies). However, we found that pre-training on a joint

OE62 and QM9 data set did not improve the final fine-tuning results as compared to pre-

training on OE62 or QM9 data only, respectively, for both HOPV and Freesolv training.

This is surprising, because NNs usually get more accurate when increasing the amount of

training data, and new dissimilar data points can help to create more robust models. Here,

instead, the introduction of more data points that are dissimilar to the data contained in

the final fine-tuning data set apparently impedes the learning process. In particular, for

Freesolv, the underlying problem of having a complex learning task and dissimilar methods

for generating pre-training and fine-tuning labels could not be solved by augmenting the

pre-training data set. This observation is in line with previous work on transfer learning in

chemistry, which stated that the pre-training and fine-tuning data sets should be as closely

aligned as possible to obtain the best results.19

Following this idea, we aimed to instead make the pre-training and fine-tuning data sets
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more similar to each other: The HOPV data set consists almost entirely of S-functionalized

aromatic molecules, while the OE62 data set used for pre-training contains a much more

diverse set of molecules, including more structural variety and a wider range of atomic

species. Accordingly, we filtered all molecules from the OE62 pre-training data set containing

any of the elements As, Se, Br, Te or I, and furthermore removed all molecules that do

not contain any sulfur atoms, thereby reducing the data set size from 61,489 to 41,487

molecules. Pre-training with 20 k less molecules from the filtered OE62 data set resulted

in a slight loss of performance compared to pre-training of the full OE62+XTB data set

(+0.01 eV MAE), which is approximately the same result as obtained after non-selective

filtering of the pre-training data set (+0.02 eV MAE, cf. Figure 3). This indicates that

increased similarity between pre-training and fine-tuning structures might slightly improve

the learning performance by yielding more tailored pre-trained models, but the effect found

here is very small.

Finally, previous works have used discriminative fine-tuning to further optimize transfer

learning.29 In this method, the learning rate during fine-tuning is adapted layer-wise, such

that the first layers have a much smaller learning rate than the final layers of the model.

The idea is that the first layers, which learn to grasp fundamental features of the molecular

data, will be sufficiently trained during pre-training, while the last layers, which derive the

final predictions, will need more fine-tuning. We implemented discriminative fine-tuning

for PaiNN, following the approach outlined by Zaverkin et al.29 Here, the learning rate

(lr) for layer n−1 was adjusted as lrn−1 = lrn/5 with lr = 5e-4 being the learning rate

of the last layer. However, we found that this method did not yield any improvements

over non-discriminative fine-tuning for transfer learning with PaiNN. In contrast, we found

that in general, modifications of the learning rate and learning rate decay had a significant

impact on the learning performance, and sticking to the parameters identified by the initial

hyperparameter sweep continued to yield the best results.
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Conclusions

This study investigated the use of common ML algorithms for use with small data sets,

focusing on HOPV (350 data points) and Freesolv (643 data points). We found that both the

MPNN PaiNN, and gradient boosting with regression trees operating on SOAP molecular

descriptors concatenated to a set of simple molecular descriptors yield accurate results,

clearly outperforming the SOAP+NN and SOAP+KRR architectures.

Furthermore, we presented a method for data-efficient ML on small physical chemistry

data sets using transfer learning. The pre-training data was obtained from computationally

cheapQC calculations corrected by simple linear regression calibrated on the fine-tuning data

set. This method utilizes the fact that many cheap ab initio or semi-empirical techniques

yield quantitatively incorrect but qualitatively correct data, which can easily be corrected

via linear regression. For the HOPV data set, the introduced method outperforms transfer

learning with labels obtained from an ML model. Here, pre-training with labels computed

by either XTB or LDA result in very similar learning performances, but XTB computations

were much faster than LDA computations. Accordingly, labelling the pre-training data with

XTB should be preferred.

However, the same method did not yield improved learning results for regression on the

Freesolv data set. This was due to the fact that the underlying learning task is much more

complex and the data used for pre-training is too dissimilar to the data contained in Freesolv.

Furthermore, the ML results indicate that pre-training with a limited amount of data

points may be beneficial, since the obtained models are slightly more biased and less strongly

fitted to the pre-training task. Furthermore, we found that augmenting the pre-training

data sets with additional structures that are less similar to the fine-tuning data does not

improve the learning performance. Finally, for the models trained here, sticking to the

hyperparameters identified by the initial hyperparameter sweeps was more efficient than

adapting the learning rates as done in discriminative fine-tuning.

In conclusion, for chemistry ML tasks that use small data sets, an effective transfer
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learning strategy should use pre-training on molecules that are similar to the molecules of

the downstream task, a labelling method that is closely aligned to the method used for

labelling the fine-tuning data, and an optimized training set size for the pre-training.

Appendix

Machine Learning Model Hyperparameters

We here provide details of the ML models used for regression on both HOPV and Freesolv

(cf. Table 1).

The final SOAP+KRR models used the following hyperparameters:

HOPV: rSOAP
cut = 5.63, nSOAP

max = 7, lSOAP
max = 7, alphaKRR = 1.12, kernel: cosine.

Freesolv: rSOAP
cut = 9.53, nSOAP

max = 8, lSOAP
max = 8, alphaKRR = 0.59, kernel: = cosine.

In the SOAP+NN model, the neural network consists of densely connected layers with

steadily decreasing numbers of neurons, including batch normalization and a dropout layer

with p = 0.3 after the first layer. Here, 20 % of the training data was used for validation,

and early stopping was employed. The final models used the following hyperparameters:

HOPV: rSOAP
cut = 7.22, nSOAP

max = 8, lSOAP
max = 8, nlayers = 2, lr = 0.00860, nonlinearity: swish.

Freesolv: rSOAP
cut = 9.94, nSOAP

max = 7, lSOAP
max = 7, nlayers = 4, lr = 0.00627, nonlin.: swish.

In the SOAP+SD+GBoost model, the following simple molecular descriptors were em-

ployed: total number of atoms, number of atoms for each atom type in the data set, one-

hot-encoding for each atom type (present/not present in the respective molecule), mean and

standard deviation of the carbon-carbon-distance of neighboring carbon atoms within the

molecule. Using these descriptors with the KRR or NN did not yield any improvement for

the respective learning algorithm. The final SOAP+SD+GBoost models used the following

hyperparameters:

HOPV: rSOAP
cut = 9.71, nSOAP

max = 5, lSOAP
max = 8, lrGBoost = 0.059, n estimatorsGBoost = 295,

max depthGBoost = 4.
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Freesolv: rSOAP
cut = 6.85, nSOAP

max = 4, lSOAP
max = 4, lrGBoost = 0.250, n estimatorsGBoost = 158,

max depthGBoost = 4.

The final PaiNN models used the following hyperparameters:

HOPV: radial basis = GaussianRBF , rcut = 5.0, n rbf = 20, n atom basis = 30, n interactions =

3, cutoff fn = CosineCutoff , lr = 5e − 4, lr decay factor = 0.5, lr decay patience = 5,

batchsize = 10.

Freesolv: radial basis = GaussianRBF , rcut = 8.0, n rbf = 30, n atom basis = 200,

n interactions = 3, cutoff fn = CosineCutoff , lr = 5e − 4, lr decay factor = 0.5,

lr decay patience = 5, batchsize = 10.
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Tkatchenko, A.; Müller, K.-R. Machine Learning Force Fields. Chem. Rev. 2021, 121,

10142–10186.

(11) Ramakrishnan, R.; Dral, P. O.; Rupp, M.; von Lilienfeld, O. A. Big Data Meets Quan-

20



tum Chemistry Approximations: The ?-Machine Learning Approach. J. Chem. Theory

Comput. 2015, 11, 2087–2096.

(12) Zhang, Y.; Ling, C. A strategy to apply machine learning to small datasets in materials

science. npj Comput. Mater. 2018, 4, 1–8.
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Oberhofer, H. Atomic structures and orbital energies of 61,489 crystal-forming organic

molecules. Sci. Data 2020, 7, 58.

(38) Mobley, D. L.; Guthrie, J. P. FreeSolv: a database of experimental and calculated

hydration free energies, with input files. J. Comput. Aided Mol. Des. 2014, 28, 711–

720.
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