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Abstract

Let E be a Banach space such that E′ has the Radon-Nikodým property. The aim
of this work is to connect relative weak compactness in the E-valued martingale Hardy
space H1(µ,E) to a convex compactness criterion in a weaker topology, such as the
topology of uniform convergence on compacts in measure. These results represent a
‘dynamic’ version of the deep result of Diestel, Ruess, and Schachermayer on relative
weak compactness in L1(µ, E). In the reflexive case, we obtain a Kadec-Pe lczyński
dichotomy for H1(µ,E)-bounded sequences, which decomposes a subsequence into a
relatively weakly compact part, a pointwise weakly convexly convergent part, and a
null part converging to zero uniformly on compacts in measure. As a corollary, we
investigate a parameterized version of the vector-valued Komlós theorem without the
assumption of H1(µ, E)-boundedness.

1. Introduction

Since the proof of Komlós’s theorem [Kom67], the study of convex compact-
ness (see [Žit10]) and related functional-analytic techniques have been funda-
mental to modern probability theory, with applications to a diverse range of top-
ics, including convex optimization (see [Žit10]), the Bichteler-Dellacherie charac-
terization of semimartingales and arbitrage theory (see [BSV11], or [DS94]), and
the Doob-Meyer decomposition (see [BSV12]). Roughly speaking, although a
bounded sequence in an infinite-dimensional space of random variables rarely ad-
mits a convergent subsequence (c.f. Theorem 2.1, [Gir91]), it is possible—after
passing to convex combinations—to obtain a sequence that converges almost
everywhere. These results generalize to arbitrary measure spaces (see [Cha70]),
and have dynamic counterparts for certain classes of stochastic processes (see
[CS16], or [CS06]).

Similarly to this situation, given a reflexive Banach space E and a bounded
sequence {xn}n ⊂ E, it is a consequence of the Eberlein-Šmulian-Grothendieck
theorem that it is possible to find convex combinations ym ∈ co{xn : n ≥ m}
such that {ym}m converges in norm. More generally, a bounded subset K ⊂ E

of an arbitrary Banach space E is relatively weakly compact if, and only if, the
conclusion of the last sentence holds for all sequences {xn}n ⊂ K.

Given how similar convex compactness results in probability theory are to
the Eberlein-Šmulian-Grothendieck theorem, it is not surprising that combin-
ing the two concepts leads to a fruitful characterization of weak compactness in
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spaces of Bochner-integrable functions (see [DRS93], or [Khu12]) which general-
izes the Dunford-Pettis criterion. In particular, a convex compactness criterion
in a weaker topology (the topology of convergence in measure) and uniform in-
tegrability is both necessary and sufficient for relative weak compactness in the
Bochner-Lebesgue space L1(µ,E):

Theorem. (Diestel-Ruess-Schachermayer) The following are equivalent for K ⊂
L1(µ,E):

1. K ⊂ L1(µ,E) is relatively weakly compact.

2. K is uniformly integrable, and for each sequence {ξn}n ⊂ K there exists ζn ∈
co{ξm : m ≥ n} with {ζn}n converging in measure.

The Dellacherie-Meyer-Yor characterization of relative weak compactness in
the martingale Hardy space is the analogue of the Dunford-Pettis theorem to
H1-martingales (see [DMY78]). Thus, it is natural to enquire whether or not
the above ‘vector-valued Dunford-Pettis theorem’ generalizes to vector-valued
H1-martingales.

We apply the techniques of convex compactness to characterize relative weak
compactness in the E-valued martingale Hardy space H1(µ,E), where E is a
Banach space such that E′ has the Radon-Nikodým property. In particular, it is
shown that a uniform integrability condition and a sequential convex compact-
ness requirement in the u.c.p. topology1 are necessary and sufficient for relative
weak compactness in H1(µ,E) to hold. For reflexive spaces, it is shown that
one can drop this convex compactness assumption. Furthermore, we investigate
sequential convex compactness properties for sequences of E-valued martingales
under the assumption that E is reflexive. All results of this form are obtained
using a martingale Kadec-Pe lczyński dichotomy, which decomposes a bounded
sequence in H1(µ,E) (after passing to a subsequence) into a relatively weakly
compact ‘regular part’, and a ‘singular part’. The singular part either converges
to zero in the u.c.p. topology, or can be further decomposed into a predictable
finite variation part, and a u.c.p. null part.

The structure of the paper is as follows. In section 2, we establish our
notation. Section 3 contains the first main result of this paper, Theorem 1 on
relative weak compactness in H1(µ,E). Section 4 contains the second main
result of the paper, Theorem 2, which yields a Kadec-Pe lczyński decomposition
for H1(µ,E)-bounded sequences, where E is reflexive. We end section 4 by
applying Theorem 2 to investigate a parameterized version of the vector-valued
Komlós theorem, Theorem 3.

2. Preliminaries

Let E be a Banach space, and denote by E′ the dual of E. The norms of E
and E′ will be denoted ‖·‖E and ‖·‖E′ (respectively); the unit balls of E and

1The u.c.p. topology is the topology of uniform convergence on compacts in probability;
see §2 for details.
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E′ will be denoted BE and BE′ (respectively). If F and G are vector spaces,
and 〈·, ·〉 : F ×G −→ R is a bilinear map, then σ(F,G, 〈·, ·〉) denotes the locally
convex topology on F defined by the family of seminorms g 7−→ |〈·, g〉|. If the
duality pairing is understood (as will be the case in this article), then we will
simply write σ(F,G). In particular, σ(E,E′) coincides with the weak topology
on E, and σ(E′, E) coincides with the weak-star topology on E′. Denote by
B(E) the Borel σ-algebra generated by the norm topology, denote by B(E′)
the Borel σ-algebra generated by the dual norm topology, and denote by B(E′

σ)
the Borel σ-algebra generated by σ(E′, E).

If Y and Z are nonnegative numerical quantities (potentially depending on
certain parameters), we will write Y . Z to mean Y ≤ cZ for some constant
c ≥ 0 independent of any parameters.

Let (X,F , {Ft : t ≥ 0}, µ) be a stochastic basis, i.e., F = {Ft : t ≥ 0} is a
filtration of sub-σ-algebras of F , F0 is the σ-algebra generated by the null sets
N of µ, and

Ft =
⋂

s>t

Fs,

for all t ≥ 0. Denote by P the predictable σ-algebra on [0,∞) × X ; we will
say that an E-valued process M is predictable if the map (t, ω) 7−→ Mt(ω)
is P-measurable when the codomain is equipped with B(E). On the space
of F-adapted E-valued càdlàg processes, we will consider the u.c.p. (‘uniform
convergence on compacts in probability’) topology, defined by the translation-
invariant metric

D(M,N) =
∞∑

n=1

1

2n

∫

X

1 ∧ (M −N)∗n dµ,

where M∗ = supt≤· ‖Mt‖E . By (Proposition 2.2, [Yar19]), the space of F-
adapted E-valued càdlàg processes is Cauchy complete with respect to this
metric. If {Mn}n −→ M in the u.c.p. topology, then there is a subsequence
{nk}k such that {Mnk}k −→ M uniformly on all compact intervals, up to a
µ-null set.

Let M be a càdlàg E-valued martingale.2 We will say that M is bounded
in H1(µ,E), and write M ∈ H1(µ,E), if

M∗
∞ = sup

t>0
M∗

t ∈ L1(µ),

and there exists a random variable M∞ ∈ L1(µ,E) such that Mt is the condi-
tional expectation of M∞ with respect to Ft. Under the norm M 7−→ ‖M∗

∞‖L1 ,
H1(µ,E) is a Banach space. If E = R, we will denote H1(µ,R) by H1(µ). In
general, the condition that M ∈ H1(µ,E) does not imply that M is the con-
ditional expectations process of some random variable M∞ ∈ L1(µ,E). Fortu-
nately, there are structural assumptions on E which ensure that this holds for all
uniformly integrable martingales, namely, that E possesses the Radon-Nikodým
property.

2From this point onwards, all processes are assumed to be càdlàg.

3



Recall that a subset A ⊂ [0,∞) ×X is said to be evanescent if

{ω ∈ X : ∃t ∈ [0,∞) with (t, ω) ∈ A} ∈ N .

Note that the countable union of evanescent sets is evanescent. In general,
we will consider processes equivalent if they agree outside of an evanescent set.
This contrasts with the ‘obvious’ notion of equality between stochastic processes,
equivalence up to modification. Two processes M and N are modifications of
each other if

µ({Mt = Nt}) = 1,

for each t ∈ [0,∞).

3. Relative weak compactness in H1(µ,E)

The Dellacherie-Meyer-Yor characterization of weak compactness in H1(µ) =
H1(µ,R) is the equivalence of the following (see Théorème 1, [DMY78]).

1. K ⊂ H1(µ) is relatively weakly compact in H1(µ).

2. {M∗
∞ : M ∈ K} ⊂ L1(µ) is uniformly integrable.

3.
{

[M,M ]
1/2
∞ : M ∈ K

}
⊂ L1(µ) is uniformly integrable.

Suppose that one replaces R as above with E, an arbitrary Banach space.
Without additional assumptions on E, condition (2) is not equivalent to (1).
Indeed, it is easy to see that for the trivial probability space X = {ω} with
the trivial filtration, relative weak compactness in H1(µ,E) is not equivalent to
the uniform integrability of K∗ = {M∗

∞ : M ∈ K} if E is non-reflexive. Fur-
thermore, condition (3) may not bear any relation to the other conditions. In-
deed, the existence of quadratic variations combined with a suitable Burkholder-
Davis-Gundy inequality is equivalent to the UMD property (see Remark 5.2,
[Yar20]).

We wish to generalize the Dellacherie-Meyer-Yor theorem to vector-valued
H1-martingales. If one views the Dellacherie-Meyer-Yor criterion as an H1-
version of the Dunford-Pettis theorem, then applying the ‘convex compactness’
philosophy of (Theorem 2.1, [DRS93]) yields the following. A set K ⊂ H1(µ,E)
should be relatively weakly compact if any sequence in K is convergent in some
sufficiently strong sense after passing to convex combinations, and the set of
maximal functions of elements of K is uniformly integrable. We will now estab-
lish a result of this form.

Theorem 1. Suppose that E′ has the Radon-Nikodým property. Let K ⊂
H1(µ,E). Then the following are equivalent.

1. K is relatively weakly compact in H1(µ,E).
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2. K∗ is uniformly integrable, and for every {Mn}n ⊂ K there exists convex com-
binations N i ∈ co{Mn : n ≥ i} such that

{
N i

t

}
i
converges µ-a.e. to some

random variable Nt in σ(E,E′) for all t ≥ 0.3

3. K∗ is uniformly integrable, and for every {Mn}n ⊂ K there exists convex combi-
nations N i ∈ co{Mn : n ≥ i} such that

{
N i
}
i
converges in the u.c.p. topology.

Remark 1. The condition that E′ has the Radon-Nikodým property is not
surprising, as this condition is used in the literature to connect relative weak
compactness in L1(µ,E) with a condition on the conditional expectation with
respect to certain collections of sub-σ-algebras of F (see, for example, Theorem
1, [Bro77]).

We note that the equivalence between condition (3) and (1) is certainly
unexpected. Indeed, weak convergence in H1(µ,E) depends also on the values
of the processes at infinity, while u.c.p. convergence depends only on finite
times.

We will need the following lemma. Essentially, it confirms the surprising
result mentioned in the previous paragraph.

Lemma 1. Let {N i}i ⊂ H1(µ,E) converge to zero in the u.c.p. topology.
If {(N i)∗∞}i is uniformly integrable, then there are convex combinations Lj ∈
co{N i : i ≥ j} such that {Lj}j converges to zero in H1(µ,E).

Proof. We may assume that F is generated by
⋃∞

n=1 Fn. Fix z′ ∈ L1(µ,E)′;
denote by ξi the terminal value of N i. Denote C = supi ‖ξi‖L1(µ,E); if C = 0, the
claim is trivially true, so we may assume that C > 0. By (Section IV.1, Theorem
1, [DU77]), there exists an essentially bounded B(E′)-measurable function y′ :
X −→ E′ such that

〈ξ, z′〉 =

∫

X

〈ξ, y′〉dµ,

for each ξ ∈ L1(µ,E). Our goal will be to show that {|〈ξi, z
′〉|}i converges to

zero; thus, by normalization, one may assume that ‖y′‖E′ ≤ 1 up to a µ-null
set.

Let ε > 0 be arbitrary. Let δ > 0 be such that

sup
i

∫

B

(
N i
)∗
∞

dµ <
ε

6
, (1)

whenever B ∈ F satisfies µ(B) ≤ δ. By Pettis’s measurability theorem,
we may assume that the range of y′ is separable in the dual norm topology.
Thus, by Egorov’s theorem, there is a simple function u′ =

∑r
i=1 x

′
i ⊗ 1Ai

with {x′
1, . . . , x

′
r} ⊂ BE′ and {Ai : i ∈ N, i ≤ r} pairwise disjoint, such that

‖1D(y′ − u′)‖L∞(µ,E) <
ε
3C for some measurable D ∈ F with µ(X \D) ≤ δ.

Fix η > 0 such that

sup
i

∫

B

(
N i
)∗
∞

dµ <
ε

12r
, (2)

3By the Mackey-Arens theorem, one can replace this condition with convergence with
respect to any locally convex topology compatible with the duality 〈E,E′〉.

5



whenever µ(B) ≤ η. Let G denote the Boolean algebra
⋃∞

n=1 Fn; denote ν =
µ|G . Applying transfinite induction (up to the first uncountable ordinal ω1) on
the Borel hierarchy of σ(G ) = F , it follows that the Carathéodory extension ν∗

of ν defined by

A 7−→ ν∗(A) = inf

{
∞∑

i=1

ν(Si) : A ⊂

∞⋃

n=1

Si, Si ∈ G for all i

}

is such that ν∗|F = µ. Fix i ∈ N, i ≤ r. Thus, there exists a pairwise disjoint
sequence {Si

n}n ⊂ G such that Ai ⊂
⋃∞

n=1 S
i
n, and

∞∑

n=1

µ(Si
n) < µ(Ai) + η,

implying µ
(
(X \Ai) ∩

⋃∞
n=1 S

i
n

)
< η. Since

∑∞
n=1 µ(Si

n) < ∞ there exists
ℓi ∈ N, ℓi ≥ 2 such that

∞∑

n=ℓi

µ(Si
n) < η.

Let k ∈ N be such that {Si
1, . . . , S

i
ℓi−1} ⊂ Fk for each i ∈ N, i ≤ r. Such a k

exists; indeed, r < ∞. Let j ∈ N be such that

∫

X

(
N i
)∗
k
dµ <

ε

6r
, (3)

whenever i ≥ j; such a j exists by Vitali’s convergence theorem (indeed, {N i}i
converges to zero in the u.c.p. topology).

For each i,

|〈ξi, z
′〉| =

∣∣∣∣
∫

X

〈ξi, y
′〉dµ

∣∣∣∣ ≤
∣∣∣∣
∫

X

〈ξi, y
′ − u′〉dµ

∣∣∣∣+

∣∣∣∣
∫

X

〈ξi, u
′〉dµ

∣∣∣∣

≤

∣∣∣∣
∫

D

〈ξi, y
′ − u′〉dµ

∣∣∣∣+

∣∣∣∣∣

∫

X\D

〈ξi, y
′〉dµ

∣∣∣∣∣+

∣∣∣∣∣

∫

X\D

〈ξi, u
′〉dµ

∣∣∣∣∣+

∣∣∣∣
∫

X

〈ξi, u
′〉dµ

∣∣∣∣

<
ε

3C

∫

X

‖ξi‖E dµ +
ε

6
+

ε

6
+

∣∣∣∣
∫

X

〈ξi, u
′〉dµ

∣∣∣∣ ≤
2ε

3
+

∣∣∣∣
∫

X

〈ξi, u
′〉dµ

∣∣∣∣ , (4)

by the triangle inequality and (1), noting that µ(X \D) ≤ δ. Furthermore,

∣∣∣∣
∫

X

〈ξi, u
′〉dµ

∣∣∣∣ ≤
r∑

q=1

∣∣∣∣∣

〈∫

Aq

ξidµ, x
′
q

〉∣∣∣∣∣

=

r∑

q=1

∣∣∣∣∣

〈∫
⋃

∞

n=1
Sq
n

ξidµ−

∫

(
⋃

∞

n=1
Sq
n)∩(X\Aq)

ξidµ, x
′
q

〉∣∣∣∣∣
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≤
r∑

q=1

(∣∣∣∣∣

〈∫
⋃

∞

n=1
Sq
n

ξidµ, x
′
q

〉∣∣∣∣∣+

∣∣∣∣∣

〈∫

(
⋃

∞

n=1
Sq
n)∩(X\Aq)

ξidµ, x
′
q

〉∣∣∣∣∣

)

≤

r∑

q=1

∣∣∣∣∣

〈∫
⋃

∞

n=1
Sq
n

ξidµ, x
′
q

〉∣∣∣∣∣+
ε

12
, (5)

by the triangle inequality and (2). If i ≥ j,

∣∣∣∣∣

〈∫
⋃

∞

n=1
Sq
n

ξidµ, x
′
q

〉∣∣∣∣∣ ≤
∣∣∣∣∣

〈∫
⋃ℓi−1

n=1
Sq
n

ξidµ, x
′
q

〉∣∣∣∣∣ +

∣∣∣∣∣

〈∫
⋃

∞

n=ℓi
Sq
n

ξidµ, x
′
q

〉∣∣∣∣∣

≤

∣∣∣∣∣

〈∫
⋃ℓi−1

n=1
Sq
n

N i
kdµ, x

′
q

〉∣∣∣∣∣+
ε

12r
<

ε

4r

by (2) (noting that µ(
⋃∞

n=ℓi
Sq
n) < η), (3), and the martingale property, as⋃ℓi−1

n=1 Sq
n ∈ Fk for all q ∈ N with q ≤ r. Combining with (5), one obtains

∣∣∣∣
∫

X

〈ξi, u
′〉dµ

∣∣∣∣ <
ε

12
+

r∑

q=1

ε

4r
=

ε

3
,

if i ≥ j. Combining with (4), this shows that

|〈ξi, z
′〉| < ε,

if i ≥ j. Since z′ and ε were arbitrary, this shows that {ξi}i converges to zero
in the weak topology on L1(µ,E).

Thus, by Mazur’s lemma, there exists convex combinations Lj ∈ co{N i :
i ≥ j} such that the terminal values of {Lj}j converge to zero in the norm
topology on L1(µ,E). By Doob’s maximal inequality, {(Li)∗∞}i converges to
zero in measure; by Vitali’s convergence theorem, {(Li)∗∞}i therefore converges
to zero in L1(µ). Thus

lim
j→∞

‖Lj‖H1(µ,E) = 0,

as desired.

Remark 2. The argument in Lemma 1 relies heavily on E′ possessing the
Radon-Nikodým property. Indeed, if the natural embedding L∞(µ,E′) −֒→ L1(µ,E)′

is an isomorphism, then E′ must have the Radon-Nikodým property with respect
to µ (see Section IV.1, Theorem 1, [DU77]).

Proof of Theorem 1. We will first show that (1) implies (2). By the Eberlein-
Šmulian-Grothendieck theorem (see Corollary 2.2, [DRS93]), for every sequence
{Mn}n ⊂ K, there exists N i ∈ co{Mn : n ≥ i} such that {N i}i converges
in H1(µ,E). Applying Markov’s inequality shows that {N i}i converges in the
u.c.p. topology. Thus, (1) implies (3). Since (3) evidently implies (2) (see §2),
this proves that (1) implies (2).
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We will now show that (2) implies (3). By passing from {Mn}n to con-
vex combinations {N i}i and applying the same argument as (Theorem 2.1,
[DRS93]), one may assume {N i

t}i converges to Nt in L1(µ,E) for all t ≥ 0. It it
easy to see that t 7−→ Nt is well-defined and a martingale. By Doob’s maximal
inequality,

µ
({(

N i −N
)∗
t
≥ ε
})

≤
1

ε

∫

X

∥∥N i
t −Nt

∥∥
E
dµ,

for all t ≥ 0 and ε > 0, showing that {N i}i converges to N in the u.c.p.
topology; this shows that (2) implies (3).

We will now show that (3) implies (1). We may assume that the sequence
{N i}i converges to an H1(µ,E) martingale N in the u.c.p. topology. Thus,
{N i −N}i converges to zero in the u.c.p. topology. Applying Lemma 1 yields
convex combinations Lj ∈ co{N i − N : i ≥ j} such that {Lj}j converges to
zero in H1(µ,E). Clearly, Lj + N ∈ co{N i : i ≥ j} and converges in H1(µ,E)
to N . Applying the Eberlein-Šmulian-Grothendieck theorem shows that K is
relatively weakly compact in H1(µ,E).

Let us note that for non-reflexive Banach spaces E, condition (2) or (3) of
Theorem 1 will not be satisfied for all subsets K ⊂ H1(µ,E) such that K∗ is
uniformly integrable. However, in the reflexive case, the compactness criterion
given by Theorem 1 is exactly the analogous version of the Dellacherie-Meyer-
Yor criterion. Indeed, one has the following result.

Proposition 1. Suppose that E is reflexive. The following are equivalent for
K ⊂ H1(µ,E).

1. K is relatively weakly compact in H1(µ,E).

2. K∗ is uniformly integrable.

Proof. This is a consequence of the ‘vulgar’ version of the vector-valued Komlós
theorem (see Theorem 1.4, [DS99]) combined with Doob’s maximal inequality
and Vitali’s convergence theorem.

We will now address to what extent Theorem 1 can be generalized to arbi-
trary Banach spaces. As remark 2 shows, the proof of Lemma 1 depends on
E′ possessing the Radon-Nikodým property with respect to µ. However, the
exact argument of Lemma 1 still shows that convergence to zero holds in the
weak topology on the dual pair 〈L1(µ,E), L∞(µ,E′)〉. We refer the reader to
[BGJ94] for sufficient conditions for this to imply weak or norm convergence in
L1(µ,E).

4. Martingale Kadec-Pe lczyński dichotomy

Let {ξn}n ⊂ L1(µ) be bounded. By the Kadec-Pe lczyński decomposition
theorem [KP62], it is possible to split (after passing to a subsequence) {ξn}n
into the sum of a uniformly integrable sequence (the ‘regular part’), and a
sequence which converges to zero µ-a.e. (the ‘singular part’).
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The theorem of Komlós [Kom67] is a fundamental result in probability;
functional analysts will quickly notice that the Kadec-Pe lczyński decomposition
theorem is a direct improvement on Komlós’s theorem. Importantly, unlike
Komlós’s theorem, the Kadec-Pe lczyński decomposition immediately provides
deep and fundamental insight into the functional-analytical structure of L1(µ)-
bounded sequences. Indeed, the Kadec-Pe lczyński decomposition allows one to
conclude that the ℓ1 basis is universal among non-uniformly integrable bounded
sequences; after throwing away a relatively weakly compact ‘regular part’, one
is left with something that is equivalent to the ℓ1 basis4 (due to Rosenthal’s ℓ1

theorem), and converges to the same pointwise almost everywhere limit.
H1(µ) versions of the Kadec-Pe lczyński decomposition have been investi-

gated (see [DS99]). However, without the assumption of continuity or additional
regularity, the singular part of this decomposition may not tend to zero in any
reasonable sense. This phenomenon is caused by the underlying martingales
having large jumps, leading to the singular parts converging, in the sense of
Fatou (see Definition 5.2, [FK97]),5 to a non-zero finite-variation process.

In this section, we develop a Kadec-Pe lczyński type decomposition for H1(µ,E)-
bounded sequences, where E is a reflexive Banach space. As expected from the
E = R case, the singular parts of the decomposition do not converge to zero in
any reasonable sense, unless additional assumptions are fulfilled (see Proposition
2). We decompose the singular part into two further sequences: a u.c.p. null
sequence, and a sequence of predictable processes whose variations are bounded
in L1(µ). As a corollary, we establish a version of Komlós’s theorem without
the assumption of H1-boundedness.

We will assume, unless otherwise stated, that E stands for a reflexive Banach
space.

Proposition 2. Let {Mn}n be a bounded sequence in H1(µ,E). Suppose that
at least one of the following conditions holds.

1. The set {Mn
T : n ∈ N, T a stopping time} is uniformly integrable.

2. The set {∆Mn
T : n ∈ N, T a stopping time} is uniformly integrable.

Then, there is a subsequence {nk}k such that

Mnk = Nk + Lk,

for each k ∈ N, where {Nk}k ⊂ H1(µ,E) is a relatively weakly compact sequence
in H1(µ,E), and {Lk}k is a null sequence in the u.c.p. topology.

4A sequence {xn}n ⊂ E is said to be equivalent to the ℓ1 basis if,

∞
∑

i=1

|ai| .

∥

∥

∥

∥

∥

∞
∑

i=1

aixi

∥

∥

∥

∥

∥

E

,

whenever {ai}i ⊂ R is a sequence with finitely many non-zero terms; essentially, if {xn}n ⊂ E

is equivalent to the ℓ1 basis, then it is as far from being relatively weakly compact (uniformly
integrable when E = L1(µ)) as possible.

5Unfortunately, the notion of a Fatou limit does not generalize to the vector-valued context,
so we will be forced in this section to consider a different notion of convergence.
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Proof. The proof is essentially a vector-valued version of (Theorem A, [DS99]).
We will use a version of the Kadec-Pe lczyński decomposition theorem (see

Theorem 2.1, [DS99]). From the Kadec-Pe lczyński theorem, there exists a
strictly positive sequence {an}n converging to ∞ in the Alexandrov compactifi-
cation α[0,∞) = [0,∞)∪{∞} of [0,∞) such that, after passing to a subsequence
if necessary, {(Mn)

∗
∞∧an}n is uniformly integrable; by passing to a further sub-

sequence, one may assume that

∞∑

n=1

1

an
< ∞.

Define
Sn = inf {t : ‖Mn

t ‖E ≥ an} .

Let Tn =
∧∞

k=n Sk. It is easy to see from Markov’s concentration inequality
that µ({Sn < ∞}) . 1

an
, and µ({Tn < ∞}) .

∑∞
i=n

1
an

.
Suppose that condition (1) holds. Then

(
(Mn)Tn

)∗
∞

≤ ((Mn)∗∞ ∧ an) ∨ ‖Mn
Tn
‖E,

showing that {(Mn)Tn}n is relatively weakly compact in H1(µ,E) by Propo-
sition 1. The remaining part goes to zero in the u.c.p. topology. Likewise, if
condition (2) is satisfied,

(
(Mn)Tn

)∗
∞

≤ ((Mn)∗∞ ∧ an) + ‖∆Mn
Tn
‖E ,

showing that {(Mn)Tn}n is relatively weakly compact in H1(µ,E) by Proposi-
tion 1. The remaining part goes to zero in the u.c.p. topology.

As a result of Proposition 2, it is possible to obtain a ‘parameterized’ Komlós
theorem, as long as any of the conditions in Proposition 2 are satisfied. Of
course, it is not clear what the proper analogue of Komlós’s theorem is in this
context. Indeed, there are several modes of convergence that could replace µ-a.e.
convergence. For example, one can consider u.c.p. convergence, or pointwise
convergence on an evanescent subset of [0,∞) ×X . The former is addressed in
Proposition 3 under certain regularity assumptions (c.f. Theorem 3), while the
latter is the content of Theorem 2.

Proposition 3. Let {Mn}n be a bounded sequence in H1(µ,E). Suppose that
at least one of the following conditions holds.

1. The set {Mn
T : n ∈ N, T a stopping time} is uniformly integrable.

2. The set {∆Mn
T : n ∈ N, T a stopping time} is uniformly integrable.

Then there exists Nk ∈ co{Mn : n ≥ k} such that {Nk}k converges in the u.c.p.
topology.

10



Remark 3. It is possible to replace the convex combinations in Proposition
3 with something more tractable. For example, suppose that L2(µ,E) has the
Banach-Saks property, and condition (1) or (2) of Proposition 3 holds. Then,
using a theorem of [Bou79], it is possible to extract a subsequence that converges
in the u.c.p. topology in Cesàro mean. This result is closer to the original
formulation of Komlós’s theorem by [Kom67].

It is unclear whether Proposition 2 (and hence also Proposition 3) extends
to general bounded sequences in H1(µ,E). The chief issue is that the jumps
∆Mn

Tn
may be large. The idea (due to [DS99]) to remedy this situation is

to ‘throw away’ all the jumps at time Tn, and then compensate the resulting
process (so that the resulting process is still a martingale). Of course, one must
pay a price: in general, this finite variation part need not converge to zero in
any sense. Furthermore, one does not in general have u.c.p. convergence.

If N is an E-valued process of finite variation, denote by var(N) the variation
process of N .

Theorem 2. Let {Mn}n be a bounded sequence in H1(µ,E). There is a sub-
sequence {nk}k such that

Mnk = Nk + Lk + Rk,

for each k ∈ N, where {Nk}k ⊂ H1(µ,E) is a relatively weakly compact sequence
in H1(µ,E), {Lk}k is a null sequence in the u.c.p. topology, {Rk}k is predictable
and satisfies

sup
k

∫

X

var(Rk)∞dµ < ∞,

and there exists a predictable process R̃ of integrable variation such that, for
some X0 ∈ F of full measure,

lim
k→∞

R̃k
t = R̃t,

on X0 for all t ≥ 0, for some sequence R̃k ∈ co{Rn : n ≥ k}, and where the
limit is in σ(E,E′).

We will assume until the end of the proof of Theorem 2 that E stands for
a reflexive Banach space. Of course, this implies that both E and E′ have the
Radon-Nikodým property.

Fix n ∈ N, and s ∈ Q+. By Pettis’s measurability theorem, there is a
separable subspace En,s ⊂ E such that Mn

s ∈ En,s up to a µ-null set. By right
continuity,

Mn
t (ω) ∈

⋃

s∈Q+

∞⋃

m=1

Em,s,

for all n ∈ N and t ∈ [0,∞), for all ω ∈ X0 for some subset X0 ∈ F of full µ-
measure. Thus, if we are only dealing with sequences (or convex combinations
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thereof), one may assume that E is separable. Indeed, all of the properties
mentioned in the last paragraph pass to closed linear subspaces.

We will need the following lemma, which holds in any Banach space E with
the Radon-Nikodým property.

Lemma 2. Let T be a stopping time, and let U ∈ L1(µ,E) be FT -measurable.
Then the process 1JT,∞JU decomposes as 1JT,∞JU = M + A, where M is an
E-valued càdlàg martingale, and A is a predictable process of finite variation.
Furthermore, one has the bound

∫

X

var(A)∞ ≤ ‖U‖L1(µ,E).

Proof. We refer readers to the proof of (Theorem 2.20, [Bro02]).

The following lemma holds for any Banach space E which is reflexive. It
will allow us to obtain a convex compactness result for the singular parts of our
decomposition.

Lemma 3. Let {Mn}n be a sequence of E-valued predictable processes of finite
variation such that

sup
n

∫

X

var(Mn)∞dµ < ∞.

There exists M̃k ∈ co{Mn : n ≥ k} such that there exists a predictable process

M̃ of integrable variation such that, for some X0 ∈ F of full measure,

lim
k→∞

M̃k
t = M̃t,

on X0 for all t ≥ 0, where the limit is in σ(E,E′).

Proof. By using (Lemma, 2.5, [DRS93]) and passing to convex combinations,
one may assume that

sup
n

sup
t≥0

‖Mn
t ‖E ≤ sup

n
var(Mn)∞ < ∞, (6)

up to a µ-null set. Let D ⊂ E′ be a countable, norm dense subset of E′; such
a subset exists by separability of E, and the assumption of reflexivity. Let
F = span(D). By the parameterized Helly selection theorem (see Proposition

13, [CS06]) and diagonalization, there exists M̃k ∈ co{Mn : n ≥ k} and X0 ∈ F

such that {M̃k
t }k is Cauchy on X0 for the uniformity defined by the family of

seminorms x′ 7−→ |〈·, x′〉| as x′ ranges over F for each t ≥ 0. By (6), and the

coincidence of σ(E,F ) and σ(E,E′) on bounded sets, it follows that {M̃k
t }k is

weakly Cauchy on X0 for all t ≥ 0. By weak sequential completness, one may
assume that {M̃k}k converges pointwise on [0,∞)×X0 to a predictable process

M̃ .

12



We will now show that M̃ has integrable variation. For each n ∈ N, denote

Fn =
⊕n

i=1 E, F ′
n =

⊕n
i=1 E

′. By the definition of var
(
M̃
)

and lower semicon-

tinuity of the function Fn ∋ (x1, . . . , xn) 7−→
∑n

i=1 ‖xi‖E in σ(Fn, F
′
n) for each

n ∈ N,

var
(
M̃
)
∞

= sup
n

sup
t0<···<tn

n∑

i=1

‖M̃ti − M̃ti−1
‖E ≤ sup

n
sup

t0<···<tn

lim inf
j→∞

n∑

i=1

‖M̃ j
ti − M̃

j
ti−1

‖E

≤ lim inf
j→∞

sup
n

sup
t0<···<tn

n∑

i=1

‖M̃ j
ti − M̃

j
ti−1

‖E = lim inf
j→∞

var
(
M̃ j
)
∞

,

up to a µ-null set, so that

∫

X

var
(
M̃
)
∞

dµ ≤

∫

X

lim inf
n→∞

var
(
M̃n

)
∞

dµ ≤ lim inf
n→∞

∫

X

var
(
M̃n

)
∞

dµ < ∞,

by Fatou’s lemma, which shows that M̃ has integrable variation.

Remark 4. Reflexivity plays a crucial role in the proof of Lemma 3. Indeed,
if E is such that each bounded sequence {xn}n ⊂ E, interpreted as a con-
stant stochastic process, admits convex combinations converging weakly, then
the Eberlein-Šmulian-Grothendieck theorem implies the unit ball of E must be
weakly compact. Thus, E must be reflexive.

Proof of Theorem 2. From the Kadec-Pe lczyński theorem, there exists a strictly
positive sequence {an}n converging to ∞ in α[0,∞) such that, after passing to
a subsequence if necessary, {(Mn)

∗
∞ ∧ an}n is uniformly integrable; by passing

to a further subsequence, one may assume that

∞∑

n=1

1

an
< ∞.

Define
Sn = inf {t : ‖Mn

t ‖E ≥ an} .

Let Tn =
∧∞

k=n Sk; it is easy to see from Markov’s concentration inequality that
µ({Sn < ∞}) . 1

an
, and µ({Tn < ∞}) .

∑∞
i=n

1
an

.
From Lemma 2, 1JTn,∞J∆Mn

Tn
decomposes as 1JTn,∞J∆Mn

Tn
= Dn + Cn

for some local martingale Dn and some predictable process Cn of integrable
variation. Furthermore, Lemma 2 yields the bound,

∫

X

var(Cn)∞dµ ≤

∫

X

‖∆Mn
Tn

‖Edµ . 1.

By the Kadec-Pe lczyński theorem, there exists a strictly positive sequence {bn}n,
converging to ∞ in α[0,∞), such that, after passing to a subsequence if neces-
sary, {var(Cn)∞ ∧ bn}n is uniformly integrable.
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Define the predictable stopping times {Vn}n by

Vn = inf{t : var(Cn)t ≥ bn}.

Thus, MVk− = 1J0,VkJM + 1JVk,∞JMVk− is a martingale for any martingale M

and any k ∈ N. It is easy to see from Markov’s concentration inequality that
µ({Vn < ∞}) . 1

bn
.

Consider the martingale Nn =
(
(Mn)Tn − (1JTn,∞J∆Mn

Tn
− Cn)

)Vn−
. Clearly,

(Nn)∗∞ ≤ (Mn)∗∞ ∧ an + var(Cn)∞ ∧ bn,

implying that {Nn}n is relatively weakly compact in H1(µ,E) (see Proposition
1). Consider now the ‘singular part’ {Mn −Nn}n. An elementary calculation
reveals,

Mn −Nn = Mn − (Mn)Tn∧Vn + ∆Mn
Tn∧Vn

1JTn∧Vn,∞J − (Cn)Vn− .

Let Ln = Mn − (Mn)Tn∧Vn + ∆Mn
Tn∧Vn

1JTn∧Vn,∞J. Since

lim
n→∞

µ({Tn ∧ Vn < ∞}) = 0,

it follows that {Lk}k is a null sequence in the u.c.p. topology. The claim
then follows from applying Lemma 3 to the sequence {Rk}k defined by Rk =
(Mk −Nk) − Lk = −(Ck)Vk− .

Note that all variants of Komlós’s theorem presented so far have assumed
a priori that the relevant sequences are bounded in H1(µ,E). However, it
is natural to inquire under what conditions does a Komlós-type result hold,
without assuming H1(µ,E) boundedness. We will now present such a result.
Denote by O the optional σ-algebra on [0,∞) ×X , which is generated by the
right-continuous real-valued adapted processes.

Theorem 3. Let {Mn}n be a sequence of E-valued càdlàg martingales. Suppose
that

co
{

(Mn)∗∞ : n ∈ N
}
,

is bounded in L0(µ), and

{∆Mn
T : n ∈ N, T a stopping time} ,

is bounded in L1(µ,E). Then there exists convex combinations N i ∈ co{Mn :
n ≥ i} such that {N i}i converges pointwise in σ(E,E′) to an O-measurable
process N outside of an evanescent subset of [0,∞) ×X.

Remark 5. We remark that the results of Theorem 3 are even relevant in
the finite-dimensional case. Indeed, Theorem 3 refines (Theorem 2.6, [CS16])
by providing sufficient conditions under which one has convergence µ-a.e., as
opposed to merely in L0(µ). This is especially important since convergence µ-a.e.
need not hold in the context of (Theorem 2.6, [CS16]), even under continuity
assumptions (see Proposition 4.1, [CS16]). Furthermore, [CS16] only considers
nonnegative martingales, while Theorem 3 deals with general martingales.
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The conditions in Theorem 3 are not very stringent. For context, one must
understand that the functional-analytic (and convex-analytic) structure of L0(µ)
is quite poor. In particular, the convex hull of a bounded subset of L0(µ) need
not be bounded (see Example 1.2, [KŽ13] for a particularly ill-behaved example).

However, under fairly mild regularity conditions, convex bounded subsets
of L0(µ) share many properties with convex bounded subsets of locally convex
spaces (for example, see Theorem 3.2, [Kar14]). The first condition in Theorem
3 comes from the same spirit: for the conclusion of Theorem 3 to hold, it
is sufficient that the relevant sequences behave in L0(µ) like they would in a
locally convex space.

Proof. Since K = co
{

(Mn)
∗
∞ : n ∈ N

}
is convex, bounded in L0(µ), and con-

sists of nonnegative measurable functions, it follows from (Lemma 2.3, [BS99])
that there is a finite measure ν with ν ≪ µ ≪ ν such that

sup
ζ∈K

∫

X

|ζ|dν < ∞.

Thus, (Lemma 2.5, [DRS93]) and the triangle inequality yields convex combi-
nations N i ∈ co{Mn : n ≥ i} and a nonnegative ξ ∈ L0(µ) such that

sup
i

(
N i
)∗
∞

≤ ξ,

up to a ν-null (equivalently, µ-null) set. The singleton set {ξ} ⊂ L0(µ) is
bounded in L0(µ), so that for each ε > 0, there exists a δε > 0 such that

µ({ξ ≥ δε}) ≤ ε.

Let {εn}n ⊂ (0,∞) be a null sequence, and let {δεn}n ⊂ (0,∞) be as above;
without loss of generality, we may assume that {δεn}n is increasing. Define the
sequence {Tn}n of stopping times by

Tn = inf

{
t : sup

k

(
Nk
)∗
t
≥ δεn

}
.

Clearly,
µ({Tn < ∞}) ≤ µ({ξ ≥ δεεn }) ≤ εn,

so that there is a measurable X0 ∈ F with µ(X \X0) = 0 such that for each
ω ∈ X0 there exists nω ∈ N with Tm(ω) = ∞ for all m ≥ nω.

For each n, i ∈ N, (
N i
)∗
Tn

≤ δεn +
∥∥∆N i

Tn

∥∥
E
,

by the triangle inequality. Thus, for each n ∈ N,

sup
i

∥∥∥
(
N i
)Tn

∥∥∥
H1(µ,E)

< ∞.
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By Theorem 2, Theorem 1, and a diagonalization procedure, we may pass to
convex combinations (still denoted {N i}i) such that for all n ∈ N,

lim
i→∞

(N i)Tn = Ln, (7)

in σ(E,E′) on [0,∞) ×Xn for some Xn ∈ F with µ(X \ Xn) = 0, and some
O-measurable process Ln. Clearly, Ln = Ln+1 on J0, TnK. Define

N = 1J0,T1JL
1 +

∞∑

n=2

1JTn−1,TnJL
n,

which converges absolutely up to a µ-null set. Let ω ∈
⋂∞

n=0 Xn = X̃; then
Tm(ω) = ∞ for all m ≥ nω. Thus,

N i(ω) = (N i)Tnω (ω)(ω),

where the right-hand side converges pointwise on [0,∞) in σ(E,E′) to Lnω(ω)
as i → ∞ (see (7)). Note that N(ω) = Lnω(ω) in this case. This proves the

claim, as the complement of [0,∞) × X̃ is evanescent, and N is easily seen to
be O-measurable.
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