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#### Abstract

Choose a polynomial $f$ uniformly at random from the set of all monic polynomials of degree $n$ with integer coefficients in the box $[-L, L]^{n}$. The main result of the paper asserts that if $L=L(n)$ grows to infinity, then the Galois group of $f$ is the full symmetric group, asymptotically almost surely, as $n \rightarrow \infty$.

When $L$ grows rapidly to infinity, say $L>n^{7}$, this theorem follows from a result of Gallagher. When $L$ is bounded, the analog of the theorem is open, while the state-of-the-art is that the Galois group is large in the sense that it contains the alternating group (if $L<17$, it is conditional on the general Riemann hypothesis). Hence the most interesting case of the theorem is when $L$ grows slowly to infinity.

Our method works for more general independent coefficients.


## 1. Introduction

The study of the Galois group of a random polynomial is going back to the foundational works of Hilbert [16] and van der Waerden [24]. Expressed in terms of probability theory, they proved that if we uniformly choose at random a monic polynomial $f$ of degree $n$ whose coefficients are within the box $([-L, L] \cap \mathbb{Z})^{n}$, then its Galois group $G_{f}$ is the full symmetric group, almost surely as $L \rightarrow \infty$ and $n$ is fixed; i.e. $\lim _{L \rightarrow \infty} \mathbb{P}\left(G_{f}=S_{n}\right)=1$. We call this model the large box model.

Van der Waerden conjectured that the second most probable group in the large box model is $S_{n-1}$ coming from polynomials having a rational root. Chela [10, Theorem 1] computed that $\mathbb{P}\left(G_{f}=S_{n-1}\right) \sim \frac{c_{n}}{L}$, as $L \rightarrow \infty$ and $n>2$, where $c_{n}=\Theta\left(2^{n}\right)$ is an explicit constant. Thus, the van der Waerden conjecture may be stated as $\mathbb{P}\left(G_{f} \neq S_{n}\right) \sim \frac{c_{n}}{L}, L \rightarrow \infty$. A slightly weaker version of the conjecture is that $\mathbb{P}\left(G_{f} \neq S_{n}\right)=O\left(L^{-1}\right)$, as $n$ is fixed and $L \rightarrow \infty$. The weaker version is occasionally also referred to as the van der Waerden conjecture.

After almost of a century of progress [1, 11, 12, 13, 15, 18, 24, the latter bound was established by Bhargava [6]. The main challenge in the above results is to bound $\mathbb{P}\left(G_{f}=A_{n}\right)$ from above, in particular, a key result in [6] is that

$$
\mathbb{P}\left(G_{f}=A_{n}\right)=O\left(L^{-1}\right), \quad L \rightarrow \infty .
$$

This is the state-of-the-art, even though it is believed to be not sharp, see [2, Conjecture 1.1].

In the large box model, the degree $n=\operatorname{deg} f$ is fixed. In particular, the rate of convergence and the implied constants depend on $n$. Indeed, in the majority of the results mentioned above, the implied constant is at least exponential, sometimes super-exponential in $n$, or not given explicitly. A notable exception is the method of Gallagher [15] that is based on the large sieve and gives a polynomial dependence on $n$ :

$$
\begin{equation*}
\mathbb{P}\left(G_{f} \neq S_{n}\right) \ll \frac{n^{3} \log L}{\sqrt{L}}, \tag{1}
\end{equation*}
$$

where the implied constant is absolute, see also [20, Theorem 4.2].
Random polynomials are central in probability theory. One of the most natural and well-studied models are when the coefficients are sampled independently and the degree goes to infinity. This model goes back to the seminal works of BlochPólya [8], Littlewood-Offord [21], Kac [17], and Erdôs-Túran [14]. As an example model, take $f$ as previously defined, but with $L \geq 1$ fixed and with $n \rightarrow \infty$. We call this model the restricted box model.

It is a folklore conjecture that in the restricted box model, $f$ is irreducible and $G_{f}=S_{n}$ asymptotically almost surely, as $n \rightarrow \infty$ (conditioning on $f(0) \neq 0$, of course), cf. [22]. Recently there has been progress on this problem based on the methods developed by Konyagin [19]: Bary-Soroker and Kozma [4] proved that if the length of the interval is divisible by at least 4 distinct primes, then $f$ is irreducible and $A_{n} \leq G_{f}$ asymptotically almost surely, provided $f(0) \neq 0$. Breuillard and Varjú [9] proved the same for any $L \geq 1$ assuming the General Riemann Hypothesis (GRH). In fact, they consider a more general model, where the coefficient are i.i.d. with an arbitrary finite support law of distribution. Bary-Soroker, Koukoulopoulos, and Kozma [3] also deal with general measures. Their results are independent of GRH, and the coefficients are not required to be identical. In particular, in the restricted box model they prove that $\mathbb{P}\left(A_{n} \leq G_{f} \mid f(0) \neq 0\right) \rightarrow 1$, $n \rightarrow \infty$ if the interval is of length $\geq 35$ and $\liminf _{n \rightarrow \infty} \mathbb{P}\left(A_{n} \leq G_{f}\right)>0$ if the length of the interval is between 2 to 34 , see [3, Theorem 6].

As in the large box model, the most challenging case is $G_{f}=A_{n}$. Unlike the large box model, in the restricted box model none of the results give that $\mathbb{P}\left(G_{f}=\right.$ $\left.A_{n}\right) \rightarrow 0$, hence it is open whether $\mathbb{P}\left(G_{f}=S_{n}\right) \rightarrow 1$ as $n \rightarrow \infty$.

The goal of this paper is to get as close as we can to the restricted box model. We get that $G_{f}=S_{n}$ asymptotically almost surely, as $L \rightarrow \infty$, uniformly in $n$. In particular, $L$ may grow arbitrarily slowly with respect to $n$.

Theorem 1.1. Let $L$ and $n$ be positive integers and let

$$
f=X^{n}+\sum_{k=0}^{n-1} \zeta_{k} X^{k}
$$
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be a random polynomial, where $\zeta_{k}$ are chosen independently and identically distributed, taking values uniformly in $[-L, L] \cap \mathbb{Z}$. Then,

$$
\lim _{L \rightarrow \infty} \mathbb{P}\left(G_{f}=S_{n}\right)=1,
$$

uniformly in $n$.
In the regime $L \geq n^{7}$, the theorem immediately follows from (1). The interesting part of the theorem is when $L=L(n)$ tends slowly to infinity as $n$ tends to infinity.

The main difficulty lies in the event $G_{f}=A_{n}$. Since $G_{f} \leq A_{n}$ if and only if disc $f$ is a perfect square, provided $\operatorname{disc}(f) \neq 0$, we get that $\mathbb{P}\left(G_{f}=A_{n}\right) \leq \mathbb{P}(\operatorname{disc}(f)=\square)$. Hence, Theorem 1.1 follows from the following theorem, see $\$ 4.1$.

Theorem 1.2. For every $\frac{1}{2}>\delta>0$ there exists $N>0$ such that the following holds: Let $\frac{1}{8}>\varepsilon>0$, let $a, L, n$ be integers such that $n>8$ and $L \geq N$, let $\zeta_{0}, \zeta_{1}, \ldots$ be independent random variables taking values uniformly in $[a+1, a+L] \cap \mathbb{Z}$, and let

$$
f=X^{n}+\sum_{k=0}^{n-1} \zeta_{k} X^{k}
$$

be the corresponding random polynomial. Then,

$$
\mathbb{P}(\operatorname{disc}(f)=\square) \ll 2^{-\left(\frac{1}{2}-\delta\right) \frac{\log L}{\log \log L}}+\frac{\log L}{\log \log L}\left(\frac{2}{(1-\delta) \log L}\right)^{\left(\frac{1}{4}-\varepsilon\right) n},
$$

where the implied constant is absolute.
The proof of Theorem 1.2 is based on harmonic analysis and on bounds for exponential-Möbius sums over function fields [7, 23]. Our method allows us to prove this theorem for general measures that satisfy several conditions, (see Proposition (2.1). We deduce Theorem 1.2 from Proposition 2.1 in 84.3 .
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## 2. Square discriminant for general measures

2.1. Harmonic analysis over finite fields. We introduce the notation and basic results needed to prove the main theorem. We restrict to prime fields for simplicity of notation. For a prime $p$, let $\mathbb{F}_{p}$ be the finite field with $p$ elements and $\mathbb{F}_{p}[T]$ the polynomials ring over $\mathbb{F}_{p}$. We denote by $\mathcal{M}_{p, n} \subseteq \mathcal{M}_{p} \subset \mathbb{F}_{p}[T]$ the subsets of monic polynomials of degree $n$ and of all monic polynomials, respectively. Let $\mathbb{F}_{p}\left(\left(T^{-1}\right)\right)$ be the field of Laurent series of the form $\xi=\sum_{-\infty}^{N} c_{j} T^{j}, N \in \mathbb{Z}, c_{j} \in \mathbb{F}_{p}$ and let

$$
\mathbb{T}_{p}=\mathbb{F}_{p}\left(\left(T^{-1}\right)\right) / \mathbb{F}_{p}[T]
$$

Each element in $\mathbb{T}_{p}$ has a unique representative of the form $\sum_{j<0} c_{j} T^{j}, c_{j} \in \mathbb{F}_{p}$. Let resp: $\mathbb{T}_{p} \rightarrow \mathbb{F}_{p}$ be the additive function defined by $\operatorname{res}_{p}(\xi)=c_{-1}$. In the classical analogy between $\mathbb{Z}$ and $\mathbb{F}_{p}[T], \mathcal{M}_{p}$ plays the role of $\mathbb{Z}_{>0}$, and $\mathcal{M}_{p, n}$ the role of $[x, 2 x] \cap \mathbb{Z}$, with $\log x$ corresponding to $n$. The analog of $\mathbb{R}$ is $\mathbb{F}_{p}\left(\left(T^{-1}\right)\right)$ and of $\mathbb{T}=\mathbb{R} / \mathbb{Z}$ is $\mathbb{T}_{p}$. Let

$$
e(z)=e^{2 \pi i z} \quad \text { and } \quad e_{p}(\xi)=e\left(\operatorname{res}_{p}(\xi) / p\right)
$$

for $z \in \mathbb{C}$ and $\xi \in \mathbb{T}_{p}$. The latter is well defined. We define the Fourier transform of $\eta: \mathcal{M}_{p, n} \rightarrow \mathbb{C}$ to be

$$
\widehat{\eta}(\xi)=\sum_{G \in \mathcal{M}}^{p, n} 1 \eta(G) e_{p}(\xi G), \quad \xi \in \mathbb{T}_{p}
$$

This is the analogue of the discrete Fourier transform in the classical setting.
Our method necessitates considering several primes simultaneously. Let $\mathcal{P}$ be a finite set of primes and $P=\prod_{p \in \mathcal{P}} p$. Let

$$
\mathbb{F}_{\mathcal{P}}=\prod_{p \in \mathcal{P}} \mathbb{F}_{p}, \quad \mathbb{F}_{\mathcal{P}}\left(\left(T^{-1}\right)\right)=\prod_{p \in \mathcal{P}} \mathbb{F}_{p}\left(\left(T^{-1}\right)\right), \quad \text { and } \quad \mathcal{M}_{\mathcal{P}, n}=\prod_{p \in \mathcal{P}} \mathcal{M}_{p, n}
$$

Denote the elements of $\mathcal{M}_{\mathcal{P}, n}$ and of $\mathbb{F}_{\mathcal{P}}\left(T^{-1}\right)$ by $\boldsymbol{F}=\left(F_{p}\right)_{p \in \mathcal{P}}$ and $\boldsymbol{\xi}=\left(\xi_{p}\right)_{p \in \mathcal{P}}$, respectively. Then, we set

$$
\psi_{\mathcal{P}}(\boldsymbol{\xi})=\sum_{p \in \mathcal{P}} \frac{\operatorname{res}\left(\xi_{p}\right)}{p} \bmod 1, \quad \quad e_{\mathcal{P}}(\boldsymbol{\xi})=e\left(\psi_{\mathcal{P}}(\boldsymbol{\xi})\right)=\prod_{p \in \mathcal{P}} e_{p}\left(\xi_{p}\right)
$$

Then, for $\eta: \mathcal{M}_{\mathcal{P}, n} \rightarrow \mathbb{C}$ we define $\widehat{\eta}: \mathbb{F}_{\mathcal{P}}\left(\left(T^{-1}\right)\right) \rightarrow \mathbb{C}$ by

$$
\widehat{\eta}(\boldsymbol{\xi})=\sum_{\boldsymbol{G} \in \mathcal{M}_{\mathcal{P}, n}} \eta(\boldsymbol{G}) e_{\mathcal{P}}(\boldsymbol{\xi} \boldsymbol{G}) .
$$

We have the following three classical formulas. The first one is orthogonality of characters: for $\boldsymbol{F} \in \mathcal{M}_{\mathcal{P}, n}$,

$$
\sum_{\boldsymbol{G} \in \mathcal{M}_{\mathcal{P}, n}} e_{\mathcal{P}}\left(T^{-n} \boldsymbol{F} \boldsymbol{G}\right)= \begin{cases}P^{n} & F_{p}=T^{n}, \forall p \in \mathcal{P}  \tag{2}\\ 0 & \text { otherwise }\end{cases}
$$

The second is the Fourier inversion formula saying that if $\eta: \mathcal{M}_{\mathcal{P}, n} \rightarrow \mathbb{C}$, then

$$
\begin{equation*}
\eta(\boldsymbol{F})=\frac{1}{P^{n}} \sum_{\boldsymbol{G} \in \mathcal{M}_{\mathcal{P}, n}} \widehat{\eta}\left(T^{-n} \boldsymbol{G}\right) e_{\mathcal{P}}\left(-T^{-n} \boldsymbol{G} \boldsymbol{F}\right) \tag{3}
\end{equation*}
$$

and the last is the Parserval-Plancherel theorem, which for real functions $\eta, \zeta: \mathcal{M}_{\mathcal{P}, n} \rightarrow$ $\mathbb{R}$ gives that

$$
\begin{equation*}
\sum_{\boldsymbol{F} \in \mathcal{M}_{\mathcal{P}, n}} \eta(\boldsymbol{F}) \zeta(\boldsymbol{F})=\frac{1}{P^{n}} \sum_{\boldsymbol{G} \in \mathcal{M}_{\mathcal{P}, n}} \widehat{\eta}\left(T^{-n} \boldsymbol{G}\right) \widehat{\zeta}\left(-T^{-n} \boldsymbol{G}\right) \tag{4}
\end{equation*}
$$

Since these are so classical we omit their proofs.
2.2. Main technical result. Let $f$ be a random monic polynomial of degree $n$ with coefficients in $\mathbb{Z}$. The pushforward defines a probability measure $\mathbb{P}_{\mathcal{P}}$ on $\mathbb{F}_{\mathcal{P}}[X]$, supported on $\mathcal{M}_{\mathcal{P}, n}$, and an expectation function $\mathbb{E}_{\mathcal{P}}$ :
(5) $\mathbb{P}_{\mathcal{P}}(\boldsymbol{F}):=\mathbb{P}\left(\bigcap_{p \in \mathcal{P}}\left\{f_{p}=F_{p}\right\}\right) \quad$ and $\quad \mathbb{E}_{\mathcal{P}}(\eta)=\mathbb{E}_{\mathcal{P}}(\eta(\boldsymbol{F}))=\sum_{\boldsymbol{F} \in \mathcal{M}_{\mathcal{P}, n}} \mathbb{P}_{\mathcal{P}}(\boldsymbol{F}) \eta(\boldsymbol{F})$.

The Möbius function $\mu_{p}$ on $\mathbb{F}_{p}[T]$ is defined by

$$
\mu_{p}\left(F_{p}\right)= \begin{cases}(-1)^{r} & F_{p} \text { is a product of } r \text { distinct irreducible polynomials } \\ 0 & F_{p} \text { is not squarefree } .\end{cases}
$$

Proposition 2.1. Let $0<\alpha, 1 \leq \gamma<4 / 3$, and $0<c<\frac{4-3 \gamma}{4 \gamma}$. Then there exists $C>0$ such that the following holds. Let $\left(\lambda_{k}\right)_{k=0}^{\infty}$ be a sequence of probability measures on $\mathbb{Z}$, let $\left(\zeta_{k}\right)_{k=0}^{\infty}$ be a sequence of independent random variables with $\zeta_{k}$ distributing according to $\lambda_{k}, k=0,1, \ldots$, and let $f=X^{n}+\sum_{k=0}^{n-1} \zeta_{k} X^{k}$ be the corresponding random polynomial. Let $\mathcal{P}$ a finite set of primes and let $\omega: \mathcal{P} \rightarrow \mathbb{R}_{\geq 0}$ be a function. Assume that
(2.1.1) $\min \mathcal{P} \geq C$,
(2.1.2) $\sum_{\boldsymbol{G} \in \mathcal{M}_{\mathcal{P}, n}}\left|\widehat{\mathbb{P}}_{\mathcal{P}}\left(T^{-n} \boldsymbol{G}\right)\right|^{\gamma} \leq \alpha^{\gamma n}$, and
(2.1.3) for every subset $\mathcal{Q}=\left\{p_{1}, \ldots, p_{r}\right\} \subseteq \mathcal{P}$, we have

$$
\left|\sum_{1 \leq i_{1}, \ldots, i_{r} \leq \frac{n}{2}} \sum_{\substack{D_{k} \in \mathcal{M}_{k, i_{k}} \\ \forall 1 \leq k \leq r}} \cdots \sum_{1} \mathbb{P}\left(D_{1}^{2}\left|f_{p_{1}}, \ldots, D_{r}^{2}\right| f_{p_{r}}\right) \prod_{1 \leq m \leq r} \mu_{p_{m}}\left(D_{m}\right)\right| \leq \prod_{1 \leq m \leq r} \omega\left(p_{m}\right)^{-1} .
$$

Then,

$$
\begin{equation*}
\mathbb{P}(\operatorname{disc}(f)=\square) \leq \prod_{p \in \mathcal{P}}\left(1+\frac{1}{2 p^{c n}}\right)-1+\frac{1}{2^{\# \mathcal{P}}} \cdot \prod_{p \in \mathcal{P}}\left(1+\omega(p)^{-1}\right) . \tag{6}
\end{equation*}
$$

The proof of Proposition 2.1 is given in \$3.3. It is based on the following two ingredients.

Let $q$ be an odd prime power, let $\mathbb{F}_{q}$ be the finite field with $q$ elements, $\chi_{q}$ the quadratic character of $\mathbb{F}_{q}$, and $\mu$ the Möbius function. The first is the formula of Stickelberger and Swan:

$$
\chi_{q}(\operatorname{disc}(F))=(-1)^{\operatorname{deg} F} \mu(F),
$$

see, for example, Theorem 6.68 in 5 and the discussion after its proof. Thus,

$$
\begin{equation*}
\mathbb{1}_{\operatorname{disc}(F)=\square}=\frac{1+(-1)^{\operatorname{deg} F} \mu(F)+\mathbb{1}_{\mu(F)=0}}{2} \tag{7}
\end{equation*}
$$

where $\mathbb{1}_{\mu(F)=0}=1-\mu^{2}(F)$ is the indicator function of non-squarefree polynomials. The second is a bound on the $L_{\infty}$ norm of $\widehat{\mu}_{q}$ proved independently by Porrit [23] and Bienvenue and Lê [7]:

Theorem 2.2. For every $0<\varepsilon<1 / 4$ there exists $q_{0}>0$ such that for every prime power $q \geq q_{0}$ we have

$$
\max _{\vartheta \in \mathbb{T}}\left|\widehat{\mu}_{q}(\vartheta)\right| \leq q^{\left(\frac{3}{4}+\varepsilon\right) n}
$$

A key step in the proof is to evaluate the probability that the discriminant being a square modulo $p$. In particular, we may prove the following result on finite fields, which we state formally as it may be interesting on its own.
Proposition 2.3. Let $1 \leq \gamma<4 / 3, \alpha>0$ and $0<c<\frac{4-3 \gamma}{4 \gamma}$. Then, there exists $C>0$ such that the following holds. Let $q \geq C$ be a prime power, let $\left(\lambda_{k}\right)_{k=0}^{\infty}$ be a sequence of probability measures on $\mathbb{F}_{q}$, let $\left(\zeta_{k}\right)_{k=0}^{\infty}$ be a sequence of independent random variables with $\zeta_{k}$ distributing according to $\lambda_{k}, k=0,1, \ldots$, and let $F=$ $X^{n}+\sum_{k=0}^{n-1} \zeta_{k} X^{k}$ be the corresponding random polynomial. Assume that
(1) $\left.\sum_{F \in \mathcal{M}_{q, n}} \widehat{\mathbb{P}}\left(T^{-n} F\right)\right|^{\gamma} \leq \alpha^{\gamma n}$, and
(2) $\sum_{i=1}^{\lfloor n / 2\rfloor} \sum_{D \in \mathcal{M}_{q, i}} \mu(D) \cdot \mathbb{P}\left(D^{2} \mid F\right) \leq \omega_{q}^{-1}$ for some $\omega_{q} \in \mathbb{R}_{\geq 0}$. Then,

$$
\left|\mathbb{P}(\operatorname{disc}(F)=\square)-\frac{1}{2}\right| \leq \frac{1}{2 q^{c n}}+\frac{1}{2 \omega_{q}} .
$$

## 3. General measures

3.1. Number theory auxiliary results. For the reader's convenience, we recall some well-known results from number theory that shall be used in subsequent sections. Mertens' second theorem says that

$$
\begin{equation*}
\sum_{p \leq x} \frac{1}{p}=\log \log x+M+O(1 / \log x) \tag{8}
\end{equation*}
$$

where $M=0.261 \ldots$ is the Meissel-Mertens constant. Thus,

$$
\sum_{z<p \leq 2 z} \frac{1}{p}=\log \log 2 z-\log \log z+O(1 / \log z) \ll 1
$$

for all $z>1$. Hence, if $\omega(p) \geq C^{-1} p$ for all $z<p \leq 2 z$, then

$$
\begin{equation*}
\prod_{z<p \leq 2 z}\left(1+\omega(p)^{-1}\right) \leq \exp \left(C \sum_{z<p \leq 2 z} \frac{1}{p}\right) \ll 1 . \tag{9}
\end{equation*}
$$

The prime number theorem has the following two classical formulations

$$
\begin{align*}
& \pi(x):=\sum_{p \leq x} 1 \quad=\frac{x}{\log x}+O\left(x /(\log x)^{2}\right),  \tag{10}\\
& \vartheta(x):=\sum_{p \leq x} \log p=x+O(x / \log x) \tag{11}
\end{align*}
$$

We may deduce the following bound for $\alpha>1$ :

$$
\begin{equation*}
\prod_{z<p \leq 2 z}\left(1+C p^{-\alpha}\right) \leq \exp \left(C^{\prime} \frac{z}{z^{\alpha} \log z}\right)=1+O_{\alpha}\left(\frac{z}{z^{\alpha} \log z}\right) . \tag{12}
\end{equation*}
$$

3.2. The indicator function of non-squarefrees. The goal of this section is to provide a formula for the expectation value of the indicator function of nonsquarefrees modulo several primes.

Let $f$ be a random monic polynomial over $\mathbb{Z}$ with independent coefficients, such as in Proposition 2.1. For a prime $p \in \mathbb{Z}$, let $f_{p} \in \mathbb{F}_{p}[X]$ denote the polynomial one gets by reducing the coefficients of $f$ modulo $p$. Similarly, if $\mathcal{P}$ is a set of primes, then we denote $f_{\mathcal{P}}:=\left(f_{p}\right)_{p \in \mathcal{P}} \in \mathcal{M}_{\mathcal{P}, n}$ and view it as a random variable.

For a subset $\mathcal{Q} \subseteq \mathcal{P}$, we extend multiplicatively the definitions of the Möbius function and the of indicator function of non-squarefrees: For $\boldsymbol{F} \in \mathcal{M}_{\mathcal{P}}$, we define

$$
\begin{align*}
& \mu_{\mathcal{Q}}(\boldsymbol{F}):=\prod_{p \in \mathcal{Q}} \mu_{p}\left(F_{p}\right), \\
& \eta_{\mathcal{Q}}(\boldsymbol{F}):=\prod_{p \in \mathcal{Q}} \mathbb{1}_{\mu_{p}\left(F_{p}\right)=0 .} . \tag{13}
\end{align*}
$$

By the Möbius inversion formula applied to the squareful part of $F \in \mathcal{M}_{p, n}$ one gets

$$
\begin{equation*}
\mu_{p}^{2}(F)=\sum_{D^{2} \mid F} \mu_{p}(D), \tag{14}
\end{equation*}
$$

so since $\mathbb{1}_{\mu_{q}(F)=0}=1-\mu^{2}(F)$, we conclude that

$$
\begin{equation*}
\eta_{\mathcal{Q}}(\boldsymbol{F})=\prod_{p \in \mathcal{Q}}\left(1-\sum_{D_{p}^{2} \mid F_{p}} \mu_{p}\left(D_{p}\right)\right)=(-1)^{\# \mathcal{Q}} \prod_{\substack { p \in \mathcal{Q} \\
\begin{subarray}{c}{D_{D}^{2} \mid F_{p} \\
D_{p} \neq 1{ p \in \mathcal { Q } \\
\begin{subarray} { c } { D _ { D } ^ { 2 } | F _ { p } \\
D _ { p } \neq 1 } }\end{subarray}} \mu_{p}\left(D_{p}\right) . \tag{15}
\end{equation*}
$$

Lemma 3.1. Let $F$ be a random variable taking values in $\mathcal{M}_{p, n}$ and let $E$ be an event. Then,

$$
\mathbb{P}\left(E \cap\left\{\mu_{p}(F)=0\right\}\right)=-\sum_{i=1}^{\lfloor n / 2\rfloor} \sum_{D \in \mathcal{M}_{p, i}} \mu_{p}(D) \cdot \mathbb{P}\left(E, D^{2} \mid F\right) .
$$

Proof. Apply (15) with $\mathcal{Q}=\{p\}$ to get

$$
\mathbb{P}\left(E \cap\left\{\mu_{q}(F)=0\right\}\right)=\mathbb{E}\left(\mathbb{1}_{E} \eta_{p}(F)\right)=-\sum_{D \neq 1} \mu_{q}(D) \mathbb{E}\left(\mathbb{1}_{E, D^{2} \mid F}\right) .
$$

We are done, since $\mathbb{E}\left(\mathbb{1}_{E, D^{2} \mid F}\right)=\mathbb{P}\left(E, D^{2} \mid F\right)$ and $\operatorname{deg} D \leq \frac{n}{2}$ as $D^{2} \mid F$.
Proposition 3.2. Let $f$ be chosen as in Proposition 2.1, and let $\mathcal{Q}=\left\{p_{1}, \ldots, p_{r}\right\} \subseteq$ $\mathcal{P}$ be finite sets of prime numbers. Then,

$$
\mathbb{E}_{\mathcal{P}}\left(\eta_{Q}\right)=(-1)^{r} \sum_{\substack{1 \leq i_{1}, \ldots, i_{r} \leq\lfloor n / 2\rfloor}} \sum_{\substack{D_{k} \in \mathcal{M}_{p_{k}, i i_{k}} \\ \forall \leq \leq \leq \leq r}} \cdots \prod_{1 \leq m \leq r} \mu\left(D_{m}\right) \cdot \mathbb{P}_{\mathcal{P}}\left(D_{1}^{2}\left|F_{p_{1}}, \ldots, D_{r}^{2}\right| F_{p_{r}}\right) .
$$

Proof. Since $\mathbb{E}_{\mathcal{P}}\left(\eta_{Q}\right)=\mathbb{P}_{\mathcal{P}}\left(\mu_{p_{1}}\left(f_{p_{1}}\right)=0, \ldots, \mu_{p_{r}}\left(f_{p_{r}}\right)=0\right)$, we may apply Lemma3.1 inductively, to conclude the proof.
3.3. Proof of Proposition 2.1. We choose $C$ to be sufficiently large depending only on $\alpha, \gamma$, and $c$, with exact value to be determined in the course of the proof. Let $s=\# \mathcal{P}$ and $\nu=\min \mathcal{P}$.

The condition $\operatorname{disc}(f)=\square$ implies that $\operatorname{disc}\left(f_{p}\right)=\square$ for all $p \in \mathcal{P}$, since $\operatorname{disc}\left(f_{p}\right) \equiv$ $\operatorname{disc}(f) \bmod p$. Recalling (5) and writing $\boldsymbol{F}=\left(F_{p}\right)_{p \in \mathcal{P}} \in \mathcal{M}_{\mathcal{P}, n}$, we get that

$$
\begin{align*}
\mathbb{P}(\operatorname{disc}(f)=\square) & \leq \mathbb{P}_{\mathcal{P}}\left(\bigcap_{p \in \mathcal{P}} \operatorname{disc}\left(F_{p}\right)=\square\right)=\mathbb{E}_{\mathcal{P}}\left(\prod_{p \in \mathcal{P}} \mathbb{1}_{\operatorname{disc}\left(F_{p}\right)=\square}\right) \\
& \stackrel{(7)}{=} 2^{-s} \mathbb{E}_{\mathcal{P}}\left(\prod_{p \in \mathcal{P}}\left(1+(-1)^{n} \mu_{p}\left(F_{p}\right)+\mathbb{1}_{\mu_{p}\left(F_{p}\right)=0}\right)\right)  \tag{16}\\
& \stackrel{(13)}{=} 2^{-s}\left(\sum_{\mathcal{Q} \subseteq \mathcal{P}} \mathbb{E}_{\mathcal{P}}\left(\eta_{\mathcal{Q}}\right)+\sum_{\varnothing \neq \mathcal{Q} \subseteq \mathcal{P}}(-1)^{\left.n|\mathcal{Q}|_{\mathbb{E}_{\mathcal{P}}}\left(\mu_{\mathcal{Q}} \sum_{\mathcal{R} \subseteq \mathcal{P} \backslash \mathcal{Q}} \eta_{\mathcal{R}}\right)\right) .}\right.
\end{align*}
$$

We bound the first summand by Proposition 3.2 and (2.1.3):

$$
\begin{equation*}
\left|\sum_{\mathcal{Q} \subseteq \mathcal{P}} \mathbb{E}_{\mathcal{P}}\left(\eta_{\mathcal{Q}}\right)\right|=\sum_{\mathcal{Q} \subseteq \mathcal{P}} \mathbb{E}_{\mathcal{P}}\left(\eta_{\mathcal{Q}}\right) \leq \sum_{\mathcal{Q} \subseteq \mathcal{P}} \prod_{p \in \mathcal{Q}} \omega(p)^{-1}=\prod_{p \in \mathcal{P}}\left(1+\omega(p)^{-1}\right) \tag{17}
\end{equation*}
$$

Let $\mathfrak{S}:=2^{-s}\left|\sum_{\varnothing \neq \mathcal{Q} \subseteq \mathcal{P}}(-1)^{n \mid \mathcal{Q}} \mathbb{E}_{\mathcal{P}}\left(\mu_{\mathcal{Q}} \sum_{\mathcal{R} \subseteq \mathcal{P} \backslash \mathcal{Q}} \eta_{\mathcal{R}}\right)\right|$. We have

$$
\left|\sum_{\mathcal{R} \subseteq \mathcal{P} \backslash \mathcal{Q}} \eta_{\mathcal{R}}(\boldsymbol{F})\right|=\sum_{\mathcal{R} \subseteq \mathcal{P} \backslash \mathcal{Q}} \eta_{\mathcal{R}}(\boldsymbol{F}) \leq 2^{s-|\mathcal{Q}|} .
$$

Hence,

$$
\begin{equation*}
\mathfrak{S} \leq \sum_{\varnothing \neq \mathcal{Q} \subseteq \mathcal{P}} 2^{-|\mathcal{Q}|}\left|\mathbb{E}_{\mathcal{P}}\left(\mu_{\mathcal{Q}}\right)\right| \tag{18}
\end{equation*}
$$

To this end, fix $\varnothing \neq \mathcal{Q} \subseteq \mathcal{P}$. By (4),

$$
\begin{equation*}
\mathbb{E}_{\mathcal{P}}\left(\mu_{\mathcal{Q}}\right)=\frac{1}{P^{n}} \sum_{\boldsymbol{G} \in \mathcal{M}_{\mathcal{P}, n}} \widehat{\mathbb{P}}_{\mathcal{P}}\left(T^{-n} \boldsymbol{G}\right) \widehat{\mu}_{\mathcal{Q}}\left(-T^{-n} \boldsymbol{G}\right) \tag{19}
\end{equation*}
$$

Expanding $\widehat{\mu}_{\mathcal{Q}}$ by definition gives

$$
\begin{aligned}
& \widehat{\mu}_{\mathcal{Q}}\left(-T^{-n} \boldsymbol{G}\right)=\sum_{\boldsymbol{H} \in \mathcal{M}_{\mathcal{P}, n}} \mu_{\mathcal{Q}}(\boldsymbol{H}) e_{\mathcal{P}}\left(-T^{-n} \boldsymbol{G} \boldsymbol{H}\right) \\
& =\prod_{p \in \mathcal{Q}}\left(\sum_{H_{p} \in \mathcal{M}_{p, n}} \mu_{p}\left(H_{p}\right) e\left(\psi_{p}\left(-T^{-n} G_{p} H_{p}\right)\right)\right) \cdot \prod_{p \in \mathcal{P} \backslash \mathcal{Q}}\left(\sum_{H_{p} \in \mathcal{M}_{p, n}} e\left(\psi_{p}\left(-T^{-n} G_{p} H_{p}\right)\right)\right)
\end{aligned}
$$

By (2), the product on the right vanishes unless $G_{p}=T^{n}$ for all $p \in \mathcal{P} \backslash \mathcal{Q}$, in which case it equals $P^{n} / Q^{n}$, where $Q=\prod_{p \in \mathcal{Q}} p$. Plugging this in (19) gives

$$
\begin{equation*}
\mathbb{E}_{\mathcal{P}}\left(\mu_{\mathcal{Q}}\right)=\frac{1}{Q^{n}} \sum_{\substack{\boldsymbol{G} \in \mathcal{M}_{\mathcal{P}, n} \\ \forall p \notin \mathcal{Q}: G_{p}=T^{n}}} \widehat{\mathbb{P}}_{\mathcal{P}}\left(T^{-n} \boldsymbol{G}\right) \prod_{p \in \mathcal{Q}} \widehat{\mu}_{p}\left(-T^{n} G_{p}\right) \tag{20}
\end{equation*}
$$

Let $\delta=\frac{\gamma}{\gamma-1}>4$, with $\delta=\infty$ if $\gamma=1$, so that $\frac{1}{\gamma}+\frac{1}{\delta}=1$. Applying Hölder's inequality to (20) gives that

$$
\begin{equation*}
\left|\mathbb{E}_{\mathcal{P}}\left(\mu_{\mathcal{Q}}\right)\right| \leq \frac{1}{Q^{n}}\left(\sum_{\substack{G \in \mathcal{M}_{\mathcal{P}, n} \\ \forall p \notin \mathcal{Q}: G_{p}=T^{n}}}\left|\widehat{\mathbb{P}}_{\mathcal{P}}\left(T^{-n} \boldsymbol{G}\right)\right|^{\gamma}\right)^{\frac{1}{\gamma}}\left(\sum_{\substack{G \in \mathcal{M}_{\mathcal{P}, n} \\ \forall p \notin \mathcal{Q}: G_{p}=T^{n}}} \prod_{p \in \mathcal{Q}}\left|\widehat{\mu}_{p}\left(-T^{n} G_{p}\right)\right|^{\delta}\right)^{\frac{1}{\delta}} . \tag{21}
\end{equation*}
$$

The first term is at most $\alpha^{n}$ by (2.1.2). By the choice of $c$, we have that $\frac{1}{4}-\frac{1}{\delta}-c>0$. Hence we may take $\varepsilon_{0}=\varepsilon_{0}(\gamma, \varepsilon)>0$ so small such that $\frac{1}{4}-\frac{1}{\delta}-\varepsilon_{0}>c$. Applying Theorem 2.2 with $\varepsilon_{0}$ yields $q_{0}=q_{0}(\gamma, c)$ such that if $p>q_{0}$, then $\left\|\widehat{\mu}_{p}\right\|_{\infty} \leq p^{\left(3 / 4+\varepsilon_{0}\right) n}$. So,

$$
\left|\mathbb{E}_{\mathcal{P}}\left(\mu_{\mathcal{Q}}\right)\right| \leq \frac{\alpha^{n}}{Q^{n}}\left(Q^{n} \cdot \prod_{p \in \mathcal{Q}} p^{\left(3 / 4+\varepsilon_{0}\right) n \delta}\right)^{\frac{1}{\delta}} \leq Q^{-u n},
$$

where $u=\frac{1}{4}-\frac{1}{\delta}-\varepsilon_{0}-\frac{\log \alpha}{\log Q}$. As $Q \geq p \geq C$, if we take $C \geq q_{0}$ and to be sufficiently large so that $u>c$, then

$$
\left|\mathbb{E}_{\mathcal{P}}\left(\mu_{\mathcal{Q}}\right)\right| \leq Q^{-c n} .
$$

We plug this into (18) to get

$$
\mathfrak{S} \leq \sum_{\varnothing \neq \mathcal{Q} \subseteq \mathcal{P}} 2^{-|\mathcal{Q}|} Q^{-c n}=\prod_{p \in \mathcal{P}}\left(1+\frac{1}{2 p^{c n}}\right)-1 .
$$

Plugging this and (17) into (16) finishes the proof.
3.4. Proof of Proposition 2.3. Similarly to the proof of Proposition 2.1, we calculate the probability by

$$
\begin{align*}
\mathbb{P}(\operatorname{disc}(F)=\square) & =\mathbb{E}_{q}\left(\mathbb{1}_{\operatorname{disc}(F)=\square}\right) \\
& \stackrel{(7 \pi}{=} \frac{1}{2} \mathbb{E}\left(1+(-1)^{n} \mu(F)+\mathbb{1}_{\mu_{q}(F)=0}\right)  \tag{22}\\
& =\frac{1}{2}+\frac{(-1)^{n}}{2} \mathbb{E}(\mu(F))+\frac{1}{2} \mathbb{E}\left(\mathbb{1}_{\operatorname{disc}(F)=\square}\right)
\end{align*}
$$

We bound each of the terms separately. Similarly to (21), by Hölder's inequality we have

$$
\left|\mathbb{E}\left(\mu_{q}\right)\right| \leq \frac{1}{q^{n}}\left(\sum_{G \in \mathcal{M}_{q, n}}\left|\widehat{\mathbb{P}}\left(T^{-n} G\right)\right|^{\gamma}\right)^{\frac{1}{\gamma}}\left(\sum_{G \in \mathcal{M}_{q, n}}\left|\widehat{\mu_{q}}\left(-T^{n} G\right)\right|^{\delta}\right)^{\frac{1}{\delta}} .
$$

The first term is at most $\alpha^{n}$ by Condition 1. In a similar manner as in (21), we get that if we pick $C$ sufficiently large relatively to $\alpha, \gamma$ and $c$, then

$$
\left|\mathbb{E}\left(\mu_{q}\right)\right| \leq q^{-c n} .
$$

For the second term, using Lemma 3.1 and Condition 2, we have

$$
\left|\mathbb{E}_{q}\left(\mathbb{1}_{\operatorname{disc}(F)=\square}\right)\right|=\left|\sum_{i=1}^{\lfloor n / 2\rfloor} \sum_{D \in \mathcal{M}_{i}} \mu_{q}(D) \cdot \mathbb{P}\left(D^{2} \mid F\right)\right| \leq \omega_{q}^{-1},
$$

which completes the proof.

## 4. Proof of the main theorems

4.1. Theorem 1.2 implies Theorem 1.1. We prove that Theorem 1.2 implies a slightly more general version of Theorem 1.1.

Theorem 4.1. Let $L, n$ be positive integers, let $a \in \mathbb{Z}$ and let

$$
f=X^{n}+\sum_{k=0}^{n-1} \zeta_{k} X^{k}
$$

be a random polynomial, where $\zeta_{k}$ are chosen independently and identically distributed, taking values uniformly in $[a+1, a+L] \cap \mathbb{Z}$. Then,

$$
\lim _{L \rightarrow \infty} \mathbb{P}\left(G_{f}=S_{n}\right)=1,
$$

uniformly on all pairs $(n, a)$ with $n \geq 1, a \in \mathbb{Z}$, and such that if $n^{7}>L$, then $|a| \leq \frac{1}{2} e^{n^{1 / 3}}$.

Theorem 1.1 follows from Theorem 4.1 immediately by replacing $L$ by $2 L+1$ and setting $a=-L$.
Proof of Theorem 4.1. Let $f$ be as in Theorem 1.1 and let $p=\mathbb{P}\left(G_{f} \neq S_{n}\right)$. We need to prove that $p \rightarrow 0$ as $L \rightarrow \infty$ uniformly on $(n, a) \in\left\{(n, a): n^{7}>L \Rightarrow|a| \leq \frac{1}{2} e^{n^{1 / 3}}\right\}$. By (1), $p \rightarrow 0$ uniformly as $L \geq n^{7}$.

To this end, assume $n^{7}>L$. Since $|a| \leq \frac{1}{2} e^{n^{1 / 3}}$, we get that $[a+1, a+L] \subseteq$ $\left[-e^{n^{1 / 3}}, e^{n^{1 / 3}}\right]$, for $L$ sufficiently large. Hence Condition (a) of [3, Theorem 8] is satisfied. Condition (b) is satisfied with $P=210$ since we may assume that $L \geq$ 33, 730 (the details appear in the proof of [3, Theorem 1(a)]). Hence, we may apply [3, Theorem 8] to get that $\mathbb{P}\left(A_{n} \nsubseteq G_{f}\right)=O\left(n^{-c}\right)$, with $c>0$ absolute.

Finally, by Theorem [1.2, we get that, in this regime,

$$
\begin{aligned}
p \leq \mathbb{P}\left(A_{n} \nsubseteq G_{f}\right)+\mathbb{P}(\operatorname{disc} f & =\square) \\
& \ll n^{-c}+2^{-\left(\frac{1}{2}-\delta\right) \frac{\log L}{\log \log L}}+\frac{\log L}{\log \log L}\left(\frac{2}{(1-\delta) \log L}\right)^{\left(\frac{1}{4}-\varepsilon\right) n} .
\end{aligned}
$$

Thus, $p \rightarrow 0$ uniformly as $n^{7}>L \rightarrow \infty$, and this concludes the proof.
4.2. Preliminaries for the proof of Theorem $\mathbf{1 . 2}$. We will apply Proposition 2.1] to prove Theorem [1.2. The following two lemmas are needed to establish (2.1.2) and (2.1.3).

We start with a simple bound: Let $\xi$ be a random variable distributed uniformly on an interval $[a+1, a+L] \cap \mathbb{Z}$ of length $L$ and let $u, d \in \mathbb{Z}$ with $d>0$. Write $L=q d+r$ with $0 \leq r<d$, then

$$
\mathbb{P}(\xi \equiv u \bmod d)=\frac{\#\{v \in[a+1, a+L] \cap \mathbb{Z}: v \equiv u \bmod d\}}{L}=\frac{q+\alpha}{L},
$$
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$$
\begin{equation*}
\frac{1}{d}-\frac{1}{L} \leq \mathbb{P}(\zeta \equiv u \quad \bmod d) \leq \frac{1}{d}+\frac{1}{L} \tag{23}
\end{equation*}
$$

Lemma 4.2. Let $f$ be as in Theorem 1.2, let $\mathcal{P}$ be a finite set of primes, and let $P:=\Pi_{\mathcal{P}} p$. Then,

$$
\sum_{\boldsymbol{F} \in \mathcal{M}_{\mathcal{P}, n}}\left|\widehat{\mathbb{P}}_{\mathcal{P}}\left(T^{-n} \boldsymbol{F}\right)\right| \leq\left(1+\frac{P(P-1)}{L}\right)^{n}
$$

Proof. For a polynomial $H \in \mathbb{F}_{p}[T]$, we denote by $H^{i}$ its $i$-th coefficient, i.e. $H=$ $\sum_{i=0}^{\operatorname{deg} H} H^{i} T^{i}$. Since $\left(\zeta_{i}\right)_{i=0}^{n-1}$ are independent,

$$
\begin{aligned}
\left|\widehat{\mathbb{P}}_{\mathcal{P}}\left(T^{-n} \boldsymbol{F}\right)\right| & =\left|\sum_{\boldsymbol{G} \in \mathcal{M}_{\mathcal{P}, n}} \mathbb{P}_{\mathcal{P}}(\boldsymbol{G}) e_{\mathcal{P}}\left(T^{-n} \boldsymbol{F} \boldsymbol{G}\right)\right| \\
& =\left|\sum_{\boldsymbol{G} \in \mathcal{M}_{\mathcal{P}, n}} \prod_{i=0}^{n-1} \mathbb{P}\left(\zeta_{i} \equiv G_{p}^{i} \quad \bmod p, \forall p \in \mathcal{P}\right) \prod_{p \in \mathcal{P}} \prod_{i=0}^{n-1} e\left(\psi_{p}\left(G_{p}^{i} F_{p}^{n-1-i}\right)\right)\right| \\
& =\prod_{i=0}^{n-1}\left|\sum_{\left(G_{p}^{i}\right)_{p \in \mathcal{P}} \in \mathbb{F}_{\mathcal{P}}} \mathbb{P}\left(\zeta_{i} \equiv G_{p}^{i} \quad \bmod p, \forall p \in \mathcal{P}\right) \prod_{p \in \mathcal{P}} e\left(\psi_{p}\left(G_{p}^{i} F_{p}^{n-1-i}\right)\right)\right| .
\end{aligned}
$$

To this end, fix $0 \leq i \leq n-1$. If $F_{p}^{n-1-i}=0$ for all $p$, then
as a sum over all probabilities. Otherwise, there exists a $p$ such that $F_{p}^{n-1-i} \neq 0$. Hence,

$$
\begin{aligned}
& \quad \sum_{\left(G_{p}^{i}\right)_{p \in \mathcal{P} \in \mathbb{F}_{\mathcal{P}}}} \mathbb{P}\left(\zeta_{i} \equiv G_{p}^{i} \quad \bmod p, \forall p \in \mathcal{P}\right) \prod_{p \in \mathcal{P}} e\left(\psi_{p}\left(G_{p}^{i} F_{p}^{n-1-i}\right)\right) \mid \\
& \stackrel{(2)}{=} \mid \sum_{\left(G_{p}^{i}\right)_{p \in \mathcal{P} \in \mathbb{F}_{\mathcal{P}}}} \mathbb{P}\left(\zeta_{i} \equiv G_{p}^{i} \bmod p, \forall p \in \mathcal{P}\right) \prod_{p \in \mathcal{P}} e\left(\psi_{p}\left(G_{p}^{i} F_{p}^{n-1-i}\right)\right) \\
& \left.\quad-\sum_{\left(G_{p}^{i}\right)_{p \in \mathcal{P} \in \mathbb{P}}} \frac{1}{P} \prod_{p \in \mathcal{P}} e\left(\psi_{p}\left(G_{p}^{i} F_{p}^{n-1-i}\right)\right) \right\rvert\, \stackrel{(23)}{\leq} \frac{P}{L}
\end{aligned}
$$

Writing $k(\boldsymbol{F})=\#\left\{0 \leq i \leq n-1: \exists p \in \mathcal{P}, F_{p}^{n-1-i} \neq 0\right\}$, we get that

$$
\prod_{i=0}^{n-1}\left|\sum_{\left(G_{p}^{i}\right)_{p \in \mathcal{P} \in \mathbb{F}_{\mathcal{P}}}} \mathbb{P}\left(\zeta_{i} \equiv G_{p}^{i} \quad \bmod p, \forall p \in \mathcal{P}\right) \prod_{p \in \mathcal{P}} e\left(\psi_{p}\left(G_{p}^{i} F_{p}^{n-1-i}\right)\right)\right| \leq\left(\frac{P}{L}\right)^{k(\boldsymbol{F})} .
$$

Hence,

$$
\sum_{\boldsymbol{F} \in \mathcal{M}_{\mathcal{P}, n}}\left|\widehat{\mathbb{P}}_{\mathcal{P}}\left(T^{-n} \boldsymbol{F}\right)\right| \leq \sum_{k=0}^{n}\binom{n}{k}\left(\frac{P}{L}\right)^{k}(P-1)^{k}=\left(1+\frac{P(P-1)}{L}\right)^{n},
$$

as needed.
Lemma 4.3. Assume the setting of Proposition 2.1. Let $h: \mathcal{P} \rightarrow \mathbb{R}_{\geq 0}$ a function such that $h(p)^{2}>p$, for all $p \in \mathcal{P}$. Assume that for all $d \mid P, \alpha \in \mathbb{Z}$, and $k \geq 0$ we have $\mathbb{P}_{\mathcal{P}}\left(\zeta_{k}=\alpha \bmod d\right) \leq \prod_{p \mid d} h(p)^{-1}$. Then, $\omega(p)=\frac{h(p)^{2}}{p}-1$ satisfies (2.1.3).
Proof. By assumption and the Chinese Remainder Theorem

$$
\begin{aligned}
\sum_{1 \leq i_{1}, \ldots, i_{r} \leq\lfloor n / 2\rfloor} & \sum_{\substack{D_{k} \in \mathcal{M}_{p_{k}, i_{k}} \\
\forall 1 \leq k \leq r}} \cdots \sum_{1} \mathbb{P}\left(D_{1}^{2}\left|f_{p_{1}}, \ldots, D_{r}^{2}\right| f_{p_{r}}\right) \leq \sum_{1 \leq i_{1}, \ldots, i_{r} \leq\lfloor n / 2\rfloor} \prod_{k=1}^{r} \frac{p_{k}^{i_{k}}}{h\left(p_{k}\right)^{2 i_{k}}} \\
= & \prod_{k=1}^{r} \sum_{i=1}^{\lfloor n / 2\rfloor}\left(\frac{p_{k}}{h\left(p_{k}\right)^{2}}\right)^{i} \leq \prod_{k=1}^{r} \sum_{i=1}^{\infty}\left(\frac{p_{k}}{h\left(p_{k}\right)^{2}}\right)^{i} \leq \prod_{k=1}^{r} \frac{\frac{p_{k}}{h\left(p_{k}\right)^{2}}}{1-\frac{p_{k}}{h\left(p_{k}\right)^{2}}}=\prod_{k=1}^{r} \omega\left(p_{k}\right)^{-1}
\end{aligned}
$$

as needed.
4.3. Proof of Theorem 1.2. First we show that if $L$ is sufficiently large with respect to $\delta$ then the conditions of Proposition 2.1 are satisfied with $\lambda_{k}$ uniformly distributed on $[a+1, a+L] \cap \mathbb{Z}, \alpha=2, \gamma=1, c=\frac{1}{4}-\varepsilon$, and $\omega(p)=\frac{p-4}{4}$ : Let $\mathcal{P}$ be the set of all primes $\frac{1-\delta}{2} \log L<p \leq(1-\delta) \log L$ and $P=\prod_{p \in \mathcal{P}} p$. Then, $\min \mathcal{P} \geq \frac{1-\delta}{2} \log L$, and so (2.1.1) holds true for $L$ sufficiently large. By (11), $L \geq P(P-1)$ if $L$ is sufficiently large, so by Lemma 4.2, we have

$$
\sum_{\boldsymbol{F} \in \mathcal{M}_{\mathcal{P}, n}}\left|\widehat{\mathbb{P}}_{\mathcal{P}}\left(T^{-n} \boldsymbol{F}\right)\right| \leq\left(1+\frac{P(P-1)}{L}\right)^{n} \leq 2^{n}
$$

Hence, (2.1.2) is satisfied. Let $h: \mathcal{P} \rightarrow \mathbb{R}_{\geq 0}$ be the function defined by $h(p)=\frac{p}{2}$ so that $\omega(p)=\frac{h(p)^{2}}{p}-1$. For $d \mid P$ and $u \in \mathbb{Z}$, we have $d \leq P \leq L$, hence

$$
\mathbb{P}\left(\zeta_{i}=u \bmod d\right) \stackrel{\sqrt{[23]}}{\leq} \frac{1}{d}+\frac{1}{L} \leq \prod_{p \mid d} h(p)^{-1} .
$$

This implies (2.1.3) by Lemma 4.3,
Now we may apply Proposition 2.1 to get that

$$
\begin{equation*}
\mathbb{P}(\operatorname{disc}(f)=\square) \leq \prod_{p \in \mathcal{P}}\left(1+2^{-1} p^{-\left(\frac{1}{4}-\varepsilon\right) n}\right)-1+\frac{1}{2^{\# \mathcal{P}}} \prod_{p \in \mathcal{P}}\left(1+\omega(p)^{-1}\right) \tag{24}
\end{equation*}
$$

By (9) and (10), we have

$$
\frac{1}{2^{\# \mathcal{P}}} \prod_{p \in \mathcal{P}}\left(1+\omega(p)^{-1}\right) \ll 2^{-\frac{1-\delta}{2} \log L} \log \log L,
$$

where the implied constant is absolute.

By (12), (note that $\left.\left(\frac{1}{4}-\varepsilon\right) n>\frac{n}{8}>1\right)$, we have

$$
\prod_{p \in \mathcal{P}}\left(1+2^{-1} p^{-\varepsilon n}\right)-1 \ll \frac{\log L}{\left(\frac{1-\delta}{2} \log L\right)^{\left(\frac{1}{4}-\varepsilon\right) n} \log \left(\frac{1-\delta / 2}{2} \log L\right)}
$$

where the implied constant is absolute. Since $\log \left(\frac{1-\delta / 2}{2} \log L\right)=\log \log L+O(1)$, plugging the above bounds into (24) completes the proof.
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