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Research on social bot detection plays a crucial role in maintaining the order and reliability of information dissemination while
increasing trust in social interactions. The current mainstream social bot detection models rely on black-box neural network
technology, e.g., Graph Neural Network, Transformer, etc., which lacks interpretability. In this work, we present UnDBot, a
novel unsupervised, interpretable, yet effective and practical framework for detecting social bots. This framework is built upon
structural information theory. We begin by designing three social relationship metrics that capture various aspects of social
bot behaviors: Posting Type Distribution, Posting Influence, and Follow-to-follower Ratio. Three new relationships are utilized to
construct a new, unified, and weighted social multi-relational graph, aiming to model the relevance of social user behaviors
and discover long-distance correlations between users. Second, we introduce a novel method for optimizing heterogeneous
structural entropy. This method involves the personalized aggregation of edge information from the social multi-relational
graph to generate a two-dimensional encoding tree. The heterogeneous structural entropy facilitates decoding of the substantial
structure of the social bots network and enables hierarchical clustering of social bots. Thirdly, a new community labeling
method is presented to distinguish social bot communities by computing the user’s stationary distribution, measuring user
contributions to network structure, and counting the intensity of user aggregation within the community. Compared with ten
representative social bot detection approaches, comprehensive experiments demonstrate the advantages of effectiveness and
interpretability of UnDBot on four real social network datasets.
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1 INTRODUCTION
Social bots are usually controlled by programs, pretending to be humans to publish harmful and low-credibility
information [55, 67, 70], and even manipulate or guide public behavior in social networks [39, 81] to reduce social
trust and disrupt the orderly dissemination of information. For example, spreading misinformation about COVID-
19 has triggered an “information epidemic” [23, 34]. Nowadays, the development of Artificial Intelligence Content
Generator technology [99, 102] also makes the competition between social bot detection and anti-detection more
intense [43, 83, 92, 97]. It has been shown that the more human-like a bot account behaves, the more likely
users are to interact with it [82], which makes it harder for social bots to be detected from social networks.
Even in public emergencies, the significant volume of low-credibility information and objectionable content
spread by social bots has the potential to manipulate public emotions and disrupt the trajectory of Internet
public opinion [2, 14, 72]. Studies also have shown that the content disseminated by social bots primarily adopts
a critical, correct, and questioning tone [12, 73], aiming to polarize netizens’ speech and disrupt the orderly
dissemination of information [62]. Therefore, the research of detecting social bots is of great significance to
protecting the orderly dissemination of information and maintaining social trust [29, 41, 51].

Effective and reliable social bot detection approaches need adequate modeling, representation, and analysis of
social user behaviors [86]. However, accomplishing such a task is challenging due to the varied and dynamic
interactive behaviors of social bots [15, 16, 58]. Consequently, relying solely on social bot detection methods
based on manual feature engineering [5, 38, 40] and traditional machine learning classifiers, such as Logistic
regression [5], K-means [56], SVM [24], naive Bayesian [25], Random forest [90], etc., practical detection accuracy
becomes bottlenecked. Expressly, limited by the simple and discrete low-dimensional manual features, such
as username length, the number of followers, the number of tweets, the number of likes, etc., the above model’s
performance falls short of the ideal [27]. Deep learning-based social bot detection models have made significant
advancements in learning feature embeddings from metadata, including Graph Neural Network (GNN)-based [1,
4, 6, 28, 32, 49, 77, 91] and Transformer-based [26, 33, 53] models. The former enables improving social bot
detection performance by understanding semantic relationships in the neighborhood through transmitting
information between users and learning embedded user characteristics. The latter aggregates user influence
through multiple relationships and learns critical discriminative features for bot detection through self-attention
mechanisms. Moreover, they are capable of better understanding contextual information. Additionally, the
federated knowledge distillation-based bot detection model [92] is employed for the cross-platform and cross-
language social bots. While the aforementioned data-driven representative models are deemed sufficient, they
necessitate a substantial number of labeled social user samples, posing a risk to their generalization ability. The
behavior of social bots evolves in a realistic environment, making the labeling process challenging and rendering
supervised/semi-supervised models less effective for out-of-sample data [88].

Existing unsupervised social bot detection models [3, 10, 13, 52, 54, 56] typically rely on identifying time series,
simple clustering methods, or explicit behavioral markers that are exclusive to social bots. These markers include
highly synchronized, repeated tweets, URL shortening services, retweeting behaviors, etc. However, contemporary
social bots have exhibited enhanced intelligence and proficiency in disguising their objectives and concealing
their authentic identity. Therefore, the behavioral indicators for detecting bots are only sometimes apparent or
discernible. Moreover, the behavioral markers are always low-order and discrete, often describing superficial
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behaviors that undermine the accuracy of detecting social bots. Therefore, it is essential to develop effective,
practical, interpretable, and unsupervised social bot detection models by utilizing user behavior data to their
fullest potential to govern social bots effectively.

The significance of social network structural features in social bot detection cannot be underestimated, as they
offer valuable insights into user interaction patterns and information dissemination. The local social network
contains valuable information that is crucial for identifying potential social bots [22]. Despite this, structure-
based detection methods are not yet prevalent, and the primary strategy for social bot detection is random
walk propagation of user labels [37, 75]. To create directed graphs, social network modeling primarily relies
on direct social relationships between users, such as following, commenting, liking, and sharing. However,
most downstream tasks after graph modeling still rely on neural networks [46, 50], which have black-box
characteristics [47, 69] and lack interpretability due to the absence of a direct causal logical relationship between
input and output features. In addition, developing interpretable social bot detection models can significantly
enhance the detection process’s reliability by improving our understanding of how the model works. Therefore,
it is highly imperative to design a new unsupervised social bot detection framework based on user behavior data
and graph structure with high effectiveness and interpretability.

In this work, we propose UnDBot, an effective, practical, Unsupervised, and interpretable Detection framework
of social Bots based on structural information theory. Our framework seeks to reveal the significant structure of
social bot networks, thereby achieving hierarchical clustering from graph to tree and detection in an unsupervised
manner. Firstly, we construct a multi-relational graph from a social bot’s perspective, representing users as nodes
and depicting heterogeneous social behavior commonalities as edges. This approach enables us to define new
types of social relationships that represent the similarity of users in their behavioral characteristics, such as
posting type distribution, posting influence, and follow-to-follower ratio. Unlike traditional graphs that rely
on direct user interactions like following and retweeting, this multi-relational graph gives more weight to the
hidden commonalities of social behaviors among users. Secondly, we present a new heterogeneous structural
entropy optimization method to partition social users into distinct communities. By aggregating the various
types of relationships in the multi-relational graph of social users, we extend the structural entropy [45] from
the simple graph to the multi-relational graph. A new encoding tree is constructed and optimized to minimize
the multi-relational graph’s structural entropy, from which hierarchical community partitions of social users
are provided. Thirdly, we propose a novel community labeling method combining community influence and
cohesion to identify social bot communities. We employ Multirank [59] to calculate the co-ranking of vertices
and multi-relational edges in the graph, obtaining a stationary distribution to quantify the influence of social
user communities. The entropy of community nodes on the encoding tree is also utilized to quantify community
cohesion. Combining community influence and cohesion distinguishes social bot communities from normal
human communities.
We conduct extensive experiments on four datasets, Cresci-2015 [17], Cresci-2017 [20], Pronbots-2019, and

Botwiki-2019 [90], to demonstrate the effectiveness, interpretability, and efficiency of UnDBot. More additional
human accounts and tweets are added to the Pronbots-2019 and Botwiki-2019 datasets to make the detection
experiments more realistic. First, the comparative experimental results indicate that UnDBot demonstrates
superior overall performance compared to existing unsupervised social bot detection models and models based
on unsupervised network representation learning. It significantly enhances the accuracy of social bot detection.
Second, a series of ablation experiments demonstrate the necessity and rationality of the graph modeling
introduced in the UnDBot. Each type of edge contributes to the performance improvement of UnDBot, and the
proposed multi-relational graph significantly enhances accuracy compared to other modeling approaches. Third,
the experiment of time analysis further illustrates the balance between accuracy and efficiency of UnDBot. Finally,
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visualizations for the model effect showcase the interpretability of UnDBot. All codes and datasets of this work
are publicly available at GitHub 1.

The main contributions of this work are summarized as follows:
• An unsupervised and interpretable social bot detection framework is proposed with high accuracy that
decodes the significant structural features of the network using structural information theory.
• A new, unified, and weighted social multi-relational graph is devised based on social bot behavioral
similarity, which breaks through the traditional approach solely on direct user interactions and better
models the activity of social bot users.
• A new heterogeneous structural entropy optimization method is proposed that aggregates different types
of edges by assigning personalized weights to edges to achieve hierarchical community partitioning of
social users.
• A new community labeling method is developed that involves integrating community influence (measured
by stationary distribution) and community cohesion (measured by node entropy) to identify social bot
communities with higher accuracy.
• A series of comparative and analytical experiments demonstrate that UnDBot achieves high detection
accuracy and comprehensively analyzes the model’s interpretability.

The structure of this paper is as follows: Section 2 outlines the background and preliminaries of our work. In
Section 3, we describe the technical details of the proposed framework, named UnDBot. Section 4 presents the
experimental setup, and Section 5 discusses the experiment’s results. Section 6 provides an overview of related
works. Finally, we conclude the paper in Section 7.

2 BACKGROUND AND PRELIMINARIES
In this section, we first summarize the problems and challenges of social bot detection. Then we introduce the
structural information theory used in our social bot detection framework and elaborate on the basic concept of
structural entropy. The comprehensive list of the primary symbols used throughout this paper is presented in
Table 1.

2.1 Problem and Challenges
Intuitively, we model with multi-relational graphs for practical tasks to transform the social bot detection into
an unsupervised vertex classification problem. The vertices in the graph can be hierarchically clustered using a
two-dimensional structural entropy minimum algorithm. Once the social user community is formed, the next
task is to classify the community. Overall, to achieve effective, unsupervised, and interpretable user vertices
classification, social bot detection faces the following 3 main challenges.
Challenge 1: How to model social user networks to serve social bot clustering task?

Most of the current graph modeling approaches create edges between users based on their direct interactions
on social networks, such as liking, commenting, retweeting, favoriting, following/being followed, and mentioning.
Although these techniques can intuitively capture the interactions among social users and facilitate neighbor
aggregation of the graph neural network to learn high-order user features, they have minimal impact on detecting
social bots from a network structure perspective. Given the increasing intelligence of social bots, their interactions
with actual human users are becoming more commonplace. Many social bots infiltrate typical human social
networks, which are hard to detect via social network structure information modeled solely by interaction
relationships [29]. Hence, it is necessary to define new types of social relationships and model a social user
network from the hidden behavior commonality of social bots.
Challenge 2: How to achieve adaptive hierarchical clustering of social users?
1https://github.com/SELGroup/UnDBot
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Currently, two types of clustering algorithms are used in social bot detection: feature-based clustering algo-
rithms and network structure-based community detection algorithms [11], such as K-nearest neighbors, density
clustering, maximum flow minimum cut theory, etc. However, these traditional models exhibit a singular level of
user clustering, wherein the predetermined number of clusters can potentially influence the efficacy of clustering.
Deep clustering methods based on neural networks lack interpretability. Additionally, the distance measure-
ment method employed may not be entirely suitable. The structural information theory provides an adaptive

Table 1. Forms and interpretations of notations.

Symbol Definition
G;G𝑟 Homogeneous Graph; Multi-relational Graph (heterogeneous graph).

V; E; E𝑘 Vertex set; Edge set of Homogeneous Graph; Edge set under 𝑘-th relationship.
𝐸 The connected user pairs in graph G𝑟 .
𝑅 Total number of relationships.

𝑣 ;𝑁 Vertex in graph; Total number of vertices.
𝑒𝑘𝑖,𝑗 Edge between vertex 𝑖 and vertex 𝑗 under 𝑘-th relationship.
𝑤𝑘
𝑖,𝑗 Weight of edge 𝑒𝑘𝑖,𝑗 between vertex 𝑖 and vertex 𝑗 under the 𝑘-th relationship.
T ; 𝜆 Encoding tree; The root node of the encoding tree.
𝛼 ;𝑇𝛼 Node on encoding tree; Label of node 𝛼 .
𝛼𝑖 ;𝛼− 𝑖-th child node of node 𝛼 ; Parent node of node.
𝑑𝑖 ;𝑔𝛼 Degree of vertex 𝑖; Number of cutting edges of node 𝛼 .

𝑣𝑜𝑙 (G𝑟 ); 𝑣𝑜𝑙 (𝛼) Volume of Graph G; Volume of node 𝛼 .
𝐻 T (G) The structural entropy of G under encoding tree T .
𝐻𝑘 (G) The 𝑘-dimensional structure entropy.

𝐻 (G𝑟 ;𝛼) The structural entropy of node 𝛼 on an encoding tree.
𝑀𝑔(T ;𝛼, 𝛽) Merging operator between node 𝛼 and node 𝛽 .

T𝑚𝑔 Encoding tree after Merging operator.
Δ
𝑀𝑔

G𝑟 (T ;𝛼, 𝛽) Difference of Structural entropy after merging node 𝛼 and 𝛽 .
𝑝 The maximum scale ratio for parallel merge operators.

𝑃𝑡 ; 𝐼𝑛𝑓 ; 𝑓 𝑓 Distribution of posting types; Influence of posting; Following-followers ratio.
𝑑𝑖, 𝑗 Manhattan distance between posting type distribution between user 𝑖 and user 𝑗 .
Δ𝑖, 𝑗 Deviation ratio of influence between user 𝑖 and user 𝑗 .
𝜉 Threshold of feature similarity in modeling.
A A three-dimensional tensor of multi-relational graph G𝑟 .
O Tensor of transition probabilities to reach different vertices.
S Tensor of transition probabilities through different edges.

𝑜𝑖, 𝑗,𝑘 The possibility of reaching vertex 𝑣 𝑗 , from vertex 𝑣𝑖 through 𝑘-th edge.
𝑠𝑖, 𝑗,𝑘 The possibility of going through 𝑘-th edge, from vertex 𝑣𝑖 to vertex 𝑣 𝑗 .

𝜌 The stop threshold in random walk.
X;Y Stationary distribution of users; stationary distribution of edges.
𝑥𝛼𝑐𝑜𝑚𝑚 The community influence.
𝐸𝑣 (𝛼) Evaluation score of the community represented by node 𝛼 .

𝜃 Threshold of evaluation index for communities.
𝜋 Weighted parameters of influence and cohesion.
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hierarchical community division of social users by building a structural entropy encoding tree and decoding
the essential structure of social networks. However, the current structural entropy optimization strategy [45] is
aimed at homogeneous networks and does not consider the heterogeneity of user relationships in social network
environments. Therefore, an effective structure entropy optimization strategy under multi-relational graphs is
needed to achieve adaptive hierarchical clustering of social users.
Challenge 3: How to identify social user communities and implement binary classification?
Theoretically, the encoding tree of a multi-relational graph can only achieve the effect of clustering users.

It cannot directly separate users into two large social bots and human communities. Moreover, the number of
communities formed on the encoding tree depends on the structure of the multi-relational graph. Although
humans and social bots occupy separate communities on the encoding tree, it is necessary to study the differences
between different types of user communities and employ appropriate discrimination methods to explicitly
identify social bot communities in the absence of anchor markers or any labels. Unsupervised and interpretable
discriminative behavioral features play a more important role in realistic social bot detection tasks.

2.2 Structural Information Theory
Structural information theory [45] was originally proposed in 2016 for measuring the structural information
contained within a graph. Specifically, this theory aims to calculate the structural entropy of the homogeneous
graph G = (V, E), which reflects its uncertainty when undergoing hierarchical division. In our work, the
hierarchical partitions are represented by a tree structure known as the encoding tree. We introduce encoding
trees and 𝑘-dimensional structural entropy below.

Encoding tree. Similar to the previous study [96], an encoding tree of a graph G is defined as a rooted tree T
with the following properties:

(1) For each node 𝛼 in the encoding tree T , there is a subset 𝑇𝛼 ∈ V of vertices in the graph G corresponding
to it.

(2) For the root node 𝜆 in the encoding tree, 𝑇𝜆 = V .
(3) The children of node 𝛼 are denoted as 𝛼𝑖 and sorted from left to right as 𝑖 increases. The parent node of 𝛼𝑖

is denoted as 𝛼−𝑖 = 𝛼 .
(4) If node 𝛼 has 𝐿 children, then the vertex subset 𝑇𝛼𝑖 of child nodes is mutually exclusive, and 𝑇𝛼 = ∪𝑇𝛼𝑖 .
(5) Each leaf node 𝑣 in the tree, 𝑣 corresponds to a single vertex in the vertex setV in the graph G.
The 𝑘-dimensional encoding tree means that the tree’s height is 𝑘 (the height of the root node is 0). Intuitively,

the encoding tree embodies the hierarchical community division of graph vertices, the parent node is a large
community, and the child nodes are small communities in the large community.

Structure entropy. The structural information of the homogeneous graph G determined by the encoding tree
T is defined as:

𝐻 T (G) = −
∑︁

𝛼∈T,𝛼≠𝜆

𝑔𝛼

𝑣𝑜𝑙 (G) 𝑙𝑜𝑔
𝑣𝑜𝑙 (𝛼)
𝑣𝑜𝑙 (𝛼−) , (1)

where 𝑣𝑜𝑙 (G) is the sum of the degrees of all vertices in the graph G. 𝑣𝑜𝑙 (𝛼) is the volume of 𝑇𝛼 and is the sum
of the degrees of all vertices in the vertex subset 𝑇𝛼 . 𝑔𝛼 is the sum of weights of all edges from vertex subset 𝑇𝛼
to vertex subsetV/𝑇𝛼 , which can be understood as the total weight of the edges from the vertices outside the
vertex subset 𝑇𝛼 to the vertices inside the vertex 𝑇𝛼 , or the total weight of the cut edges.

𝑔𝛼
𝑣𝑜𝑙 (G) represents the

probability that the random walk enters 𝑇𝛼 . The structural entropy 𝐻 (G) of graph G is the minimum 𝐻 T (G).
Let T𝑘 be encoding trees whose height is not greater than 𝑘 , then the 𝑘-dimensional structural entropy of G is
defined as follows:

𝐻𝑘 (G) =𝑚𝑖𝑛𝐻 T𝑘 (G). (2)
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Furthermore, one-dimensional structural entropy is special as there are only root nodes and leaf nodes in
the encoding tree of one layer. All the vertices in the graph G belong to a large community 𝜆 under the one-
dimensional encoding tree, which is unique in terms of community division so that the one-dimensional structural
entropy can be directly expressed as:

𝐻1 (G) = −
𝑛∑︁
𝑖=1

𝑑𝑖

𝑣𝑜𝑙 (G) 𝑙𝑜𝑔
𝑑𝑖

𝑣𝑜𝑙 (G) , (3)

where 𝑑𝑖 is the sum of weights of all edges connected to vertex 𝑣𝑖 in graph G and is called the degree of vertex 𝑣𝑖 .
One-dimensional structural entropy measures the uncertainty of graph G without layering.

3 METHODOLOGY
In this section, we will introduce the social bot detection framework UnDBot based on the structural information
theory and the multi-relational graph. As shown in Figure 1, UnDBot consists of three key modules: Multi-
relational Graph Construction, User Community Division, and Community Binary Classification. (1) Multi-
relational Graph Construction. To begin with, social users are constructed as a multi-relational graph based
on the similarity of bot behavioral characteristics. (Section 3.1) (2) User Community Division. Following
the graph construction process, an optimal two-dimensional encoding tree is created based on the principle of
structural entropy minimization. Additionally, social users are allocated to different subtrees on the encoding tree,
resulting in community division. (Section 3.2) (3) Community Binary Classification. For each community,
the stationary distribution and community entropy are utilized to quantify community influence and cohesion,
which are then used for binary classification to bot or human accounts. (Section 3.3)

Social Users

Behavioral
Characteristics

Feature 
Engineering

Multi-relational 
Social User Graph

Add edges

Initial 
One-Dimensional 

Encoding Tree

Initial 
Community 

Division

Optimal 
Community 

Division

construct

Merging 
operator

Correspond

Correspond

Transition 
Probabilitytensorize and normalize

Stationary 
Distribution

Co-ranking

Community Label

Community 
entropy

Evaluate

Calculate

Optimal 
Two-Dimensional 

Encoding Tree

A. Multi-relational 
Graph Construction

B. User Community Division C. Community Binary Classification

Fig. 1. The overall framework of UnDBot.

3.1 Multi-relational social user graph
In this subsection, we first define the presented multi-relational social user graph and compare it to the rela-
tionships used in other models. Subsequently, a detailed description of constructing a multi-relational graph in
UnDBot will be provided.
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Definition 3.1. Multi-relational graph in the social bot detection task.
The multi-relational graph in social bot detection, denoted as G𝑟 = {V, E𝑘 |𝑅𝑘=1}, is defined in terms ofV and
E𝑘 .V represents the set of users {𝑣1, . . . , 𝑣𝑁 }, and 𝑁 denotes the total number of users in the social network. E𝑘
represents a set of edges 𝑒𝑘𝑖,𝑗 = (𝑣𝑖 , 𝑣 𝑗 ,𝑤𝑘

𝑖 𝑗 ) ∈ E𝑘 with weight between users under 𝑘-th relationship. 𝑅 is the total
number of different relationships, and weight𝑤𝑘

𝑖 𝑗 is the similarity under 𝑘-th relationship.
When constructing a multi-relational graph for a social bot detection task, relationships are always direct

interactions between users on social networks, such as following, replying, retweeting, mentioning, and liking,
as shown in Figure 2(b). This modeling method may be suitable for neighbor aggregation in architectures based
on graph neural networks, but it is not beneficial for structure-based detection models. Due to the intelligence
of social bots, their interactions with humans are becoming more and more frequent. It is difficult to directly
identify a social bot in a complex network through interactive relationships or basic user information such as
their ID, profile, username length, and the number of tweets they have made. Because the social bot will disguise
itself by interacting with normal human users, there are also rich connections between social bots and human
users in terms of following, replying, etc. Nevertheless, the existence of social bots is always for certain purposes,
like spreading malicious news, guiding public opinion, or acting as fake fans. These purposes are always achieved
through social behaviors such as tweeting, following, commenting, retweeting, and liking. Traditional social
behaviors-based multi-relationship graph modeling in practice makes it difficult to achieve effective bot detection
performance.

As shown in Figure 2(a), we abandon the traditional multi-relational graph modeling method and focus on the
commonality of social behaviors from the perspective of social bots to construct a multi-relational graph, thereby
transforming the social bot detection task into a vertex binary classification problem. The connections we selected
are closely related to social bots, as shown in Table 2. We divide social behaviors into posting type (tweeting,
retweeting, and commenting), posting influence (retweeting, liking, commenting), and follow-to-follower ratio
(following). The above social behaviors include active and passive behaviors. For example, retweeting and
commenting in the posting type are the actions of the user, while retweeting and commenting in the posting
influence are received by the user, that is, the actions of other users towards the user. The connections formed
include having the same posting type distribution (U-T-U), having the same posting influence (U-I-U), and having
the same follow-to-follower ratio (U-F-U). Meanwhile, the closeness of different types of connections can be
formalized as the weight of the edges. Intuitively, the more prominent the social bot behavioral characteristics,
the richer the information around the suspected nodes in the graph.

Table 2. Relationships in UnDBot.

Relation Illustration Social Behaviors

User-posting Type distribution-User
(U-T-U )

It connects two users who have the
same distribution of posting types.

tweeting, retweeting, and
commenting

User-posting Influence-User
(U-I-U )

It connects two users who have the
same posting influence on social

networks.

retweeting, liking, and
commenting

User-Follow-to-follower ratio-User
(U-F-U )

It connects users who have the
same ratio of followings to

followers.
following

Definition 3.2. Multi-relational Graph Construction.
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(a) Multi-relational graph in UnDBot (b) Multi-relational graph in other models

Bot Human

U-T-U

U-I-U

U-F-U

retweet

reply

like

followed

mentioned

Bot Human

 The weather is fine today, we are 
gonging to go camping ……

 RT @Jack: The harmful chemicals 
in tobacco smoke can lead to ……

 @Marry  You've done a good job. 
Don't stress too much ……

……

Tweet count: 864
Friends: 78
Followers: 201
Favorites: 357
Language: English
Create time: 2008-06-12
Description: xxx
Profile_image: http://xxx
Verified: Yes

……

Fig. 2. Multi-relational graph in social bot detection.

In terms of posting behavior, the posting type can be divided into original tweets, retweets, and comments.
Social spambots typically disseminate a substantial volume of spam tweets and promotional content to lure
internet users. Conversely, certain types of social bots engage in excessive retweeting and commenting on tweets
about specific subjects to influence the trend of public opinion topics. Therefore, we argue that Posting Type
Distribution is a characteristic closely related to social bots. To this end, we propose a new kind of edge to
aggregate the proportion information for each type of tweet. We utilize a vector 𝑃𝑡𝑖 = [𝑝𝑡1𝑖 , 𝑝𝑡2𝑖 , 𝑝𝑡3𝑖 ] to represent
the distribution of posting types for each user, where 𝑝𝑡1𝑖 signifies the proportion of original tweets, 𝑝𝑡2𝑖 indicates
the proportion of retweets and 𝑝𝑡3𝑖 denotes the proportion of comments. Since the posting type distribution is not
a discrete value, we also use the Manhattan distance [71] to calculate the similarity between two users’ posting
type distribution vectors, thereby determining whether the posting type distributions are similar. The distance of
𝑃𝑡𝑖 and 𝑃𝑡 𝑗 and the weight are as follows:

𝑑𝑖, 𝑗 =| 𝑝𝑡1𝑖 − 𝑝𝑡1𝑗 | + | 𝑝𝑡2𝑖 − 𝑝𝑡2𝑗 | + | 𝑝𝑡3𝑖 − 𝑝𝑡3𝑗 |, 𝑤1
𝑖 𝑗 = 1 − 𝑑𝑖, 𝑗 , (4)

where 𝑑𝑖, 𝑗 ≤ 1 is the Manhattan distance of the posting type distribution and𝑤1
𝑖 𝑗 is the weight of edge between

user 𝑣𝑖 and user 𝑣 𝑗 defined by the similarity of posting type distribution. The larger the value of 𝑑𝑖, 𝑗 , the smaller
the weight of the edge𝑤1

𝑖 𝑗 . When the Manhattan distance 𝑑𝑖, 𝑗 is less than the threshold 𝜉 , we consider that the
two users have similar posting type distribution, indicating they have similar posting preferences. In this case, an
edge 𝑒1𝑖, 𝑗 = (𝑣𝑖 , 𝑣 𝑗 ,𝑤1

𝑖 𝑗 ) is added on the multi-relational graph G𝑟 .
In terms of social influence, the influence on social networks is manifested in the number of comments, likes,

and retweets received by users’ tweets. Generally speaking, the most influential users are some official media or
social media influencers, but social bots lurk in social networks, accumulating certain influence in long-term
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interactions with normal users. Therefore, the Posting Influence is also an important focus of social bot detection.
In our work, we define the influence of a user’s post 𝐼𝑛𝑓𝑖 as the sum of the average number of comments, likes, and
retweets of original tweets. Unlike the posting type distribution 𝑃𝑡𝑖 , there is no upper limit to the 𝐼𝑛𝑓𝑖 defined here.
If normalization is performed before utilizing the Manhattan distance to determine the similarity of influence
between two users, it may disadvantage users with significantly fewer likes, comments, and retweets than the
maximum value. This is because normalization narrows the influence gap between users. Therefore, we use the
deviation ratio of influence between users to calculate the weight as follows:

Δ𝑖, 𝑗 =
| 𝐼𝑛𝑓𝑖 − 𝐼𝑛𝑓𝑗 |
𝑚𝑎𝑥 (𝐼𝑛𝑓𝑖 , 𝐼𝑛𝑓𝑗 )

, 𝑤2
𝑖 𝑗 = 1 − Δ𝑖, 𝑗 , (5)

where Δ𝑖, 𝑗 is the deviation ratio of the influence of the two users, and𝑤2
𝑖 𝑗 is the weight of the edge between user

𝑣𝑖 and user 𝑣 𝑗 defined by the similarity of posting influence. When the deviation ratio is less than the threshold 𝜉 ,
we consider that the posting influences of these two users are similar. In this case, an edge 𝑒2𝑖, 𝑗 = (𝑣𝑖 , 𝑣 𝑗 ,𝑤2

𝑖 𝑗 ) is
added on the multi-relational graph G𝑟 .
Apart from tweeting, the act of following other users also has an impact on social networks. However, some

unethical individuals or commercial organizations have recognized the commercial value of having many fans.
“Fake fans” refers to followers that are artificially created through the use of robots, virtual identities, and other
methods. These followers typically do not interact with other accounts. Therefore, the Follow-to-follower Ratio
is also an important indicator for analyzing social user behavior. To fit users who do not have any followers, we
define the follow-to-follower ratio as follows:

𝑓 𝑓 𝑖 =
𝑛𝑢𝑚-𝑓 𝑜𝑙𝑙𝑜𝑤𝑖𝑛𝑔𝑖 + 1
𝑛𝑢𝑚-𝑓 𝑜𝑙𝑙𝑜𝑤𝑒𝑟 𝑖 + 1

, (6)

where 𝑓 𝑓 𝑖 is the follow-to-follower ratio, 𝑛𝑢𝑚-𝑓 𝑜𝑙𝑙𝑜𝑤𝑖𝑛𝑔𝑖 and 𝑛𝑢𝑚-𝑓 𝑜𝑙𝑙𝑜𝑤𝑒𝑟 𝑖 refer to the number of followings
and fans of user 𝑣𝑖 , respectively. Similar to the posting influence, there is also no upper limit to 𝑓 𝑓 𝑖 , so we use the
deviation ratio to calculate the weight as follows:

𝑤3
𝑖 𝑗 = 1 −

| 𝑓 𝑓 𝑖 − 𝑓 𝑓 𝑗 |
𝑚𝑎𝑥 (𝑓 𝑓 𝑖 , 𝑓 𝑓 𝑗 )

. (7)

Here 𝑤3
𝑖 𝑗 is the weight of the edge between user 𝑣𝑖 and user 𝑣 𝑗 defined by the similarity of follow-to-follower

ratio. When the deviation ratio is less than 𝜉 , we consider that the follow-to-follower ratio of these two users
are similar. To prioritize the following behavior of users, we implement a restriction 𝜑 on the rules for building
edges: only if both the 𝑓 𝑓𝑖 and 𝑓 𝑓 𝑗 of user pair (𝑖, 𝑗) are greater than 𝜑 , an edge 𝑒3𝑖, 𝑗 = (𝑣𝑖 , 𝑣 𝑗 ,𝑤3

𝑖 𝑗 ) is added to the
multi-relational graph G𝑟 .

Overall, we design the above three social relationship metrics that capture various aspects of social bot
behaviors: Posting Type Distribution, Posting Influence, and Follow-to-follower Ratio, to model the multi-relational
social user graph.

3.2 User Community Division
The encoding tree clustering method demonstrates superior adaptability in selecting the number and size of
communities on graphs [9, 44, 45, 94], compared to other clustering methods. However, it is important to note that
this approach is restricted to homogeneous and simple graphs. To tackle the challenge of constructing encoding
trees and partitioning communities on multi-relational graphs, we first expand the concept of structural entropy
to encompass multi-relational graphs defined in Section 3.1. Then, we construct the optimal encoding tree for
multi-relational graphs to partition the social user community effectively.
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A. Multi-relational Graph Construction
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Fig. 3. The Structural Information Theory-Based Social Bot Detection.

Multi-Relational Graph Structural Entropy. The definition of traditional structural entropy is given in
Section 2.2 After constructing a multi-relational social user graph based on the similarity of social behaviors, our
objective is to classify users with similar social behaviors into the same community using structural information
theory. However, the initial structural entropy analysis is conducted on the homogeneous graph. Therefore, we
design an optimized structural entropy of the multi-relational graph 𝐻 T (G𝑟 ) under the encoding tree T . This
is achieved by representing all variables of edges as the summation of the weights across the three kinds of
relationships, which include the degree of vertices (𝑑𝑖 ), community volume (𝑣𝑜𝑙 (𝛼)), and cut edges (𝑔𝛼 ):

𝑑𝑖 = 𝜔1𝑑
1
𝑖 + 𝜔2𝑑

2
𝑖 + 𝜔3𝑑

3
𝑖 .

𝑣𝑜𝑙 (𝛼) = 𝜔1𝑣𝑜𝑙
1 (𝛼) + 𝜔2𝑣𝑜𝑙

2 (𝛼) + 𝜔3𝑣𝑜𝑙
3 (𝛼).

𝑔𝛼 = 𝜔1𝑔
1
𝛼 + 𝜔2𝑔

2
𝛼 + 𝜔3𝑔

3
𝛼 .

(8)

The resulting structural entropy integrates the three newly defined social relationships, providing a more
comprehensive depiction of the structure of the multi-relational graph.

Optimized Encoding Tree. The definition of encoding tree is also given in Section 2.2 An optimal hierarchical
encoding tree is constructed during the computation of the structural entropy. The leaf nodes of this encoding tree
represent the vertices in the graph. If two leaf nodes share the same parent node, it signifies that the corresponding
graph vertices belong to the same community. The initial one-dimensional encoding tree represents the simplest
two-level structure, where the leaf nodes in the graph are directly connected to the root node, as shown in
Figure 3 B.1. The Merge operator combines the nodes, and a greedy search strategy is employed to construct an
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optimal encoding tree. The Merge operator combines two subtrees under the same parent node, resulting in a
single subtree. This is visualized in the graph as the merging of two small communities. In the optimal encoding
tree, the graph structure exhibits minimal uncertainty, and the nodes achieve a balanced and stable state, leading
to the optimal partitioning of user vertices. The steps of the Merge operator are outlined as follows:
(1) Let label 𝑇𝛼 = {𝑥1, 𝑥2...𝑥𝑀 , 𝑦1, 𝑦2, ..., 𝑦𝑁 }, and merge the label of node 𝛽 into node 𝛼 ;
(2) For every subtree 𝛼𝑠 , 𝑠 ∈ {1, 2..., 𝑀}, define 𝑇𝛼𝑠 = {𝑥𝑠 }, assign the level ℎ(𝛼𝑠 ) ←− ℎ(𝛼) + 1;
(3) For every subtree 𝛼𝑡 , 𝑀 + 1 ≤ 𝑡 ≤ 𝑀 + 𝑁 , define 𝑇𝛼𝑡 = {𝑦𝑡−𝑀 }, assign the level ℎ(𝛼𝑡 ) ←− ℎ(𝛼) + 1;
(4) Delete subtree node 𝛽 and its all subtrees.

Step (1) updates the label of node 𝛼 to the merged one, and steps (2) and (3) define the child nodes of the merged
node 𝛼 . Recording T𝑚𝑔 (𝛼, 𝛽) as the encoding tree after T runs𝑀𝑔(T ;𝛼, 𝛽), the difference in structural entropy
of the graph G𝑟 determined by the two encoding trees T𝑚𝑔 (𝛼, 𝛽) and T is:

Δ
𝑀𝑔

G𝑟 (T ;𝛼, 𝛽) =
(
𝐻 T𝑚𝑔 (𝛼,𝛽 ) (G𝑟 ;𝛼) +

∑︁
𝛿−=𝛼

𝐻 T𝑚𝑔 (𝛼,𝛽 ) (G𝑟 ;𝛿)
)

− ©­«𝐻 T (G𝑟 ;𝛼) + 𝐻 T (G𝑟 ; 𝛽) +
∑︁

𝛿−=𝛼𝑜𝑟𝛿−=𝛽

𝐻 T (G𝑟 ;𝛿)ª®¬ ,
(9)

where 𝐻 T (G𝑟 ;𝛼) is the structural information of subtree 𝛼 , 𝐻 T (G𝑟 ; 𝛽) is the structural information of subtree 𝛽 ,
𝐻 T (G𝑟 ;𝛿) is the structural information of 𝛼 ’s and 𝛽’s subtree 𝛿 ; 𝐻 T𝑚𝑔 (𝛼,𝛽 ) (G𝑟 ;𝛼) is the structural information of
subtree 𝛼 after merging subtree 𝛽 into 𝛼 ; Similarly, 𝐻 T𝑚𝑔 (𝛼,𝛽 ) (G𝑟 ;𝛿) is the structure information of the subtree 𝛿
after merging subtree 𝛽 into 𝛼 . Eq. 9 calculates the change in the related subtree structure entropy before and after
running the Merge operator on nodes 𝛼 and 𝛽 . If Δ𝑀𝑔

G𝑟 (𝑇 ;𝛼, 𝛽) ≤ 0, then the Merging operator runs successfully,
denoted as 𝑀𝑔(T ;𝛼, 𝛽) ↓. According to Eq. 9 Δ

𝑀𝑔

G𝑟 (T ;𝛼, 𝛽) is locally computable. The Merging operator only
merges two subtrees into one subtree, and other nodes in the encoding tree do not change. For a two-dimensional
encoding tree, the structural entropy difference after the Merging operator is expanded as:

Δ
𝑀𝑔

G𝑟 (T ;𝛼, 𝛽) = −
𝑔𝛼 ′

𝑣𝑜𝑙 (G𝑟 ) 𝑙𝑜𝑔2
𝑣𝑜𝑙 (𝛼 ′)
𝑣𝑜𝑙 (G𝑟 ) +

∑︁
𝑣𝑖 ∈𝛼 ′
− 𝑑𝑖

𝑣𝑜𝑙 (G𝑟 ) 𝑙𝑜𝑔2
𝑑𝑖

𝑣𝑜𝑙 (𝛼 ′)

−
(
− 𝑔𝛼

𝑣𝑜𝑙 (G𝑟 ) 𝑙𝑜𝑔2
𝑣𝑜𝑙 (𝛼)
𝑣𝑜𝑙 (G𝑟 ) +

∑︁
𝑣𝑖 ∈𝛼
− 𝑑𝑖

𝑣𝑜𝑙 (G𝑟 ) 𝑙𝑜𝑔2
𝑑𝑖

𝑣𝑜𝑙 (𝛼)

)
− ©­«−

𝑔𝛽

𝑣𝑜𝑙 (G𝑟 ) 𝑙𝑜𝑔2
𝑣𝑜𝑙 (𝛽)
𝑣𝑜𝑙 (G𝑟 ) +

∑︁
𝑣𝑖 ∈𝛽
− 𝑑𝑖

𝑣𝑜𝑙 (G𝑟 ) 𝑙𝑜𝑔2
𝑑𝑖

𝑣𝑜𝑙 (𝛽)
ª®¬ ,

(10)

where 𝑔𝛼 is the sum of the cut edge weights of vertex subset 𝑇𝛼 , 𝑑𝑖 represents the degree of vertex 𝑣𝑖 , which is
the sum of the weights of its edges. 𝑣𝑜𝑙 (G𝑟 ) represents the volume of the root node and is the sum of the degrees
of all vertices; 𝑣𝑜𝑙 (𝛼) represents the volume of node 𝛼 , which is the sum of degrees of vertex subset 𝑇𝛼 .
The initial one-dimensional encoding tree implies that each user vertex 𝑣𝑖 forms an independent community

as illustrated in Figure 3 B.1. Next, we calculate the difference in structural entropy before and after executing
the Merge operator on any two nodes, and select no more than the maximum number of pairs, denoted as
𝑚𝑎𝑥_𝑜𝑝𝑒𝑟𝑎𝑡𝑒 , from the pairs of nodes whose structural entropy is reduced the most to run the Merge operator.
Continue this process until no pair of nodes is found that allows the Merge operator to execute successfully.
The value of𝑚𝑎𝑥_𝑜𝑝𝑒𝑟𝑎𝑡𝑒 for each iteration is determined by the Equation 𝑐𝑒𝑖𝑙 ((𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑛𝑢𝑚 − 1) ∗ 𝑝), where
𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑛𝑢𝑚 represents the current number of communities/nodes, and 𝑝 is a hyperparameter between 0 and
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1 that controls the speed of parallel operations for the Merge operator. The operator ceil is a mathematical
function that rounds a given number up to the nearest integer. The final optimal two-dimensional encoding
tree partitions users into distinct communities, as illustrated in Figure 3 B.2. Like information entropy, which
measures information uncertainty, structural entropy quantifies the uncertainty resulting from graph partitioning.
A lower value of structural entropy indicates reduced uncertainty and greater stability in the graph structure,
thereby achieving the most favorable division of user nodes.

3.3 Community Binary Classification
Up to this point, we have successfully partitioned social users on the multi-relational graph into distinct commu-
nities. This subsection introduces a method for quantifying community influence in a stationary distribution. We
propose a community labeling strategy by combining community influence and cohesion.

Stationary Distribution. MultiRank [59] is a framework designed for the co-ranking of vertices and edges in
multi-relational graphs. It assesses the significance of users and relationships when computing the probability
distribution for multi-relational data. Users on the multi-relational graph are connected through different rela-
tionships, so we represent the multi-relational graph G𝑟 as a three-dimensional tensor A = (𝑎𝑖, 𝑗,𝑘 ), where 𝑎𝑖, 𝑗,𝑘
is the weight between nodes 𝑣𝑖 and 𝑣 𝑗 under 𝑘-th relationship. When user vertices 𝑣𝑖 and 𝑣 𝑗 have no edge under
𝑘-th relationship, the (𝑖, 𝑗, 𝑘) term is zero. And this step is called tensorization and corresponds to ’tensorize’ in
Figure 1:

A = (𝑎𝑖, 𝑗,𝑘 ) =
{
1, ∃𝑒𝑘𝑖,𝑗 .
0, �𝑒𝑘𝑖,𝑗 .

(11)

To obtain the influence of social users on the entire multi-graph through co-ranking, we normalize the tensor
A based on vertices and relationships separately, as shown in Figure 3 C.1 of the UnDBot architecture which
corresponds to ’normalize’ in Figure 1. This process results in two tensors, 𝑂 and 𝑆 :

O = (𝑜𝑖, 𝑗,𝑘 ) =
{ 𝑎𝑖,𝑗,𝑘∑𝑁

𝑗=1 𝑎𝑖,𝑗,𝑘
, ∃𝑒𝑘𝑖,𝑗 ,

1
𝑁
,∀𝑗 ∈ {1, 2, ..., 𝑁 }, �𝑒𝑘𝑖,𝑗 ,

S = (𝑠𝑖, 𝑗,𝑘 ) =
{ 𝑎𝑖,𝑗,𝑘∑3

𝑘=1 𝑎𝑖,𝑗,𝑘
, ∃𝑒𝑘𝑖,𝑗 .

1
3 ,∀𝑘 ∈ {1, 2, 3}, �𝑒

𝑘
𝑖,𝑗 .

(12)

Here 𝑜𝑖, 𝑗,𝑘 represents the possibility of reaching vertex 𝑣 𝑗 from vertex 𝑣𝑖 and 𝑘-th edge. And 𝑠𝑖, 𝑗,𝑘 represents the
possibility of going through 𝑘-th edges from vertex 𝑣𝑖 to vertex 𝑣 𝑗 . In particular, if the vertex 𝑣𝑖 does not have any
edge under the 𝑘-th relationship (

∑𝑁
𝑗=1 𝑎𝑖, 𝑗,𝑘 = 0), or if the vertex pair (𝑣𝑖 , 𝑣 𝑗 ) has no edge under any relationship

(
∑3

𝑘=1 𝑎𝑖, 𝑗,𝑘 = 0), the average value is used instead. The tensors O and S represent the transition probability
of a random walk on the multi-relational graph G𝑟 . We use 𝑡 − 1 to represent the state of the random walk at
the previous moment and use 𝑡 to represent the state after a random walk. Then the possibility 𝑃𝑟𝑜𝑏𝑂 [ 𝑗 ; 𝑡] of
reaching user 𝑣 𝑗 and the possibility 𝑃𝑟𝑜𝑏𝑆 [𝑘 ; 𝑡] of passing the 𝑘-th edge at the current moment are formalized by
the following Equation:

𝑃𝑟𝑜𝑏𝑂 [ 𝑗 ; 𝑡] =
𝑁∑︁
𝑖=1

3∑︁
𝑘=1

𝑜𝑖, 𝑗,𝑘 × 𝑃𝑟𝑜𝑏𝑂 [𝑖; 𝑡 − 1] × 𝑃𝑟𝑜𝑏𝑆 [𝑘 ; 𝑡],

𝑃𝑟𝑜𝑏𝑆 [𝑘 ; 𝑡] =
𝑁∑︁
𝑖=1

𝑁∑︁
𝑗=1

𝑠𝑖, 𝑗,𝑘 × 𝑃𝑟𝑜𝑏𝑂 [𝑖; 𝑡 − 1] × 𝑃𝑟𝑜𝑏𝑂 [ 𝑗 ; 𝑡] .
(13)
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The possibility of reaching user 𝑣 𝑗 at time 𝑡 (𝑃𝑟𝑜𝑏𝑂 [ 𝑗 ; 𝑡]) is expressed as the accumulation of the possibility of
reaching user 𝑣𝑖 at the previous moment 𝑡 − 1 (𝑃𝑟𝑜𝑏𝑂 [𝑖; 𝑡 − 1]) and passing edge 𝑘 from user 𝑣𝑖 at the current
moment 𝑡 (𝑃𝑟𝑜𝑏𝑆 [𝑘 ; 𝑡]). The possibility of passing the 𝑘-th edge at time 𝑡 (𝑃𝑟𝑜𝑏𝑆 [𝑘 ; 𝑡]) is expressed as the
accumulation of the possibility of reaching user 𝑣𝑖 at the previous moment 𝑡 −1 (𝑃𝑟𝑜𝑏𝑂 [𝑖; 𝑡 −1]) and reaching user
𝑣 𝑗 at the current moment 𝑡 (𝑃𝑟𝑜𝑏𝑂 [ 𝑗 ; 𝑡]). After the continuous random walk, the possibility of arriving at user 𝑣 𝑗
and passing 𝑘-th edge reaches a steady state, i.e., 𝑃𝑟𝑜𝑏𝑂 [ 𝑗 ; 𝑡] ≈ 𝑃𝑟𝑜𝑏𝑂 [ 𝑗 ; 𝑡 −1]. Denoting 𝑥 𝑗 = lim𝑡→∞ 𝑃𝑟𝑜𝑏𝑂 [ 𝑗 ; 𝑡]
and 𝑦𝑘 = lim𝑡→∞ 𝑃𝑟𝑜𝑏𝑆 [𝑘 ; 𝑡], Eq. 13 is formalized as follows when the time zone is infinite:

𝑥 𝑗 =

𝑁∑︁
𝑖=1

3∑︁
𝑘=1

𝑜𝑖, 𝑗,𝑘 × 𝑥𝑖 × 𝑦𝑘 ,

𝑦𝑘 =

𝑁∑︁
𝑖=1

𝑁∑︁
𝑗=1

𝑠𝑖, 𝑗,𝑘 × 𝑥𝑖 × 𝑥 𝑗 .
(14)

We represent the steady state as a stationary distribution in the tensor form X = [𝑥1, 𝑥2, . . . , 𝑥𝑁 ] and Y =

[𝑦1, 𝑦2, 𝑦3]. The random walk process is simulated to iterate the initial distribution tensor until the two tensors
tend to be stable. The stationary distribution X can thus be obtained from the system of equations:{

X = XOY⊤,
Y = XSX⊤ .

(15)

Constantly update tensor X and tensorY through the equation, and a stabilize threshold 𝜌 is set to stop updating
when |X𝑛𝑒𝑤 − X𝑜𝑙𝑑 | + |Y𝑛𝑒𝑤 − Y𝑜𝑙𝑑 | < 𝜌 .

Community Label. The stationary distribution X represents the distribution of influence that each user
vertex has on the entire network, as depicted in Figure 3 C.2. The average influence of users quantifies community
influences 𝑥𝛼𝑐𝑜𝑚𝑚 :

𝑥𝛼𝑐𝑜𝑚𝑚 = 𝑎𝑣𝑔(𝑥𝑖 , 𝑣𝑖 ∈ 𝑇𝛼 ), (16)

where 𝑥𝛼𝑐𝑜𝑚𝑚 is the community influence, 𝑇𝛼 is the community represented by node 𝛼 , and 𝑎𝑣𝑔 represents a
mathematical function that calculates the average value. In this work, since the multi-relational graph constructed
in section 3.2 is based on the similarity of behavior between users, the distribution of vertex influence X is
interpreted as the similarity between each user and other users. The degree of community influence is interpreted
as the degree of similarity of user behavior within the community.

In addition to community influence, internal cohesion within a community is an important indicator for ana-
lyzing the community. The entropy 𝐻 (G𝑟 ;𝛼) of the community node on the encoding tree quantifies community
cohesion:

𝐻 (G𝑟 ;𝛼) = − 𝑔𝛼
𝑣𝑜𝑙 (G𝑟 ) 𝑙𝑜𝑔2

𝑣𝑜𝑙 (𝛼 )
𝑣𝑜𝑙 (G𝑟 ) . (17)

The higher the similarity among users within a community, the more interconnected edges exist within the
community, resulting in a higher entropy of community nodes and stronger cohesion of the community, resembling
a social bot community. We combine community influence and community cohesion to define the community
label function as follows:

𝐸𝑣 (𝛼) = (1 − 𝜋)𝑥
𝛼
𝑐𝑜𝑚𝑚

𝑥𝜆𝑐𝑜𝑚𝑚

+ 𝜋 𝐻 (G𝑟 ;𝛼)∑
𝛽−=𝜆 𝐻 (G𝑟 ; 𝛽) . (18)

If the evaluation index 𝐸𝑣 (𝛼) of the community 𝛼 is greater than the threshold 𝜃 , the community 𝛼 is judged as a
social bot community. Otherwise, it is a human community, as shown in Figure 3 C.3.
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Algorithm 1: The overall process of UnDBot.
Input: Tweet information of users: 𝑃𝑡 ; Influence Information of tweets: 𝐼𝑛𝑓 ; following Information of

users: 𝑓 𝑓 ; threshold of the similarity for three features in modeling: 𝜉 ; the stop threshold in
random walk: 𝜌 ; the community evaluation threshold: 𝜃 ; the parameters for parallel Merge
Operators: 𝑝; weighted parameters of influence and cohesion: 𝜋 .

1 Construct the multi-relational graph G𝑟 via Eq. 4, Eq. 5 and Eq. 7;
2 𝑐𝑜𝑚𝑚𝑠 ← the initial division, 𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑛𝑢𝑚 ← number of users;; // Each user forms a community

3 Initialize 𝑒𝑑𝑔𝑒 with user pairs that connected in G𝑟 ,𝑚𝑒𝑟𝑔𝑒_𝑎𝑙𝑙 ← 𝐹𝑎𝑙𝑠𝑒;
4 while not𝑚𝑒𝑟𝑔𝑒_𝑎𝑙𝑙 do
5 𝑚𝑎𝑥_𝑜𝑝𝑒𝑟𝑎𝑡𝑒 ← (𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑛𝑢𝑚 − 1) ∗ 𝑝;// The maximum number of operator runs

6 for (𝑢, 𝑣) in 𝑒𝑑𝑔𝑒 do
7 𝑑𝐻 (𝑢, 𝑣) ← Δ

𝑀𝑔

G (T ; 𝑐𝑜𝑚𝑚𝑢, 𝑐𝑜𝑚𝑚𝑣) via Eq. 10;
8 end
9 𝑜𝑝_𝑒𝑑𝑔𝑒 ← (𝑢, 𝑣) with 𝑑𝐻 (𝑢, 𝑣) > 𝑚𝑒𝑑𝑖𝑎𝑛(𝑑𝐻 > 0);// Select edges that can be merged

10 if len(𝑜𝑝_𝑒𝑑𝑔𝑒)>𝑚𝑎𝑥_𝑜𝑝𝑒𝑟𝑎𝑡𝑒 then
11 𝑜𝑝_𝑒𝑑𝑔𝑒 ← (𝑢, 𝑣) with top𝑚𝑎𝑥_𝑜𝑝𝑒𝑟𝑎𝑡𝑒 𝑑𝐻 ;
12 end
13 if len(𝑜𝑝_𝑒𝑑𝑔𝑒)=0 then
14 𝑚𝑒𝑟𝑔𝑒_𝑎𝑙𝑙 = 𝑇𝑟𝑢𝑒;
15 end
16 𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑛𝑢𝑚 ← 𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑛𝑢𝑚−len(𝑜𝑝_𝑒𝑑𝑔𝑒);// Update the number of communities

17 update 𝑒𝑑𝑔𝑒 and 𝑐𝑜𝑚𝑚𝑠;// Running Merge Operator on 𝑜𝑝_𝑒𝑑𝑔𝑒

18 end
19 Initialize A ←Eq. 11, O,S ←Eq. 12; // Normalized

20 Initialize the distribution tensor X𝑜𝑙𝑑 and Y𝑜𝑙𝑑 ;
21 while True do
22 X𝑛𝑒𝑤 ← X𝑜𝑙𝑑OY⊤𝑜𝑙𝑑 , Y𝑛𝑒𝑤 ← X𝑜𝑙𝑑SX

⊤
𝑜𝑙𝑑

via Eq. 15;
23 if | | X𝑛𝑒𝑤 − X𝑜𝑙𝑑 | | + | | Y𝑛𝑒𝑤 − Y𝑜𝑙𝑑 | |< 𝜌 then
24 Break; // The distribution tensor tends to be stable

25 else
26 X𝑜𝑙𝑑 ← X𝑛𝑒𝑤 , Y𝑜𝑙𝑑 ← Y𝑛𝑒𝑤 ; // Update

27 end
28 end
29 X ← X𝑜𝑙𝑑 ;
30 for 𝑐𝑜𝑚𝑚 in 𝑐𝑜𝑚𝑚𝑠 do
31 Calculate 𝑥𝛼 and 𝐻𝛼 via Eq. 16 and Eq. 17; // Calculate community influence and cohesion

32 𝐸 (𝑐𝑜𝑚𝑚) ← (1 − 𝜋)𝑥𝛼 + 𝜋𝐻𝛼 via Eq. 18; // Calculate the evaluation score

33 if 𝐸 (𝑐𝑜𝑚𝑚) > 𝜃 then
34 Users in 𝑐𝑜𝑚𝑚 are social bots;
35 else
36 Users in 𝑐𝑜𝑚𝑚 are humans;
37 end
38 end
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3.4 Put them together
Algorithm 1 outlines the overall detection process of the proposed UnDBot. The process includes the construction
of a multi-relational graph, the user community division using structural entropy, and a community labeling
process that utilizes stationary distribution and community node entropy. We identify three new types of social
relationships based on the definition in Section 3.1. Using these relationships, we construct a social user multi-
relational graph based on the similarity of social behavior (Line 1). We use the supplemented multi-relational
graph-based structural information theory to construct a two-dimensional encoding tree with structural entropy
minimization. To speed up, we run the Merge operator in parallel that select no more than𝑚𝑎𝑥_𝑜𝑝𝑒𝑟𝑎𝑡𝑒 edges
(Lines 5-12) to merge in each round until the Merge operator fails (Lines 13-15). This process partitions user
vertices into communities. We then translate the multi-relational graph as a three-dimensional tensor (Line 19),
as described in Section 3.3, and calculate the stationary distribution using co-ranking (Lines 20-28). Once we
obtain the user influence distribution vector X (Line 29), we calculate the influence 𝑥𝛼 and cohesion 𝐻𝛼 of each
community to distinguish the social bot community from the human community (Lines 30-38).

3.5 Time Complexity
The entire UnDBot model is divided into three parts: multi-relational graph construction, user community
division, and community binary classification. Among them, modeling the social user multi-relational graph
takes 𝑂 (𝑁 2) ,where 𝑁 is the total number of social users. Constructing the structural entropy encoding tree
takes 𝑂 ( |𝐸 |𝑙𝑜𝑔𝑁−1

1−𝑝 ), where |𝐸 | is the number of connected user pairs in graph 𝑀𝐺 . Specifically, during each
round of execution, the time complexity of calculating the difference in structural entropy for each pair of nodes
after merging is 𝑂 ( |𝐸𝑖 |), where 𝐸𝑖 represents the current inter-community edges. The maximum number of
rounds of execution is 𝑙𝑜𝑔1−𝑝

1−𝑝
𝑁−1 , where 𝑝 is a hyperparameter controlling the parallel operation of Merge

operators and can be regarded as a constant. So the maximum time complexity of user community division is
𝑂 ( |𝐸 | ∗ 𝑙𝑜𝑔1−𝑝 1−𝑝

𝑁−1 ) = 𝑂 ( |𝐸 | (1 + 𝑙𝑜𝑔𝑁 )). The MultiRank module (lines 21-30 in Algorithm 1) takes 𝑂 (𝑘 (𝑁 + 3)).
𝑘 is the number of iterations related to the graph structure in the MultiRank calculation process. Generally, 𝑘 is a
small number, so the time complexity of community binary classification is simplified to 𝑂 (𝑁 ). Consequently,
the total time complexity of UnDBot is 𝑂 (𝑁 2 + 𝑁 ) +𝑂 ( |𝐸 | (1 + 𝑙𝑜𝑔𝑁 )) = 𝑂 (𝑁 2 + |𝐸 | (1 + 𝑙𝑜𝑔𝑁 )).

4 EXPERIMENTAL SETUP

4.1 Software and Hardware
We implement all models with Python 3.10. All experiments are executed on a Linux server with a 128-core
Intel Xeon Platinum 8336C CPU, 503GB of RAM, and an NVIDIA A800-SXM4-80GB. As for baselines, we utilize
open-source implementation of node2vec from the library PecanPy 2, as well as the codes provided by the authors
for other baselines.

4.2 Datasets
We employ four publicly available social user datasets to assess the performance of the models in the context
of social bot detection. The original Cresci-2015 and Cresci-2017 datasets consist of user tweet data and user
attribute data. As UnDBot requires user tweet information in the dataset to analyze posting type and posting
influence distribution, the experiments conducted in this study on the Cresci-2017 dataset exclude users who
have no tweet data. Furthermore, we collect tweets from users in the Botwiki-2019 and Pronbots-2019 datasets and
add human users to build datasets required for the experiment to make it more consistent with real scenarios.
Table 3 presents various statistical information about the datasets we utilized and the number of connected edges

2https://github.com/krishnanlab/PecanPy
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Table 3. Statistics of datasets.

Datasets Human Bot User Tweet Edges Feature Similarity

Cresci-2015 1,950 3,351 5,301 2,827,757
U-F-U : 726,323
U-T-U : 2,970,033
U-I-U : 412,741

0.3735
0.2791
0.2960

Cresci-2017 3,474 9,263 12,737 6,637,616
U-F-U : 2,279,920
U-T-U : 16,652,890
U-I-U : 1,026,120

0.3215
0.3323
0.3133

Pronbots-2019 1,481 17,882 19,363 231,224
U-F-U : 66,979

U-T-U : 131,853,041
U-I-U : 15,015

0.2775
0.7091
0.7604

Botwiki-2019 65 698 763 357,851
U-F-U : 68

U-T-U : 176,210
U-I-U : 5,561

0.2119
0.6145
0.1778

for different relationships on the datasets under the graph construction method of UnDBot. Additionally, we
calculated the average feature similarity based on three characteristics of user nodes, as defined in Section 3.1.
The detailed descriptions of these four datasets are as follows:
• Cresci-2015 [17]. The Cresci-2015 dataset contains both benign Twitter users and fake accounts on Twitter.
Among them, datasets E13 and TFP contain 1481 and 469 active accounts from different social classes and
backgrounds, manually verified as benign accounts by social scientists. Datasets FSF, INT, and TWT are fake
accounts purchased from different online marketplaces, containing 1169, 1337, and 845 users, respectively.
• Cresci-2017 [19]. The Cresci-2017 dataset contains benign users and three types of fake users on Twitter.
The dataset genuine contains 3474 benign accounts that have been manually verified. The dataset social
spambot1 contains 991 automated accounts related to the mayoral election of Rome. These social bots are
similar to real accounts in profile, tweeting behavior, and friending behavior. The dataset social spambot2
contains 3457 social spambots related to the Talnts mobile application. The dataset social spambot3 contains
464 social spambots related to advertising products for sale on amazon.com. The dataset fake followers
contains 3351 fake follower accounts purchased from different online marketplaces. The dataset traditional
spambot1 contains 1000 traditional spambots from [87].
• Pronbots-2019 [89]. The original Pronbots-2019 dataset contains 17882 Twitter bots related to advertising
scam sites. The dataset was first shared by Andy Patel (github.com/r0zetta/pronbot2) and collected for
training Botometer models. In this experiment, to make the dataset more consistent with real scenarios
without destroying the structure of the original Pronbots-2019 dataset, we add 1481 human users from E13
of Cresci-2015.
• Botwiki-2019 [90]. The Botwiki-2019 dataset contains 698 self-identified bots from botwiki.org, which
is an open catalog that includes bots designed for social media platforms, messaging apps, websites, and
other online platforms. The dataset retains only active users of the Twitter platform. In this experiment,
to make the dataset more consistent with real scenarios without destroying the structure of the original
Botwiki-2019 dataset, we add 65 human users from TFP of Cresci-2015.

4.3 Baselines and Variations
Baselines. To verify the effectiveness of the proposed UnDBot for social bot detection tasks, we compare it with
various unsupervised machine learning-based and network embedding-based baselines. All models based on
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unsupervised network embedding are constructed on the multi-relational graph described in Section 3.1, followed
by binary classification using K-means. To demonstrate the effectiveness of multi-relational graph modeling, we
also conduct experiments on homogeneous graphs for comparison. The homogeneous graph consists of two
types: one is constructed based on the action of following other users, which is contained in the original dataset
Cresci-2015; the other follows anomaly detection [68] and constructs the graph based on attribute similarity.

• K-means [56]. K-means is a classic clustering method. After predefining the number of clusters and the
center point, users with similar characteristics are grouped into spherical clusters based on Euclidean
distance. The improved streaming algorithm [56] detects abnormal users (social bots) unsupervised by
calculating the shortest distance between newly arrived users and core clusters.
• DNA [18]. This social user behavior modeling method is based on digital DNA technology, which simulates
user behavior and interaction through strings. The model uses the similarity of DNA sequences to discover
user groups with highly similar behaviors and unsupervised identify social bot groups.
• DeepWalk [65]. DeepWalk is an unsupervised structure-preserving network embedding learning algorithm.
It uses the random walk method of depth-first traversal to sample neighbor nodes in the graph and utilizes
the co-occurrence relationship between nodes in the graph to learn the vector representation of nodes.
• LINE [74]. LINE uses breadth-first sampling of neighbor nodes and defines the first-order and second-order
similarity of nodes. The first-order and second-order similarities are optimized separately to learn vector
representations of nodes.
• Node2vec [31]. Node2vec is an extension of DeepWalk, incorporating a biased walk that comprehensively
considers breadth-first and depth-first for domain sampling. The objective is to optimize the likelihood of
encountering neighboring nodes within the specified constraints of each vertex.
• SDNE [76]. SDNE is an extension of LINE that utilizes an auto-encoder structure to simultaneously optimize
first- and second-order similarity. The learned node vector preserves the local and global structure.
• GraRep [7]. GraRep is a network embedding learning model that maps the k-order information of nodes
to distinct subspaces, thereby computing k models individually, with each model capturing information
of different orders. Embeddings learned by each model are concatenated as an embedding that captures
all k-level information of a node. It excels in distinguishing the neighbors of different orders of nodes in
representation learning and can be extended to capture neighbors of any order.
• DNGR [8]. DNGR is a graph representation learning model that uses the random surfing model to extract
the graph structure information directly. This allows it to more accurately and directly learn the graph
structure information of weighted graphs. Recovering vertex representations from Positive Pointwise
Mutual Information (PPMI) matrices can capture potentially complex, non-linear relationships between
different vertices.
• HOPE [60]. HOPE is a graph representation learning model based on matrix decomposition. It leverages
the relationship between graphs, matrices, and discrete Fourier transforms to effectuate the mapping of
nodes from high-dimensional spaces to low-dimensional spaces. This process preserves the integrity of
high-order similarity relationships among nodes.
• GAE [100]. GAE is an unsupervised neural network for graph-structured representation learning. This work
uses GCN as its encoder to learn low-dimensional features of nodes and graphs. The decoder reconstructs
the original features from the embedded features and is trained to preserve useful structural features in a
low-dimensional space for node classification.

Variations.We generate several variants of the full UnDBot model to understand how each module works within
the overall detection framework and to assess better how each module individually contributes to detection
performance improvements. Because the modeling in the first step directly affects the effect of structural entropy
user community division, the key part of UnDBot lies in the construction of multi-relational graphs and the
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evaluation indicators in community marking. We selectively enable or disable some of these modules for ablation
studies. The details of these changes are described below:

• UnDBot-FT. This variant only uses the posting type distribution and posting influence to construct the
multi-relational graph. When calculating the structural entropy, the weight ratio of the two types of edges
is 1 : 1. Only these two relationships are used to quantify community influence when calculating the
stationary distribution. The community evaluation index weighs community influence and community
node entropy.
• UnDBot-FI. This variant only uses the posting type distribution and following-follower ratio to construct
the multi-relational graph. When calculating the structural entropy, the weight ratio of the two types of
edges is 1 : 1. Only these two relationships are used to quantify community influence when calculating the
stationary distribution. The community evaluation index weighs community influence and community
node entropy.
• UnDBot-TI. This variant only uses the posting influence and following-follower ratio to construct the
multi-relational graph. When calculating the structural entropy, the weight ratio of the two types of edges
is 1 : 1. Only these two relationships are used to quantify community influence when calculating the
stationary distribution. The community evaluation index weighs community influence and community
node entropy.
• UnDBot-G. This variant replaces the multi-relational graph𝑀𝐺 with a homogeneous graph𝐺 . For datasets
with primitive graph structures, the following relation in the dataset is used for modeling, while for other
datasets, attribute similarity is used for modeling.
• UnDBot-mg. This variant replaces the multi-relational graph𝑀𝐺 with another multi-relation graph𝑚𝑔.
𝑚𝑔 is a multi-relational graph constructed from simplified user behavior similarities. It only contains the
user’s direct active behavior, including the number of tweets (U-twe-U ), the number of friends (U-fri-U ),
and the number of likes (U-fav-U ). The specific construction method is the same as𝑀𝐺 .

4.4 Model Running
We use the following settings: similarity threshold (𝜉=0.01 for Pronbots-2019 and 𝜉=0.1 for other datasets) of
posting type distribution, posting influence, and follow-to-follower ratio for multi-relational graph construction.
For user community division, we adopt the ratio of three edge weights (1 : 1 : 1) in the multi-relational graph
structure entropy and the maximum scale ratio for parallel merge operators (𝑝 = 0.05 for Pronbots-2019 and
𝑝 = 0.15 for other datasets). For community binary classification, we set the stabilize threshold (𝜌=0.004) for
the distribution tensor, the weight of community influence (1-𝜋 ), the weight of community entropy (𝜋 = 0.6 for
Botwiki-2019 and 𝜋 = 0.4 for other datasets), and the threshold of evaluation index for communities (𝜃 = 0.60
for Pronbots-2019, 𝜃 = 0.55 for Botwiki-2019, and 𝜃 = 1 for other datasets ). For baselines, we uniformly set the
epochs in network embedding learning (50), the number of clusters in K-means (2), and the embedding size (128).

4.5 Evaluation Metrics
As the social bot detection task is essentially a binary classification problem, and the number of benign accounts
and malicious accounts in the data set is relatively balanced, we use the ACCURACY rate to evaluate the overall
performance of the classifier:

𝐴𝐶𝐶 =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 +𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 , (19)

where𝑇𝑃 is True Positive,𝑇𝑁 is True Negative, 𝐹𝑃 is False Positive, 𝐹𝑁 is False Negative. In addition, to measure
the Pertinency Factor of the social bot detection model, we use the Precision rate as an evaluation index, that is,
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the actual proportion of social bots in the samples judged as social bots:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 . (20)

To assess the comprehensiveness of social bot detection, we use the Recall rate evaluation index, that is, the
proportion of correctly identified in the social bot samples.

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 . (21)

Furthermore, we employ a balanced F-score for a more comprehensive measure of effectiveness.

𝐹1 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 . (22)

5 RESULTS AND DISCUSSION
This section conducts several experiments to evaluate the performance of UnDBot. We mainly answer the
following questions:
• Q1: How do different models perform under different datasets, i.e., the algorithm’s effectiveness (Section 5.1)?
• Q2: How do the multi-relational graph (𝑀𝐺), each individual edge within UnDBot, and the hyperparameters
contribute to the overall effectiveness (Section 5.2)?
• Q3: How does UnDBot work in terms of interpretability (Section 5.3)?
• Q4: How efficient different baselines and UnDBot can attain (Section 5.4)?
• Q5: How to explore the detection result and gain deeper insights into the distinctions in human perspective
(Section 5.5).

5.1 Model Effectiveness
In this section, we conduct experiments on four publicly available social bot detection datasets (Cresci-2015,
Cresci-2017, Pronbots-2019, and Botwiki-2019) to evaluate the effectiveness of our social bot detection model
UnDBot. Table 4 presents the test accuracy (ACC), precision (P), recall (R), and F1 score of the unsupervised
baselines and our model UnDBot. All baselines that rely on unsupervised graph representation learning are
evaluated on the social user multi-relational graph (models denoted as 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒𝑀𝐺 ) and the homogeneous graph
(models denoted as 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒𝐺 ). Our model demonstrates a generally superior level of effectiveness compared to
the baseline methods. UnDBot outperforms all baselines on the evaluation indices ACC and F1 for the Cresci-2015,
Cresci-2017, Pronbots-2019, and botwiki-2019 datasets. Although it does not achieve the highest precision and
recall on three datasets, it still has an advantage over most baselines and achieves a balance between precision
and recall. Overall, UnDBot significantly outperforms most unsupervised social bot detection methods regarding
detection accuracy, precision, recall, and F1. This demonstrates the effectiveness of UnDBot in the social bot
detection scenario. Compared with existing unsupervised social bot detection methods (K-means and DNA), the
detection accuracy on the four datasets is increased by at least 12.61%, 19.66%, 12.40% and 10.36% respectively.
Compared to methods based on unsupervised graph representation learning, the detection accuracy is improved
by at least 1.37%, 3.13%, 0.14%, and 2.23% on the four datasets respectively.

For the baselines, the first two methods in Table 4 are existing unsupervised models for the social bot detection
task, while the third method is an unsupervised model based on autoencoders. DNA consistently performs the
worst, even lower than 50%, except in the botwiki-2019 dataset. This is because DNA encodes social user behavior
into sequences of behavior strings using genetic techniques and identifies social bots based on the presence of
common behavior substrings. This method only encodes behaviors related to tweeting and does not consider
other social behaviors of users. Additionally, quantifying behavior similarity based on the longest common
behavior substring is prone to false positives due to the influence of the order of action behaviors. K-means treats
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social bot identification as anomaly detection and labels users whose feature properties deviate from the core
population as social bots. Although K-means demonstrates higher detection accuracy compared to DNA, it is
sensitive to the initial clustering centers and struggles to handle noisy data effectively. Furthermore, clustering
social users solely based on directly obtained user features easily results in highly disguised social bots being
wrongly assigned to human clusters, thus affecting accuracy. Therefore, the accuracy of K-means is only around
75% in the four dataset scenarios. GAE combines GCNs and autoencoders to learn low-dimensional feature
embeddings for unlabeled samples. However, its performance is influenced by the choice of autoencoder and
graph structure, and the overall effect is not as good as K-means. In comparison, the advantage of UnDBot lies in
its ability to analyze user behavior characteristics while considering the network structure. Unlike K-means and
DNA, which directly determine individual social bots based on the numerical values of raw feature values or
action sequences, UnDBot identifies social bot communities through behavioral similarity within the entire social
network. It comprehensively considers the relationships with other users, enhancing detection effectiveness.

Next are seven models based on unsupervised graph representation learning implemented on the multi-relation
graph𝑀𝐺 constructed in Section 3.1. DeepWalk utilizes a random walk approach with depth-first traversal to
sample neighboring nodes in a graph and learn node embeddings that capture structural information. Node2vec
improves upon DeepWalk’s random walk method by incorporating breadth-first traversal. LINE, on the other hand,
employs breadth-first sampling of neighboring nodes and combines first-order and second-order similarities to
learn node embeddings. SDNE extends LINE by incorporating autoencoders to optimize the similarities in LINE.
On our multi-relation graph constructed based on behavior similarity, DeepWalk achieves higher accuracy by
employing depth-first sampling of neighboring nodes. However, Node2vec, influenced by limited information from
breadth-first search, exhibits slightly lower accuracy than DeepWalk regarding identification. The baselines LINE
and SDNE, which rely on breadth-first sampling, demonstrate generally lower detection performance compared
to Node2vec. The accuracy of LINE on the Cresci-2015 dataset is only slightly higher than 50%, and they only
learn appropriate node embeddings to distinguish social bots in the experimental setting on the Pronbots-2019
dataset. GraRep, DNGR, and HOPE are all graph representation learning models based on matrix factorization.
The difference lies in their approaches. GraRep can be extended to capture higher-order proximity information
and preserve the graph structure in low-dimensional representations, but it overlooks the contextual information
of some nodes. DNGR utilizes the PPMI matrix to capture potential complex nonlinear relationships between
different vertices. GraRep and DNGR demonstrate similar performance, with overall detection effectiveness
superior to Node2vec but inferior to DeepWalk, especially with low accuracy on the Cresci-2017 dataset. HOPE
maintains higher-order similarity relationships between nodes through matrix factorization of higher-order
proximity matrices. It has limited expressive power and scalability and exhibits the worst performance among
unsupervised graph representation learning baselines in social bot detection. However, it performs well on the
Botwiki-2019 dataset. In comparison, UnDBot has the advantage of utilizing structural information theory to
effectively leverage the structural information of the multi-relational graph of social users. This approach results
in hierarchical community partitioning, leading to more accurate classification and identification of social users.

To demonstrate the impact of graph construction on the effectiveness of the baselines, we additionally conduct
experiments on the seven unsupervised graph representation learning models using the homogeneous graph𝐺 .
The homogeneous graph𝐺 is described in detail in Section 4.3. On the Cresci-2015 dataset, the unsupervised graph
representation learning models in the homogeneous graph 𝐺 exhibit low discriminability for social bots. The
best-performing model, DeepWalk, achieves only 76% accuracy, while the accuracies of other baseline models are
below 70%. However, unlike using the multi-relational graph𝑀𝐺 , these models demonstrate relatively high recall
rates, with SDNE, GraRep, and HOPE reaching a Recall of 100%. For the other three datasets, except for DNGR,
the unsupervised graph representation learning models on the homogeneous graph 𝐺 generally exhibit poor
performance in detecting social bots. We notice that DNGR shows relatively high recall rates on the Cresci-2017
dataset and even outperforms all other baseline models in effectiveness on Pronbots-2019 and Botwiki-2019
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(g) 𝐷𝑒𝑒𝑝𝑊𝑎𝑙𝑘𝑀𝐺 on Cresci17.

bot
human

(h) 𝐿𝐼𝑁𝐸𝑀𝐺 on Cresci17.

bot
human

(i) 𝑆𝐷𝑁𝐸𝑀𝐺 on Cresci17.

bot
human

(j) 𝐺𝑟𝑎𝑅𝑒𝑝𝑀𝐺 on Cresci17.

bot
human

(k) 𝐷𝑁𝐺𝑅𝑀𝐺 on Cresci17.

bot
human

(l) 𝐻𝑂𝑃𝐸𝑀𝐺 on Cresci17.

Fig. 4. Distribution of user embeddings generated by unsupervised graph learning models on the Cresci-2015 and Cresci-2017
datasets.
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Fig. 5. Distribution of user embeddings generated by unsupervised graph learning models on the Botwiki-2019 and Pronbots-
2019 datasets.
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datasets. However, considering the four datasets together, its overall performance is unsatisfactory. In comparison,
UnDBot achieves high accuracy on all four datasets and maintains a balance between precision and recall. Each
unsupervised graph representation learning baseline achieved significant improvement in detecting social bots
on certain datasets after using 𝑀𝐺 . In the Cresci-2015 dataset, the detection accuracy or precision of the five
baselines (𝐷𝑒𝑒𝑝𝑊𝑎𝑙𝑘 , 𝑁𝑜𝑑𝑒2𝑣𝑒𝑐 , 𝑆𝐷𝑁𝐸, 𝐺𝑟𝑎𝑅𝑒𝑝 , 𝐷𝑁𝐺𝑅) greatly improved after using𝑀𝐺 . In the Cresci-2017
dataset, the detection accuracy or precision of the five baselines (𝐷𝑒𝑒𝑝𝑊𝑎𝑙𝑘 , 𝐿𝐼𝑁𝐸, 𝑁𝑜𝑑𝑒2𝑣𝑒𝑐 , 𝐺𝑟𝑎𝑅𝑒𝑝 , 𝐻𝑂𝑃𝐸)
greatly improved after using 𝑀𝐺 . In the Pronbots-2019 dataset, the detection accuracy or precision of the six
baselines (𝐷𝑒𝑒𝑝𝑊𝑎𝑙𝑘 , 𝐿𝐼𝑁𝐸, 𝑁𝑜𝑑𝑒2𝑣𝑒𝑐 , 𝑆𝐷𝑁𝐸, 𝐺𝑟𝑎𝑅𝑒𝑝 , 𝐷𝑁𝐺𝑅, 𝐻𝑂𝑃𝐸) greatly improved after using 𝑀𝐺 . In
the Botwiki-2019 dataset, the detection accuracy or precision of the four baselines (𝐷𝑒𝑒𝑝𝑊𝑎𝑙𝑘 , 𝐿𝐼𝑁𝐸, 𝑆𝐷𝑁𝐸,
𝐺𝑟𝑎𝑅𝑒𝑝 , 𝐻𝑂𝑃𝐸) greatly improved after using 𝑀𝐺 . Overall, the effectiveness of social bot detection using the
social user graph𝑀𝐺 far surpasses that of using graph𝐺 on baselines. We will delve deeper into the effectiveness
of the multi-relational graph𝑀𝐺 and analyze the impact of each type of edge within it in Section 5.2.
To gain a deeper understanding of the effectiveness of the learned representation vectors, we employed

Principal Component Analysis (PCA) to reduce the dimensionality of embeddings learned by unsupervised graph
representation learning-based baselines on the multi-relational graph (𝑀𝐺) to a two-dimensional vector and
visualize them on a plane graph. We evaluated six baseline models based on four datasets separately. Figure 4
depicts the dimensionality reduction effect of user representation vectors on the Cresci-2015 and Cresci-2017
datasets. Figure 5 illustrates the dimensionality reduction effect of user representation vectors on the Pronbots-2019
and Botwiki-2019 datasets. Blue dots represent humans, while red dots represent social bots. The unsupervised
graph representation learning models embed network structure data into a low-dimensional space reflected in
each user’s embeddings. As illustrated in Figures 4(d), 4(f), 4(i) and 4(k), these embeddings exhibit a limited
distinction between social bots and human entities, which leads to the challenge of discerning between social bots
and humans. Besides, as shown in Figures 5(a), 5(c), 5(d), 5(g), and 5(l), on the Pronbots -2019 and Botwiki-2019
datasets, both of which consist mostly social bots and a small number of humans, the learned embeddings do
not exhibit concentration, with high overlap between human and bot embeddings. Furthermore, the learned
embeddings and the two-dimensional vectors obtained by PCA dimensionality reduction lack interpretability.
In contrast, UnDBot utilizes structural information theory to decode the network structure into a hierarchical
encoding tree, resulting in high discriminability for social bots and interpretability as detailed in Section 5.3.
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(c) Pronbots19.
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(d) Botwiki19.

Fig. 6. AUC and ROC curves on four datasets.

To evaluate the stability of the UnDBot with learned community label index, we treat 𝐸𝑣 (𝛼) equally as the
predicted value for each user and report the area under the ROC curves. As shown in Figure 6, UnDBot achieves
good performances in all four datasets, especially for imbalanced datasets like Pronbots19 and Botwiki19. These
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results demonstrate that by combining community influence and community cohesion to label social bots, we
can effectively deal with unequal distributions of bots and users in the real world.

5.2 Ablation Study
In this section, we conduct ablation experiments on the graphmodeling of UnDBot to demonstrate the rationality of
social users’ multi-relational graph𝑀𝐺 . Additionally, we perform experiments by varying three hyperparameters
of UnDBot to analyze the sensitivity of the model to hyperparameters.

Table 5. The total number of edges, the average number of edges per user, and the average connection degree of users in
Multi-relation Graph, Homogeneity Graph, and Ordinary Multi-relation Graph for different datasets.

Datasets
Multi-relation Graph (MG) Homogeneity Graph (G) Ordinary MG (mg)

Total Avg. Conn. Total Avg. Conn. Total. Avg. Conn.

Cresci-2015 4,109,097 516.7 9.75% 4,276 1.6 0.03% 1,966,693 247.3 4.67%
Cresci-2017 19,958,930 1044.6 8.20% 12,326,304 1715.7 11.94% 9,749,755 510.3 4.01%

Pronbots-2019 131,935,035 4542.5 23.46% 40,244,245 4156.8 21.44% 2,896,693 99.7 0.52%
Botwiki-2019 181,839 158.9 20.85% 107,326 281.3 36.92% 35,294 30.8 4.05%

5.2.1 Graph Effectiveness. To demonstrate the rationality of the social user multi-relational graph 𝑀𝐺

proposed in Section 3.1 for social bot detection, we conduct comparative experiments on UnDBot using the
homogeneous graph𝐺 (denoted as UnDBot-G) and an ordinary Multi-relation graph𝑚𝑔 (denoted as UnDBot-mg).
Besides, to evaluate the positive impact of the edges used in the modeling of the social user multi-relation graph
in UnDBot on the performance of social bot detection, we also construct three variations by removing one type of
edge from the multi-relation graph for ablation experiments (denoted as UnDBot-FT, UnDBot-FI, and UnDBot-TI).
Except for the graph construction, all other experimental settings remain the same as described in Section 4.4. All
experimental results across the four datasets are reported in Table 6, Table 7, Table 8, and Table 9, respectively.
Table 5 lists the total edges, the average number of edges under one type per user, and the average connection
degree of users in the four datasets under graph 𝑀𝐺 , graph 𝐺 , and graph𝑚𝑔. In the case of the Cresci-2015
dataset, the homogeneous graph 𝐺 is sparse due to the use of the action of following between users. For the
other datasets, there is no significant difference in the average connectivity level between the homogeneous
graph 𝐺 and the multi-relational graph𝑀𝐺 . In the case of the Pronbots-2019 dataset, the ordinary Multi-relation
graph𝑚𝑔 is sparse due to the less similarity between direct user behaviors. The other three datasets have similar
degrees of connectivity, but are all sparser than𝑀𝐺 .

Table 6 shows that UnDBot-𝐺 with sparse edges leads to many communities and low accuracy after clustering
based on structural entropy. Besides, as shown in Table 7 and Table 9, the accuracy of using graph 𝐺 is much
lower compared to the 𝑀𝐺 . This is because social bots make their attributes indistinguishable from humans
through camouflage. Therefore, utilizing the proposed social user multi-relational graph𝑀𝐺 for UnDBot is more
rational. To further analyze𝑀𝐺 on UnDBot, we also investigate the efficacy of three types of edges within the
multi-relational graph𝑀𝐺 as well as the results of using other types of edges. For𝑀𝐺 in the variation UnDBot-FT,
only the edges related to the following-follower ratio and posting type distribution are retained. When the influence
of posting influence is excluded in the Cresci-2015, Cresci-2017, and Botwiki-2019 datasets, the detection accuracy
significantly decreases, but the recall rate increases to 98.07% on Cresci-2017 and 95.13% on Botwiki-2019. However,
in the Pronbots-2019 dataset, the accuracy, precision, and F1 score of the variation UnDBot-FT increases by 3.71%,
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Table 6. Comparison with the ACC, Precision, Recall, F1 and the number of communities of different variations on Cresci-2015
dataset (unit:%).

Variation
Cresci-2015

ACC Precision Recall F1 Num_comm
UnDBot-G 27.69 37.17 20.83 26.70 3731
UnDBot-mg 63.08 63.17 99.79 77.36 9
UnDBot-FT 58.06 61.76 88.36 72.71 8
UnDBot-FI 64.97 64.48 99.28 78.18 65
UnDBot-TI 59.71 61.97 93.85 74.65 10
UnDBot 89.12 96.11 86.27 90.93 4
Gain 24.15-61.43↑ 31.63-58.94↑ 13.52↓ 12.75-64.23↑ 4-3727↓

Table 7. Comparison with the ACC, Precision, Recall, F1 and the number of communities of different variations on Cresci-2017
dataset (unit:%).

Variation
Cresci-2017

ACC Precision Recall F1 Num_comm
UnDBot-G 68.79 74.59 89.24 81.26 15
UnDBot-mg 67.30 71.25 92.28 80.41 10
UnDBot-FT 77.58 77.24 98.07 86.42 19
UnDBot-FI 86.50 87.02 95.71 91.16 2524
UnDBot-TI 75.83 76.61 96.12 85.26 13
UnDBot 93.46 98.07 92.83 95.38 6
Gain 6.96-26.16↑ 11.05-26.82↑ 5.24↓ 4.22-14.97↑ 4-2518↓

Table 8. Comparison with the ACC, Precision, Recall, F1, and the number of communities of different variations on Pronbots-
2019 dataset (unit:%).

Variation
Pronbots-2019

ACC Precision Recall F1 Num_comm
UnDBot-G 93.52 95.73 97.33 96.52 13
UnDBot-mg 92.33 92.36 99.96 96.01 40
UnDBot-FT 96.39 96.83 99.34 98.07 928
UnDBot-FI 16.89 69.13 18.07 28.66 14827
UnDBot-TI 93.01 93.24 99.66 96.34 101
UnDBot 92.68 92.75 99.88 96.18 58
Gain 3.71↓ 4.08↓ 0.08↓ 1.89↓ 45↑
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Table 9. Comparison with the ACC, Precision, Recall, F1, and the number of communities of different variations on Botwiki-
2019 dataset (unit:%).

Variation
Botwiki-2019

ACC Precision Recall F1 Num_comm
UnDBot-G 86.37 92.79 92.26 92.53 14
UnDBot-mg 87.42 91.46 95.13 93.26 18
UnDBot-FT 90.43 94.45 95.13 94.79 29
UnDBot-FI 75.23 90.33 81.66 85.78 153
UnDBot-TI 84.80 97.86 85.24 91.11 11
UnDBot 93.18 97.78 94.70 96.22 11
Gain 2.75-17.95↑ 0.08↓ 0.43↓ 1.43-10.44↑ 0-142↓

4.08%, and 1.89% compared to the original UnDBot. For𝑀𝐺 in the variation UnDBot-FI, only the edges related to
the following-follower ratio and posting influence are retained. This significantly decreases the detection accuracy
and precision in all four datasets. Especially on the Pronbots-2019 dataset, the accuracy rate is even less than
20%. Additionally, due to the lack of rich connectivity structure related to posting type distribution, the variation
UnDBot-FI forms a larger number of communities with a smaller average size, resulting in a more dispersed
social bot community. It can be observed that the number of communities increases most compared with UnDBot.
For𝑀𝐺 in the variation UnDBot-TI, only the edges related to posting type distribution and posting influence are
retained. In the Pronbots-2019 datasets, the accuracy, precision, recall, F1 score, and the number of communities
are all comparable to or slightly higher than the original UnDBot model. However, in the Cresci-2015, Cresci-2017,
and Botwiki-2019 datasets, the accuracy and precision drop significantly even with less than 60% accuracy on
Cresci-2015. For ordinary Multi-relation graph𝑚𝑔 in the variation UnDBot-mg, three new relations (U-twe-U,
U-fri-U, U-fav-U ) is constructed based on direct user behaviors to prove the validity of the three relationships
selected in𝑀𝐺 . UnDBot-mg only reflects a higher recall rate. In addition, the accuracy, precision, and F1 on the
four datasets are far inferior to UnDBot. Overall, integrating three types of edges can significantly enhance the
detection accuracy of UnDBot. Therefore, it is necessary to jointly model the multi-relational social user graph of
the three relationships to unleash the full potential of UnDBot’s performance optimization.

5.2.2 Hyperparameter Sensitivity. For the three hyperparameters involved in UnDBot (similarity threshold
𝜉 , parallel ratio 𝑝 , cohesive weight 𝜋 ), we conduct a series of hyperparameter sensitivity experiments by varying
individual parameters at a time and repeating the experiments on UnDBot. Specifically, similarity threshold
𝜉 represents the threshold for user behavior feature bias during the graph construction process. parallel ratio
𝑝 represents the maximum scale ratio for parallel merge operators, indicating the proportion of community
numbers that can be fused compared to the maximum fusion limit. Lastly, cohesive weight 𝜋 represents the
community cohesion proportion in the evaluation metric. The experimental results, as shown in Figure 7, indicate
that the accuracy of social bot detection is significantly influenced by the similarity threshold 𝜉 parameter on the
first three datasets. In particular, the detection performance is better when similarity threshold 𝜉 is around 0.1.
This is because a very small 𝜉 value leads to a lack of important connections in the constructed graph, while a
very large 𝜉 value introduces excessive noise into the graph. However, this has little impact on Pronbots-2019, on
the contrary, the minimum 𝜉 of 0.01 achieves the best performance. This may be because the users themselves in
this dataset have high similarity and the smaller 𝜉 filters out redundant information. In the context of parallel
operations for fusion operators, apart from the Pronbots-2019 dataset, selecting a relatively small value for parallel
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Fig. 7. Hyperparameter sensitivity.

ratio 𝑝 can improve the detection performance. This is because having an excessive number of parallel operands
can potentially lead to the merging of suboptimal communities, resulting in a suboptimal encoding tree and a
less stable partitioning of communities. However, setting parallel ratio 𝑝 to a lower value will also increase the
number of rounds for fusion operator execution, thereby reducing the model’s efficiency. Hence, we uniformly
set 𝑝 to 0.05 for Pronbots-2019 and 0.15 for other datasets, considering both performance and efficiency factors.
Besides, we also find that the cohesive weight 𝜋 parameter significantly impacts the Botwiki-2019 dataset, while
its value does not affect the detection accuracy of Cresci-2015, Cresci-2017, and Pronbots-2019 datasets under
non-extreme conditions.

5.3 Interpretability
Interpretability refers to the extraction of knowledge about the relationships contained in the data from a model,
providing insights to the audience regarding the detection of social bots [57]. To gain a deeper understanding of
the interpretability of the UnDBot, we visualize social user network graphs and structural entropy encoding trees
on four datasets. The social user networks in Figure 8, Figure 9, Figure 10, and Figure 11 utilize the spring_layout
algorithm [42] to calculate the positional parameters of each user node, taking into account both the nodes
and edges. This algorithm uses Fruchterman-Reingold [30] to arrange the nodes, introducing a physical model
into the nodes so that the overall layout achieves a dynamic balance by minimizing the system’s total energy,
resulting in nodes with connected edges being closer in position. In social user networks, red dots represent
social bots, and blue dots represent genuine users. Figure 8(a), Figure 9(a), Figure 10(a), and Figure 11(a) show
the network with true labels of users, while Figure 8(b), Figure 9(b), Figure 10(b) and Figure 11(b) depict the
network with labels obtained through the detection of UnDBot. In the structure entropy encoding tree, square
tree nodes represent social user communities, and circular leaf nodes represent social users. Blue nodes represent
human communities (users), while red nodes represent social bot communities (users). The numbers above the
communities indicate the number of users in each community, representing the community size.
Figure 8(a), Figure 9(a), Figure 10(a), and Figure 11(a) illustrate that social bots are concentrated in the

distribution of the multi-relational graph (𝑀𝐺) constructed based on social behavior similarity while humans are
distributed more widely on the periphery. Social bots are typically controlled by machines or programs, serving
specific purposes such as advertising, information theft, or inciting public opinion. So their behavior tends to be
more similar compared to humans, resulting in a higher density of connections among social bots in the 𝑀𝐺 ,
whereas connections between humans or between humans and social bots are relatively sparse. UnDBot intends
to identify communities with a higher average number of connections (greater influence) and a higher number of
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(c) The optimal encoding tree of Botwiki-2019 dataset in UnDBot (square tree nodes are communities, circular leaf nodes are social users, and
the size of the nodes indicates the number of social users. For visualization, each large leaf node represents 20 social users of Botwiki-2019).

Fig. 8. Renderings of Botwiki-2019.

internal connections (stronger cohesion) as social bot communities. Figure 8(b), Figure 9(b),Figure 10(b), and
Figure 11(b) illustrate the identification results of UnDBot for social users. Users with dense distributions are
classified as social bots, while users with relatively dispersed distributions are identified as humans.
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(c) The optimal encoding tree of Pronbots-2019 dataset in UnDBot (square tree nodes are communities, circular leaf nodes are social users, and
the size of the nodes indicates the number of social users. For visualization, each large leaf node represents 200 social users of Pronbots-2019).

Fig. 9. Renderings of Pronbots-2019.

Figure 8(c), Figure 9(c), Figure 10(c), and Figure 11(c) depict the community division on the encoding tree,
respectively. To provide a clearer representation, each large circular leaf node represents 30 users in Botwiki-2019,
300 users in Pronbots-2019, 100 users in Cresci-2015, and 200 users in Cresci-2017. The smaller the diameter
of the node, the fewer users it represents. The encoding tree partitions social bots and humans into different
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(c) The optimal encoding tree of Cresci-2015 dataset in UnDBot (square tree nodes are communities, circular leaf nodes are social users, and
the size of the nodes indicates the number of social users. For visualization, each large leaf node represents 100 social users of Cresci-2015).

Fig. 10. Renderings of Cresci-2015.

communities. In Figure 8(c) and Figure 9(c), the communities exhibit a long-tail distribution, with fewer large-
scale communities and more small-scale communities. The communities marked as social bot communities in
Botwiki-2019 and Pronbots-2019 are predominantly large-scale communities. On the other hand, in the encoding
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(c) The optimal encoding tree of Cresci-2017 dataset in UnDBot (square tree nodes are communities, circular leaf nodes are social users, and
the size of the nodes indicates the number of social users. For visualization, each large leaf node represents 200 social users of Cresci-2017).

Fig. 11. Renderings of Cresci-2017.

trees of Cresci-2015 and Cresci-2017, the distribution of community sizes is relatively uniform, and there is a
high proportion of single-type user components within each community.
UnDBot employs structural information theory to decode the essential structure of the social bot network

from the multi-relationship graph. It extracts knowledge of user community division from the encoding tree.
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From the perspective of the network modeled by behavioral similarity, the distinction between social bots and
humans lies in the fact that social bots exhibit dense distributions and strong intra-community cohesion. This
provides interpretable insights for the detection of social bots by UnDBot.

5.4 Time Analysis

Table 10. Average time per run for UnDBot and all baselines (Unit: Second).

Method Cresci-2015 Cresci-2017 Pronbots-2019 Botwiki-2019

K-means 4.39 8.76 5.78 4.05
DNA 63052.45 224525.64 43832.82 419.31
GAE 2.36 1.63 2.07 0.39

DeepWalk 60.78 308.22 1841.80 2.78
LINE 859.57 4542.45 49379.05 214.55

Node2vec 39.38 165.18 1308.81 8.47
SDNE 22.12 127.65 792.07 1.48
GraRep 179.92 925.80 3394.07 4.85
DNGR 47.44 209.86 1346.57 1.64
HOPE 24.42 141.69 1167.06 1.15

UnDBot 7.37 55.98 541.86 1.12

This section evaluates the efficiency of UnDBot and various baselines. We primarily assess efficiency by
measuring the runtime of the models. To facilitate a fairer comparison for unsupervised graph learning-based
models, we conduct temporal analysis on the multi-relational social user graph𝑀𝐺 . Table 10 presents the average
runtime of each model over 10 runs. Overall, UnDBot achieves a balance between runtime and effectiveness.
Although the K-means model is too simplistic and the 𝐺𝐴𝐸 package allows for parallel computation to accelerate
the training process, resulting in less required running time, the accuracy and precision achieved by both of
them are significantly lower than UnDBot across all datasets, particularly on Pronbots-2019 and Botwiki-2019
where the data types are relatively homogeneous. It is worth noting that, compared to other baselines, UnDBot’s
runtime is generally reduced by over threefold. The runtime of the 𝐷𝑁𝐴 model is the longest, as it involves
considering all possible combinations of actions for tweeting.

5.5 Case Study
To further understand the distinctions between social bots and humans, we compare various characteristics
under UnDBot, such as the follower-to-following ratio, posting type distribution, and posting influence. We
collate the statistical distribution of identified social bots and humans for each feature value separately. This
analysis aims to determine whether these social users align with human judgment. Figure 12 displays the results
of the statistical analysis of Cresci-2015 based on the identification performance of UnDBot. For one-dimensional
features such as follow-to-follower ratio and posting influence, bar charts Figures 12(a) and 12(b) illustrate the
proportion of users falling into each interval, with the horizontal axis representing the value intervals of the
feature values and the vertical axis representing the proportion of users. Red represents the social bots identified
by UnDBot, blue represents humans, and gray represents misjudged users. Each bar consists of two components:
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(b) Posting Influence Statistics.
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Fig. 12. Feature Statistics

the proportion of social bots (humans) and the misjudged ratio. Heat maps Figures 12(c) and 12(d) depict the
proportions of social bots and humans falling into each interval of the posting type distribution. The horizontal
axis represents the proportion of original tweets, while the vertical axis represents the proportion of retweets.
Darker colors indicate a higher proportion of users. It can be found from the results that the social bots identified
by UnDBot generally have a high follow-to-following ratio, very low posting influence, and the type of posting
is single (such as retweeting), which is consistent with the human judgment of social bots. Furthermore, the
main reason for misjudgments is that the characteristics of some social bots have not been identified. This is
because they are relatively similar to humans in certain characteristics or have a smaller scale. This also provides
us with inspiration for future research directions. When the behavior of social bots under AI control is almost
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indistinguishable from humans or when the behavior similarity between social bots is not high, how do we
explore more effective features to identify them?

6 RELATED WORK
In this section, we summarize the related literature, baselines, and approaches related to the proposed framework.
It is primarily divided into three parts: social bot detection, network embedding, and structural information
theory based applications.

6.1 Social Bot Detection
Early social bot detection methods were mainly based on the user’s inherent characteristics and text content,
such as the length of the username, number of tweets, number of fans, number of friends, number of likes
in the username information, part-of-speech features, frequency features in the tweet information, emotional
characteristics, etc. The earliest method [56] treated spam identification as anomaly detection to handle the
streaming nature of tweets effectively. Subsequently, a method of analyzing digital DNA sequences in user
behavior to model online user behavior [18] provided a new idea for behavioral representation. And fully
analyzing users’ basic information and social activities [24] has been proven to improve the accuracy. A later
proposed multi-model “toolbox” approach [5] focused on random string detection in usernames, while language-
independent different feature groups based on specific characteristics [40] demonstrated the effectiveness of
a small number of expressive features was demonstrated. However, the performance of traditional machine
learning methods is often limited due to its low-dimensional and low-order features. With the development
of graph neural networks, deep learning technologies are applied to social bot detection tasks. BiLSTM [80]
proposed the use of bidirectional long short-term memory recurrent neural network to effectively capture the
characteristics of tweets. The recent BotRGCN [28] and Bot-AHGCN [101] used graph convolutional network
training data to enhance the ability to capture social bots with multiple disguises. In addition, large language
models have also been applied in bot detection. BGSRD [32] combined large-scale pre-training and transduction
learning to symmetrically combine BERT and the graph convolution network GCN for joint training. However,
the above data-driven models require a large number of labeled social user samples and even run the risk of
weak generalization ability due to the lack of interpretability. Here the proposed work addresses this issue by
remodeling the multi-relational social user graph and designing user community division and classification
indicators based on structural entropy.

6.2 Network Embedding
The term "network embedding" mentioned here mainly refers to embedding methods that preserve the structure
of a network (excluding node attributes and side information). It is an important tool for studying complex
structural systems and processing network data. Common models for network embedding include methods
based on random walks, matrix factorization, and deep neural networks [21]. Like Word2vec, random walk-based
methods focus on learning the neighborhood structure by maximizing the probability of neighboring nodes during
the random walk process. The latest Bot2vec [66] model designs a new network representation learning method
specifically for social bot detection, which automatically preserves the neighbor relationship and community
structure of users. Matrix factorization methods represent the network by learning the low-rank space of the
adjacency matrix. Deep neural network methods, such as SDAE [8], SINE [78], and LIME [64] introduce nonlinear
functions to learn highly complex and nonlinear networks. Network embedding provides important support for
downstream tasks such as node classification, clustering, anomaly detection [35], and link prediction. In node
classification [63, 65, 74], network embedding provides effective feature representations, thereby improving the
effectiveness of node classification. It has been widely applied in fields such as social networks [36], citation

, Vol. 1, No. 1, Article . Publication date: April 2024.



Unsupervised Social Bot Detection via Structural Information Theory • 37

networks [61], and biological networks [31]. In anomaly detection, the advantage of network embedding lies in its
ability to encode the structural information of the network into vector representations, thereby better capturing
the relationships between nodes. Compared to traditional anomaly detection methods, network embedding
can more accurately identify abnormal nodes and can handle large-scale network data. In addition, network
embedding also has another important function, which is network visualization. Network embedding can generate
meaningful node layouts by providing low-dimensional representations of nodes and displaying complex networks
in two-dimensional space for further research and analysis.

6.3 Structural Information Theory based Applications
The Structural Information Theory decoding network’s ability to capture the structure’s essence has been
validated in many applications. Introducing structural entropy in neural networks captures the underlying
connectivity graph and reduces random interference [79]. The hierarchical nature of the structure entropy
encoding tree provides newmethods for hierarchical structure pooling in graph neural network [85], unsupervised
image segmentation [94], dimension estimation [93], state abstraction [98] in reinforcement learning, ensemble
of constraints in semi-supervised clustering [95], and unsupervised social event detection [9]. Additionally,
reconstructing the graph structure on the hierarchical encoding tree suppresses edge noise and enhances the
learning ability of the graph structure [103, 104]. Furthermore, modifying the network structure based on
minimizing structural entropy achieves maximum deception of community structure [48]. Similarly, the anchor
view, guided by the principle of minimizing structural entropy, improves the performance of graph contrastive
learning [84].

7 CONCLUSION
This paper investigates a framework for supporting the unsupervised detection of social bots. The proposed
UnDBot framework adaptively performs hierarchical community partitioning and identifies social bot com-
munities during social bot detection. By modeling social user networks based on social behavior similarity,
we effectively enhance the connections between social bots. The parallel execution of fusion operators during
community partitioning maintains a stable community structure while ensuring high operational efficiency.
Unsupervised detection is accomplished by employing a community binary classification that differentiates social
bots from humans based on influence and cohesion. Experimental results demonstrate that UnDBot outperforms
all unsupervised models in terms of accuracy, achieving a balance between operational efficiency and performance
while exhibiting strong interpretability. Our work demonstrates the potential of unsupervised social bot detection
and may open up new directions for research in social bot detection. In the future, our goal is to investigate how
graph structure modeling with more behavioral and semantic features can improve the detection effectiveness of
the model and expand UnDBot to other detection domains.
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