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ABSTRACT

Aims. In this article we perform a comprehensive study using galaxy data from the Lockman–SpReSO project, a far-infrared (FIR)
selected sample of galaxies observed using optical spectroscopy. We analysed a sub-sample of star-forming galaxies (SFGs) with
secure spectroscopic redshifts, mostly in the luminous infrared galaxies domain. From these galaxies, parameters such as extinction,
star formation rate (SFR), and metallicity were derived. The present paper examines how these properties evolve in relation to each
other, and in comparison with low-redshift FIR and non-FIR-selected samples of galaxies.
Methods. We applied distinct selection criteria to attain an SFG sample with minimal AGN contamination. Multiple approaches were
used to estimate the intrinsic extinction, SFR and gas-phase metallicity for the SFGs. In conjunction with findings in the literature,
we examined the correlation between SFRs and stellar masses (M∗), as well as the metallicity evolution depending on M∗. Finally, the
3D relationship between M∗, SFR and metallicity, is also studied.
Results. From the initial spectroscopic sample of 409 FIR-selected objects from the Lockman–SpReSO catalogue, 69 (17%) AGNs
have been identified and excluded, which is nearly double the percentage found in local studies, leaving a sample of 340 SFGs. The
analysis of the M∗–SFR relationship revealed that Lockman–SpReSO IR-selected SFGs show signs of evolution at redshifts z > 0.4,
shifting above the main sequence, with a mean value of ∼ 0.4 dex. They are located within the starburst galaxy region since 78%
of the galaxies fall into this category. In addition, no evident flattening was found in the relation to specific SFR with redshift for
log M∗(M⊙) ≳ 10.5. In line with the M∗–metallicity relation (MZR) outcomes published in previous studies for optically selected
SFGs, however, during the analysis of the MZR, it was found that IR-selected SFGs exhibit lower metallicities than those anticipated
on the basis of their M∗ and redshift. During the investigation of the 3D M∗–SFR–metallicity relation (FP), it was established that the
research sample is consistent with relations in the existing literature, with an average scatter of ∼ 0.2 dex. However, a re-calibration
of the FP when using the SFR obtained from the IR luminosity is required and, in this case, no attenuation in the correlation for
log M∗(M⊙) ≳ 10.5 is observed. This result points to a possible evolution of the more massive fraction of the sample in the sense of
decreasing the present-day star formation with respect to the averaged star formation in the past.

Key words. galaxies: fundamental parameters – galaxies: evolution – galaxies: star formation – techniques: spectroscopic

1. Introduction

Studying the evolution of galaxies is challenging, since it in-
volves possible variations with redshift of relationships involv-
ing global indicators, such as star formation rate (SFR), metal-
licity (Z), stellar mass (M∗) and other related parameters. Esti-
mating these indicators, each with its specific uncertainties and

intrinsic limitations, is a difficult task, as is shown later in this
paper.

Extensive research on the evolution of the main sequence
(MS), comparing star formation rate (SFR) and stellar mass
(M∗), has been undertaken. Numerous studies, such as those of
Brinchmann et al. (2004); Speagle et al. (2014); Popesso et al.
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(2023), have investigated this indicator, including Cedrés et al.
(2021), who found no evolution of this indicator, even for low-
mass galaxies below z ≃ 1.43.

The mass–metallicity relationship (MZR), which reflects
the enrichment of galactic gas compared to the mass within
stars, serves as an additional observational indicator of evolu-
tion (Duarte Puertas et al. 2022, and references therein). The
results so far obtained indicate that metallicity rises with M∗
and cosmic time (for example, Sanders et al. 2021), and is in-
versely correlated with SFR, as evidenced by the fundamental
mass–metallicity–SFR (FP or FMR) relationship (Lara-López
et al. 2010; Mannucci et al. 2010). The MZR definition suggests
that gas accretion, outflows and metal astration probably influ-
ence it, but it could also be affected by factors such as downsiz-
ing or infrared (IR) luminosity. However, its possible evolution
remains uncertain. For instance, at the lower redshift (z ∼ 0.4)
and low-mass end

(
log (M∗) < 8

)
, Nadolny et al. (2020) found no

evidence of MZR evolution. This was also confirmed at higher
redshifts up to z = 2.3 by Cresci et al. (2019) and up to z = 3.3
by Sanders et al. (2021), including the low-mass end. However,
according to Pistis et al. (2022), the MZR is subject to biases re-
sulting from S/N ratio and quality flags in the spectra, leading to
overestimated metallicities or to the selection of high-metallicity
galaxies. These authors, however, observed that the relationship
between metallicity and specific SFR (sSFR) is relatively insen-
sitive to such biases. Nevertheless, Henry et al. (2021) found
evolution in MZR and FMR at redshifts 1.3 < z < 2.3 using
a larger sample than those of previous authors, and extended to
low mass galaxies. In addition, these authors confirmed this evo-
lution for a sub-sample of galaxies with high S/N spectra.

The situation described above is even more complex for far-
IR (FIR) selected galaxies. Luminous infrared galaxies (LIRGs)
and ultra-luminous infrared galaxies (ULIRGs) are galaxies with
total infrared luminosities (LTIR, from 8 to 1000 µm) between
1011–1012 and 1012–1013 solar luminosities (L⊙), respectively.
Both LIRGs and ULIRGs are considered interacting/merging
or post-merger galaxies (see for example, Kilerci Eser et al.
2014; Pereira-Santaella et al. 2019; Nadolny et al. 2023, and
references therein). From a sample of nine (U)LIRGs at red-
shifts 0.2 < z < 0.4, Pereira-Santaella et al. (2019) concluded
that 10–25% are isolated discs and the rest interacting or merg-
ing systems, with SFR(Hα) ∼ SFR(LTIR) but with interstellar
medium (ISM) conditions different from those in local galax-
ies. From a sample of 20 LIRGs at low–intermediate redshifts
(0.25 < z < 0.65) that were classified to be in the regime be-
tween normal and starburst galaxies, however, Lee et al. (2017)
concluded that only 10% show signs of interaction. From a sam-
ple of 118 local ULIRGs with mean redshift z ≃0.18 selected
from SDSS DR10, Kilerci Eser et al. (2014) found that SFR(Hα)
is in mean 8 times lower that SFR(LTIR), and that Z determined
from optical lines using R23 (see Section 5.2) is on average about
0.3 dex lower with respect to local SDSS galaxies. From a study
of five local ULIRGs, however, Chartab et al. (2022) claim that
the lower metallicity observed in ULIRGs is an artefact origi-
nating from metallicity determinations using optical instead of
FIR lines. Nevertheless, determining metallicity using FIR lines
remains controversial. Herrera-Camus et al. (2018) still reports
lower metallicity in (U)LIRGs, even when using FIR lines. This
is in contrast to Chartab et al. (2022), who used different lines.

The objective of this paper is to study the relations among
different determinations of SFR, M∗ and metallicity for a statis-
tically significant sample of star-forming galaxies(SFGs) at in-
termediate redshifts, selected according to their IR emission and
having a robust redshift determination. The study will further

analyse possible differences with respect to optically selected
samples, other LIRG-selected samples and their possible evo-
lution.

This paper is organized as follows. In Section 2 the data
available for this work are presented. The different methods of
discriminating SFGs with respect to active galactic nuclei (AGN)
are described in Section 3. The extinction correction adopted is
explained in Section 4. Sections 5 and 6 explain the different gas
metallicity and SFR estimators, respectively. Section 7 presents
the results of the global indicators MS, MZR and FP. Finally, our
conclusions are given in Section 8. Throughout the paper, mag-
nitudes are given in the AB system (Oke & Gunn 1983). The
cosmological parameters adopted are: ΩM = 0.3, ΩΛ = 0.7, and
H0 = 70 km s−1 Mpc−1. We assume a Chabrier (2003) initial
mass function (IMF) for the estimation of both SFR and M∗.

2. Data selection

The data used in this paper are drawn from the Lockman–
SpReSO project described in Gonzalez-Otero et al. (2023), to
which the reader is referred for a detailed description of the ob-
servations, reduction and catalogue compilation. Further details
on the optical and FIR wavelength coverage, fluxes, optical spec-
tral resolution, area covered and ancillary data available are also
explained in Gonzalez-Otero et al. (2023).

In summary, the Lockman–SpReSO project involves an opti-
cal spectroscopic follow-up of 956 sources selected by their FIR
flux using Herschel Space Observatory data. In addition, 188 ob-
jects of interest, with a limiting magnitude in the Cousins R band
(RC) of RC < 24.5 mag and all located in the Lockman Hole
field were included in the sample. The spectroscopic observa-
tions were conducted using the WHT/A2F-WYFFOS1 (Domín-
quez Palmero et al. 2014) and WYIN/HYDRA2 instruments for
objects within the brighter subset of the catalogue (RC < 20.6
mag). While for objects in the fainter subset (RC > 20 mag),
GTC/OSIRIS3 (Cepa et al. 2000) was used.

Of the 1144 sources of Lockman–SpReSO, spectroscopic
analysis allowed the determination of spectroscopic redshift for
456 objects, where 357 come from objects with at least two iden-
tified spectral lines and 99 were obtained using only one spec-
tral line secured using all available photometric information. To
ensure a robust determination, we have used the available pho-
tometric bands information, generally from FUV to FIR (see ap-
pendix A in Gonzalez-Otero et al. 2023), the photometric red-
shifts available in the literature, and the intensity and shape of the
spectral line. In this paper we analyse the 456 regardless of how
the redshift was obtained. Furthermore, with the spectroscopic
redshifts obtained, Gonzalez-Otero et al. (2023) conducted spec-
tral energy distribution (SED) fitting using the available photo-
metric data spanning from the ultraviolet to the FIR wavelength
range. This was carried out using the CIGALE software (Code
Investigating GALaxy Emission, Burgarella et al. 2005, Boquien
et al. 2019). In particular, this SED fitting method provides more
accurate measurements of M∗ and LTIR than previous determi-
nations also derived from SED fittings but based on photometric
redshifts.

The Lockman–SpReSO project catalogue includes a set of
sources that were not selected based on their infrared emis-
sion. These objects were added to complement the observational
masks and are also of interest. The selection comprises radio

1 https://www.ing.iac.es/Astronomy/instruments/af2
2 https://www.wiyn.org/Instruments/wiynhydra.html
3 http://www.gtc.iac.es/instruments/osiris/osiris.php
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Fig. 1. Distributions of the spectroscopic redshift, LTIR and M∗. In grey the sample of 409 objects collected from the Lockman–SpReSO catalogue
with a determined spectroscopic redshift is represented. The objects selected as SFG are represented in red (see Sect. 3 for details).

galaxies, obscured quasars, and distant galaxies that were ini-
tially thought to be X-ray binaries and cataclysmic star candi-
dates (for more details see Gonzalez-Otero et al. 2023) Out of
the 456 objects with determined spectroscopic redshift in the
catalogue, 47 belong to this sample of non IR selected objects.
Therefore, for the purpose of this work, they must be removed
from the studied sample.

Thus, for the development of this work we selected 409 ob-
jects for which the spectroscopic redshift had been determined,
spanning the range 0.03 ≲ z ≲ 4.96 with a median redshift of 0.6.
In this sample, 54% of the sources are LIRGs, 6% ULIRGs and
1% hyper-luminous infrared galaxies (HLIRGs, LTIR > 1013 L⊙)
with a median value log LTIR(L⊙) = 11.1. The M∗ of this sample
lies in the range 8.23 ≲ log M∗(M⊙) ≲ 12.1 with a median value
log M∗(M⊙) = 10.26. The distributions of these properties are
shown in Fig. 1, where the sample of 409 objects is represented
by the grey distribution. In addition, a signal-to-noise ratio (S/N)
greater than 3 was applied to all spectroscopic lines used in the
subsequent sections.

3. Star-forming galaxies and AGN discrimination

The sample selected in the previous section did not differentiate
between SFGs and AGNs. However, for the study proposed in
this article, it is essential to distinguish between AGNs and SFGs
in order to calculate accurately the extinction, SFR and metallic-
ity. The investigation of the AGN population in the Lockman–
SpReSO project will be presented in separate papers scheduled
for imminent publication.

To classify the objects as AGNs or SFGs, we used a combina-
tion of photometric, spectroscopic, and SED fitting data gathered
from Gonzalez-Otero et al. (2023), as described below. Photo-
metric criteria, based on X-ray and IR information of the objects,
were utilized, along with spectroscopic criteria, which involved
analyzing spectral lines to perform this classification.

3.1. Photometric criteria

3.1.1. X-ray discrimination criteria

The use of X-ray data to differentiate between SFG and active
galactic nuclei is common practice. The strong X-ray emission
from the accretion disc regions surrounding the central black
holes serves as a robust indicator of the nature of the objects.
One of the initial studies in this area was conducted by Maccac-
aro et al. (1988), who used the ratio of X-ray-to-optical flux (X/O

ratio) as a means of distinguishing AGN from other sources of X-
ray emission. Subsequent studies have also used the X/O ratio to
differentiate AGN from other X-ray sources (Stocke et al. 1991;
Lehmann et al. 2001; Szokoly et al. 2004; Xue et al. 2011; Luo
et al. 2017; Chen et al. 2018; Ramón-Pérez et al. 2019; Elías-
Chávez et al. 2021).

In our study, we adopted the criterion described by Luo et al.
(2017), who conducted research within the spectroscopic red-
shift range of 0 ≲ z ≲ 5. In their work the X/O ratio is given
by:

log X/O = log FX + 0.4 RC + 4.77 > −1,

where FX is the X-ray flux within the range 0.2–12 keV and
RC is the magnitude in the RC band, which is used as a tracer
for the optical flux. The X-ray data of the sample were obtained
from observations made by the XMM-Newton space telescope
over the Lockman field and the 4XMM-DR10 catalogue (Webb
et al. 2022).

The left panel of Fig. 2 shows the X-ray flux versus the RC
magnitude. The dashed lines mark the regions where log X/O >
−1 and log X/O > 1. Using the above criterion, we have clas-
sified objects above the log X/O > −1 threshold as AGN. The
colour code in the figure represents the spectroscopic redshift
of the objects. This diagnostic diagram classified 21 objects as
AGN.

The ratio between the X-ray flux and the near-IR flux (X/NIR
ratio), using the Ks band as an indicator of the NIR (Luo et al.
2017), could also be used to separate AGN from SFGs. The cri-
terion for this separation is defined as:

log X/NIR = log FX + 0.4 Ks + 5.29 > −1.2

The outcome after applying this criterion is shown in the right
panel of Fig. 2, where the X-ray flux is plotted against the Ks
magnitude. The dashed lines represent the limits in the X/NIR ra-
tio, and the colour code in the figure represents the spectroscopic
redshift. Following the definition in Luo et al. (2017), the objects
in the range log X/NIR > −1.2 were categorised as AGN. A total
of 21 objects were classified as AGN using this criterion.

The final criterion applied using X-ray information is that de-
fined by Xue et al. (2011), who defined a threshold for the X-ray
luminosity (LX) to distinguish AGN from other X-ray sources.
According to this criterion, any source with LX ≥ 3 × 1042 erg/s
is classified as an AGN. In Fig. 2 this criterion is represented
by red circles over the points. The application of this criterion
resulted in the classification of 24 objects as AGN. A total of
25 unique objects were classified as AGN by at least one of the
above criteria based on X-ray information.
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Fig. 2. AGN classification based on X/O and X/NIR ratios. The left panel illustrates the relationship between X-ray flux (0.2 to 12 keV) and RC
magnitude. Dashed lines represent the thresholds for log (X/O) > −1 and log (X/O) > 1, with objects above log (X/O) > −1 classified as AGN.
Red circles highlight points meeting the AGN criterion LX > 3 × 1042 erg s−1 of Xue et al. (2011). Colour coding indicates the spectroscopic
redshift of the objects. The right panel displays the X-ray flux plotted against Ks magnitude. Objects above the log (X/NIR) > −1.2 threshold are
categorised as AGN. Red circles and colour coding remain consistent with the left panel.

3.1.2. Infrared discrimination criteria

One of the characteristics of AGN that helps us to distinguish
them from SFGs is the fact that they tend to be redder in the
NIR and MIR. This is because the SED of AGN from the UV
down to ∼ 5 µm is usually dominated by a power-law continuum,
whereas SFGs show a black-body continuum with a peak above
∼ 1.6 µm due to the underlying stellar population (Stern et al.
2005).

Using the above information, investigations have been car-
ried out using the IR information to separate AGN from SFGs.
Donley et al. (2012) used the four Spitzer/IRAC bands (3.6, 4.5,
5.8, and 8.0 µm) to distinguish AGN from SFGs, by updating the
Lacy et al. (2004) and Stern et al. (2005) criteria, which suffer
from contamination by normal SFGs in deep IRAC data. They
defined an empirical region where AGN lie in the Spitzer/IRAC
colour space:

x ≥ 0.08; y ≥ 0.15

y ≥ 1.21 x − 0.27

y ≤ 1.21 x + 0.27

f4.5 µm > f3.6 µm; f5.8 µm > f4.5 µm; f8.0 µm > f5.8 µm

where x = log
(

f5.8 µm/ f3.6 µm
)

and y = log
(

f8.0 µm/ f4.5 µm
)
. The

definition of this criterion is independent of the redshift within
the sample under study. In Fig. 3 we plot the above flux ratios
and the region defined by Donley et al. (2012) where the objects
are classified as AGN. Based on the results of this diagnostic
diagram, 19 objects were classified as AGN.

The criterion developed by Messias et al. (2012) has been
further applied to the sample. This criterion is a classification
method that uses information from the Spitzer/IRAC 4.5 and 8.0
µm bands, and the 24 µm Spitzer/MIPS band to define a region
where the AGN would be found, called the IRAC-MIPS criterion

0.6 0.4 0.2 0.0 0.2 0.4 0.6
log F5.8/F3.6

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

lo
gF

8.
0/F

4.
5

Donley et al. (2012)

1

2

3

4

z s
pe

c

Fig. 3. Criteria for separating AGN from SFGs, using Spitzer/IRAC
bands, updated by Donley et al. (2012). The x-axis represents the ra-
tio of fluxes in the 5.8 µm and 3.6 µm bands, while the y-axis represents
the ratio of fluxes in the 8.0 µm and 4.5 µm bands. The area bounded
by the black dashed lines corresponds to the selection criterion defined
by Donley et al. (2012). The colour coding represents the spectroscopic
redshift of the objects. The average 1σ size is shown in red at the bottom
right.

(“IM” criterion), with an additional criterion based on the Ks
band (“KIM” criterion):

[8.0] − [24] > −2.9 ([4.5] − [8.0]) + 2.8

[8.0] − [24] > 0.5

Ks − [4.5] > 0

where [4.5], [8.0], [24], and Ks are the AB magnitudes in the
4.5 and 8.0 µm IRAC bands, the 24 µm MIPS band, and the Ks
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Fig. 4. Separation criteria from Messias et al. (2012) using the
Spitzer/IRAC 4.5 and 8.0 µm bands, the Spitzer/MIPS 24 µm band,
and the Ks band. The dashed line outlines the area where AGN could
be found based on the IM criteria. The red empty circles indicate the
objects that also met the KIM criteria. The colour coding represents the
spectroscopic redshift of the objects. The average 1σ size is shown in
red at the bottom left.

band, respectively. This criterion minimizes the contamination
of the selected AGN sample by normal and SFGs at low red-
shifts thanks to the addition of the criterion using the Ks band,
while it strongly separates SFGs from AGN at high redshifts.
The fact that it is independent of redshift fits perfectly with the
Lockman–SpReSO data, since the sample is not constrained by
redshift. In Fig. 4 we plot the colour between the 4.5 and 8.0 µm
bands against the colour between the 8.0 and 24 µm bands. The
dashed line represents the area defined by the IM criterion and
the objects with and empty red circle are those that also satisfied
the KIM criterion. Thus, using the Messias et al. (2012) criterion,
a total of 17 objects were classified as AGN. This leaves a total
of 26 unique objects classified as AGN using the IR photometric
discrimination criteria.

3.2. Spectroscopic criteria

Spectral emission lines emanating from intricate interactions be-
tween photons and ionized atoms serve as diagnostics of the ion-
ization sources, chemical composition and physical conditions
within galaxies. In the context of distinguishing between AGN
and SFGs, the precise identification of ionization mechanisms
becomes particularly crucial.

One of the most widely used diagrams for this purpose,
based on spectral emission lines, is the well-known Baldwin,
Phillips & Terlevich (BPT) diagram (Baldwin et al. 1981). This
diagram uses the ratios of optical emission lines to distinguish
between SFGs and AGN, where the most common ratios are
[O iii]λ5007/H β and [N ii]λ6584/Hα. AGN exhibit a higher
[O iii]λ5007/H β ratio owing to intense radiation from the ac-
cretion disc whereas SFGs have a lower [O iii]λ5007/H β ra-
tio, as their emission lines are mainly influenced by ionization
from young stars. Similarly, the [N ii]λ6584/Hα ratio is higher
in AGN compared to SFGs, a result of stronger emission lines
from the ionized gas around the black hole, leading to distinc-
tive regions occupied by AGN and SFGs in this diagram.
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Fig. 5. Representation of the BPT diagram defined by Baldwin et al.
(1981) to separate SFGs from AGN. The orange, blue and black dashed
lines represent the Stasińska et al. (2006), Kauffmann et al. (2003) and
Kewley et al. (2001) selection criteria, respectively. The red solid lines
represent the Kewley et al. (2013) selection criteria for redshifts 0, 0.15,
0.3, and 0.5. The colour coding represents the spectroscopic redshift of
the objects. The average 1σ size is shown in red at the bottom left.

Figure 5 shows the BPT diagram for the sample of objects
from Lockman–SpReSO used in this paper. The criteria from
Kewley et al. (2001), Kauffmann et al. (2003), Stasińska et al.
(2006), and Kewley et al. (2013) to separate SFGs from AGN are
shown. The Kewley et al. (2001) criterion is the least restrictive
for SFGs, allowing composite galaxies to be included in the se-
lection. Criteria such as those of Stasińska et al. (2006) or Kauff-
mann et al. (2003) are more restrictive and filter out SFGs more
efficiently. We decided to use the Kewley et al. (2013) selection
criterion, since it takes into account the evolution of the line ra-
tios with redshift. This is especially important for our sample,
which extends up to a z ∼ 0.5, and the Kewley et al. (2013) cri-
terion allowed us to better separate SFGs from AGN. According
to this diagnostic diagram, 26 objects were classified as SFGs
and 19 objects were classified as AGN or composite galaxies.

As a complement to the BPT diagram, the classification di-
agram developed by Cid Fernandes et al. (2010), named the
EWαn2 diagram, is very valuable for objects with a limited num-
ber of emission lines available. This method uses only the Hα
line and the [N ii] line. Using these two lines, a degeneracy ap-
pears between Seyfert and AGNs which the authors solved by
adding the Hα rest-frame equivalent width (EW). The separa-
tion between SFGs and AGNs is established by criteria based
on the [N ii] / Hα ratio (Kewley et al. 2001; Kauffmann et al.
2003; Stasińska et al. 2006). In this case, we adopted the more
restrictive criteria of Stasińska et al. (2006), which define SFGs
to occupy the region with log [N ii]/Hα ≤ −0.4, and AGN are
defined to be in the region with log [N ii]/Hα ≥ −0.2. Figure
6 shows the sample objects on the EWαn2 diagram, where the
different separation criteria mentioned above have been marked.
The application of this diagnostic diagram resulted in the classi-
fication of 31 objects as not being SFGs.

In summary, compiling all the results, we have obtained 25
objects classified as AGN using X-ray-based criteria, 26 using
IR-based criteria, and an additional 33 AGN based on spectro-
scopic criteria. This yields a total of 69 unique objects classi-
fied as not SFGs from the sample of 409 objects taken from
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Fig. 6. EWαn2 criterion defined by Cid Fernandes et al. (2010) for the
classification of SFGs and AGN. The Stasińska et al. (2006) criterion
(blue dashed line) has been adopted for the separation, as it is the most
restrictive for SFGs. The Kauffmann et al. (2003, red dashed line) and
Kewley et al. (2006, black dashed lines) criteria are also shown. The
colour coding represents the spectroscopic redshift of the objects. The
average 1σ size is shown in red at the bottom right.

the Lockman–SpReSO catalogue, representing 17% of the sam-
ple. This value is slightly higher than the values of 11.4% and
11.5% found by Lara-López et al. (2013a) for the SDSS and
GAMA surveys, respectively. However, this result is highly de-
pendent on the selection criteria of the initial sample. Sabater
et al. (2019) revealed that 20% of their radio-galaxy sample with
a counterpart in SDSS were AGN, whilst Magliocchetti et al.
(2018) found for the VLA-COSMOS catalogue that 33% of the
galaxies were AGN. The spectroscopic redshift, that spans the
range 0.03 ≲ z ≲ 1.52 with a median value ∼ 0.6, LTIR, and M∗
distributions of the SFG selected are shown in the Fig. 1, where
they are marked in red.

4. Extinction correction

In the study of galaxies, spectral lines serve as invaluable tools,
providing crucial information about their physical properties,
chemical composition, and ionization processes. Nonetheless,
accurate interpretation of spectral lines can be significantly hin-
dered by the presence of extinction effects caused by interstellar
dust within the galaxies themselves. Extinction occurs when dust
particles in the interstellar medium absorb and scatter light, lead-
ing to a reddening of the observed spectra. This reddening effect
can introduce systematic biases in the measurements of emission
lines, potentially misleading the derived physical parameters of
galaxies, such as SFR and metallicities.

Correcting for extinction effects therefore becomes of
paramount importance in obtaining reliable and precise measure-
ments of emission lines. In this section, we present our method-
ology for correcting extinction in the spectral lines of galaxies.

4.1. Stellar absorption of underlying older components

Before tackling the task of extinction correction, we need to con-
sider the contribution of the old stellar population to line mea-
surements. One of the properties of this type of stellar population
is absorption in the Balmer series lines, which is often superim-

posed on the emission lines produced by the excitation of gas by
the hotter, younger stars.

To correct for this effect, we have adopted the criterion of
Hopkins et al. (2003, 2013), using a constant value of 2.5 Å for
the EW correction, EWc, to account for the absorption contri-
bution arising from the underlying stellar population. It is im-
portant to note that this form of correction is recommended pri-
marily for cases where it is desired to study the properties of a
large sample of objects as a whole. For detailed analyses of in-
dividual objects, more refined measurements of the underlying
absorption should be preferred.

Correction of the Balmer line fluxes for the effect of the un-
derlying stellar absorption has been performed using:

F = Fobs

(
1 +

EWc

EW

)
, (1)

where F is the underlying absorption-corrected flux, Fobs is the
observed flux of a Balmer line, EWc is the applied correction of
2.5 Å, and EW is the equivalent width of the line.

4.2. Extinction calculation

To perform the extinction correction on the emission lines of
SFGs, we have made use of the empirical relationships estab-
lished by Calzetti et al. (1994), who state that the intrinsic flux
(Fint) at a given wavelength (λ) can be obtained as follows

Fint(λ) = F(λ) 100.4 A(λ) = F(λ) 100.4 k(λ) E(B−V), (2)

where F(λ) is the observed flux at that wavelength corrected for
the underlying stellar absorption, A(λ) is the extinction at that
wavelength, and k(λ) is the reddening curve evaluated at that
wavelength. In this work we have used the reddening curve de-
fined by Calzetti et al. (2000). Finally, E(B − V) is the colour
excess; that is, the variation that the B − V colour suffers due to
the effect of the dust.

The estimation of the extinction from the Balmer decrement
of the emission lines observed in the spectra of the objects is
one of the most reliable methods because, for a fixed electronic
temperature, quantum physics gives the theoretical values for the
ratios of the lines. Thus, the colour excess is obtained using the
Hα/Hβ ratio:

E(B − V) =
2.5

k(λHβ) − k(λHα)
log10

(
(Hα/Hβ)obs

(Hα/Hβ)th

)
, (3)

where k(λHβ) and k(λHα) are the values of the reddening curve
evaluated at Hβ and Hα wavelengths, respectively; (Hα/Hβ)obs
is the observed Balmer decrement, and (Hα/Hβ)th is the
quantum-physical value of the Balmer decrement in the case of
non-extinction. The standard case adopted in the study of SFGs
is the recombination Case B described by Osterbrock (1989),
where (Hα/Hβ)th = 2.86 is defined for an electron temperature
T = 104 K and an electron density ne = 102 cm−3.

The sample of SFGs has a redshift distribution with a me-
dian value of ∼ 0.6, which means that more than half of the
sample does not have the Hα line available because it is outside
the spectral range covered for objects at redshifts ≳ 0.5. Other
orders of the Balmer decrement are proposed to calculate the ex-
tinction; for example, the ratio Hβ/Hγ. The theoretical value for
this ratio, defined under the recombination Case B of Osterbrock
(1989), is (Hβ/Hγ)th = 2.13. Subsequent orders of the Balmer
decrement were not considered because the lines are weaker and
usually have a low S/N ratio.
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Figure 7 shows the distributions and the relation for the E(B−
V) obtained using the Hα/Hβ and Hβ/Hγ ratios. The number
of sources for which the E(B − V) can be obtained is limited.
Therefore, we have considered other ways of calculating E(B −
V) for the extinction correction.

From the SED fits performed by Gonzalez-Otero et al.
(2023) using CIGALE (the CIGALE configuration is depicted in
their appendix B), the E(B−V) of the nebular lines was obtained
for each source. CIGALE also performs a parameter determina-
tion by Bayesian inference, taking into account all the models
with which an attempt has been made to fit the SED of an object.
This value obtained from Bayesian inference is the one we have
taken as E(B − V). The relation with the other tracers and the
distribution obtained for the E(B − V) provided by the SED fits
using CIGALE can be seen in Figure 7.

The ultimate method to measure E(B − V) is based on the
IR/UV ratio. By investigating the balance between the IR and
UV wavelengths, one can gain an understanding of the extinc-
tion phenomenon as the dust absorbs the UV radiation from hot
stars and re-emits it in the IR spectrum. We adopt the parameter-
isation method developed by Hao et al. (2011) to determine the
colour excess, and this is accomplished by using the IR/UV ra-
tio. This method provides a colour excess for the continuum and
for comparing it with the one obtained previously, a commonly
used conversion factor is applied:

E(B − V)c = 0.44 × E(B − V), (4)

where E(B − V)c represents the colour excess of the continuum.
Figure 7 shows the distribution obtained and the comparison
with the other tracers studied. The E(B−V) value obtained from
the SED fits with CIGALE is the one used to correct for the ex-
tinction of the line fluxes (Eq. 2) used in the following sections
of the paper. Moreover, it is in good agreement with the IR/UV
tracer, as shown in Fig. 7.

5. Gas phase metallicities estimation

In this section, we examine the calibrations used to determine
the gas-phase metallicity of the SFGs in our sample. This deter-
mination is based on the oxygen abundance, 12 + log (O/H).

The direct method of estimating the electron temperature
(Te) of the ionized gas requires achieving high resolution and
S/N ratio. However, this method uses weak auroral lines such
as [O iii] λ4363 or [N ii] λ5755, which are difficult to observe,
so other methods have been proposed. Some of them are em-
pirical calibrations of the Te method, while others are based on
photoionisation models. This variety of methods leads to a lack
of universality in the metallicity calibrator. In addition, the dis-
crepancies introduced by the variations between methods lead to
deviations in the fundamental metallicity relation and its associ-
ated projections, adding complexity to the study.

5.1. Empirical methods

One of the empirical methods analysed in this study is the Pilyu-
gin & Grebel (2016, hereafter P16) calibration, which derives
the abundance of oxygen using the intensities of strong emission
lines in H ii regions. They separated the calculation of the metal-
licity for the upper and lower branches characteristic of the meth-
ods based on oxygen determination. The upper branch is thus
defined as log (N2) < −0.6, where N2 = [N ii] λλ6548, 84/Hβ.

The metallicity equation is

12 + log (O/H) = 8.589 + 0.022 log (R3/R2) + 0.399 log (N2)
+

(
−0.137 + 0.164 log (R3/R2) + 0.589 log (N2)

)
log (R2) .

(5)

The lower branch definition is log (N2) > −0.6 and the metallic-
ity equation is:

12 + log (O/H) = 7.932 + 0.944 log (R3/R2) + 0.695 log (N2)
+

(
0.970 − 0.291 log (R3/R2) + 0.19 log (N2)

)
log R2. (6)

In both equations the coefficients are R2 = [O ii] λλ3727, 29/Hβ
and R3 = [O iii] λλ4959, 5007/Hβ. The distribution of the metal-
licity obtained is plotted in the left panel in the upper row in Fig.
8.

The relationship derived by Pettini & Pagel (2004, hereafter
PP04) is the second empirical tracer we studied based on the
O3N2 estimator. It is particularly useful because it can be ap-
plied to high-redshift galaxies, as it employs spectral lines that
are in close proximity to one another, eliminating the need for
complex procedures such as extinction corrections or flux cal-
ibrations, which are challenging when observing high-redshift
galaxies in the infrared. Their parameterisation of the metallic-
ity is:

12 + log (O/H) = 8.73 − 0.32 × O3N2, (7)

where O3N2 = log
[
([O iii] λ5007/Hβ) / ([N ii] λ6584/Hα)

]
and

is valid only for galaxies with O3N2 < 2. The result is plotted in
the middle panel of the upper row in Fig. 8.

5.2. Theoretical photoionisation models-based methods

Tremonti et al. (2004, hereafter T04) developed an objec-
tive calibration of oxygen abundance by fitting the most in-
tense emission lines in the optical range with theoretical
model approaches. The fitting models were created by com-
bining single stellar population (SSP) models from Bruzual &
Charlot (2003) with photoionisation models from CLOUDY
(Ferland et al. 1998). The parameterisation of the oxygen
abundance is based on the R23 estimator, where R23 =
([O ii] λλ3727, 29 + [O iii] λλ4959, 5007) /Hβ. The metallicity is
calculated using the following equation:

12 + log (O/H) = 9.185 − 0.313 x − 0.264 x2 − 0.321 x3 (8)

where x = log (R23) and is valid only for the upper branch of
the double-valued R23-abundance relation. The previous defini-
tion of the upper branch is not applicable to objects with redshift
z ≳ 0.45, as the [N ii] lines lie outside the Lockman–SpReSO
spectra. To differentiate between the upper and lower branches,
we have set the criteria defined by the region log R23 > 0.85 and
log M∗ < 9.3 for the upper branch. The motivation for these cri-
teria can be found in Appendix A. The right panel in the upper
row in Fig. 8 shows the metallicity distribution obtained.

The metallicity estimates derived from the R23 estimator,
enable the calculation of metallicity for a larger number of
Lockman–SpReSO objects, owing to the use of shorter wave-
length spectral lines that are still visible in the optical, for objects
at higher redshifts.

The Kobulnicky & Kewley (2004, hereafter KK04) param-
eterisation is an iterative technique for determining the oxygen
abundance that also relies on the R23 estimator. The R23 calibra-
tor is sensitive to the ionization state of the gas, characterized by
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the ionization parameter (q), which is the number of hydrogren-
ionizing photons passing through a unit area per second divided
by the hydrogen density of the gas. The ionization parameter is
determined through the [O ii]/[O iii] ratio of lines, which is in
turn influenced by the metallicity of the gas, through the subse-
quent equation:

log q =
[
32.81 − 1.153 y2

+
[
12 + log (O/H)

] (
−3.396 − 0.025 y + 0.1444 y2

)]
×

[
4.603 − 0.3119 y − 0.163 y2

+
[
12 + log (O/H)

] (
−0.48 + 0.0271 y + 0.02037 y2

)]−1
,

(9)

where y = log ([O iii] λ5007/ [O ii] λ3727). An initial metallic-
ity value is required for the ionization parameter calculation.
To determine it, we analyse which branch the object belongs
to, according to the already established criteria, and assign an
initial value of 12 + log (O/H)= 8.2 for the lower branch and
12 + log (O/H)= 8.7 for the upper branch. The obtained ioniza-
tion parameter value is then used to determine the metallicity via
the following parameterisation:

12 + log (O/H)lower = 9.40 + 4.65 x − 3.17 x2

−
(
0.272 + 0.547 x − 0.513 x2

)
log q, (10)
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Fig. 8. Normalized histograms of the metallicities obtained in this article for the SFGs of the Lockman–SpReSO project. From left to right and
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12 + log (O/H)upper = 9.72 − 0.777 x − 0.951 x2 − 0.072 x3

− 0.811 x4 −
(
0.0737 − 0.0713 x − 0.141 x2

+0.0373 x3 − 0.058 x4
)

log q, (11)

where x = log R23, and upper and lower sub-indices indicate the
branch. This process is repeated until 12 + log (O/H) converges.
The obtained distribution is shown in the left panel in the bottom
row of Fig. 8.

Finally, we implemented the Dopita et al. (2016, hereafter
D16) criterion to determine the oxygen abundance. This method-
ology utilizes lines which are redder than those used in the pre-
viously mentioned techniques, namely Hα, [N ii]λ6484 and the
[S ii] λλ 6717,31 doublet. These lines are also similar in wave-
length, hence extinction correction can be neglected. The com-
putation of metallicity is thus established by the following rela-
tion:

12 + log (O/H) = 8.77 + y + 0.45 (y + 0.3)5, (12)

where y = log ([N ii]/[S ii]) + 0.264 log ([N ii]/Hα). The left
panel in the bottom row in Fig. 8 shows the distribution obtained.

6. Star Formation rate

6.1. Spectral lines

The Hα line is the primary SFR indicator in the optical range of
the local universe. The emission of the Hα line originates from

the H ii regions, wherein massive newly formed stars ionize the
gas, resulting in the production of Balmer and other emission
lines. The Hα emission is moreover uninfluenced by the metal-
licity of the gas or the star formation history. There are many
calibrations that use the Hα flux to determine the SFR. One of
the most commonly used methods, and the one adopted in this
paper, is the calibration proposed by Kennicutt & Evans (2012):

log
[
SFR

(
M⊙ yr−1

)]
= log

[
LHα

(
erg s−1

)]
− 41.27. (13)

However, the Hα line falls outside the optical spectrum for ob-
jects with redshifts z ≳ 0.5. The majority of objects in the
Lockman–SpReSO sample have higher redshifts, so we have to
rely on other spectral lines to calculate the SFR. The Hβ line,
available for objects up to redshift z ∼ 1, can be used as a tracer
of SFR. Assuming a relation with the Hα line, typically under
the recombination Case B of Osterbrock (1989), the same used
for extinction correction, the SFR derived using Hβ is:

log
[
SFR

(
M⊙ yr−1

)]
=

log
[
LHβ

(
erg s−1

)]
− 41.27 + log 2.86, (14)

where the 2.86 factor is the theoretical value for the Hα/Hβ ratio
in the supposed recombination Case B.

Under the same considerations, the SFR can be determined
from the Hγ line flux. This line is observable for objects with a
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redshift of up to z ∼ 1.3; however, it is comparatively fainter,
more affected by extinction and less detectable in the Lockman–
SpReSO spectra. The equation for determining the SFR is:

log
[
SFR

(
M⊙ yr−1

)]
=

log
[
LHγ

(
erg s−1

)]
− 41.27 + log 2.86 + log 2.13, (15)

where 2.13 is the theoretical values for the Hβ/Hγ ratio in the
supposed recombination Case B.

Another spectral line that can be utilized to determine the
SFR is the [O ii] λλ3726, 29 doublet, which appears in the same
regions as Hα and represents similar star formation timescales.
However, it is less correlated with the emission created by the
ionization of gas from massive stars. On the other hand, extinc-

tion in the region where this doublet is located is significant and
depends greatly on the metallicity and the ionization parame-
ter. Nevertheless, there are parameterisations that use the [O ii]
flux to determine the SFR with good results. For this research,
we have adopted the parameterisation obtained by Figueira et al.
(2022), who took into account the metallicity of their SFG sam-
ple for their study. The equation is:

log
[
SFR

(
M⊙ yr−1

)]
= 0.96 log

[
L[O ii]

(
erg s−1

)]
− 39.69. (16)

6.2. CIGALE data products

Indicators based on photometric luminosity in selected bands are
also used as tracers for SFR. One of the most commonly used is
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LTIR, based on energy balance studies: UV emission from the
hottest stars, absorbed by dust, is re-emitted in the IR regime
of the electromagnetic spectrum. It should be noted that the
timescale of the SFR studied using LTIR is greater (∼ 100 Myr)
than that derived from the optical spectral lines (∼ 10 Myr).

In this paper we use the relationship between SFR and LTIR
described by Kennicutt & Evans (2012). The mathematical ex-
pression is:

log
[
SFR

(
M⊙ yr−1

)]
= log

[
LTIR

(
erg s−1

)]
− 43.41, (17)

where LTIR was obtained from the paper of Gonzalez-Otero et al.
(2023). They performed a SED-fitting process on the Lockman–
SpReSO objects, from which, among other parameters, LTIR was
obtained.

Among the results given by CIGALE there is also an esti-
mate of the SFR. CIGALE provides the estimate of the instanta-
neous SFR and the SFR averaged over 10 and 100 Myr. For com-
parison with the results obtained with the spectral lines and the
LTIR, we have selected the SFR averaged over 10 and 100 Myr,
respectively.

Figure 9 shows the results obtained for the SFR with the dif-
ferent methods analysed in this section. The histograms repre-
sent the distributions obtained by each method, while the plots
show the relationships between the different tracers. As we have
already mentioned, we need to bear in mind that the SFR de-
rived from spectral lines study very similar time ranges (0–10
Myr), whereas the SFR derived from LTIR studies longer times
(0–100 Myr), so the comparison between these tracers is purely
indicative.

Table 1 presents an excerpt from the Lockman–SpReSO SFG
catalogue. The table displays the quantities obtained in this work
for the galaxy properties studied in Sects. 4, 5, and 6.

7. Global relations

7.1. Main sequence in star-forming galaxies

In this section, we examine the relationship between M∗ and the
SFR of galaxies, as well as its possible evolution with redshift.
There is a well-established positive correlation between M∗ and
SFR, meaning that galaxies with higher stellar masses form stars
at a higher rate than low stellar mass galaxies (see, for example,
the comprehensive work of Speagle et al. 2014 or more recently
Popesso et al. 2023, and references therein). Likewise, its evolu-
tion with redshift is widely acknowledged. For a given M∗ value,
galaxies at higher redshifts form stars at a faster rate compared to
galaxies at lower redshifts. This correlation is widely recognized
as the main sequence of SFGs. The MS has been a subject of
intense study, covering approximately five orders of magnitude
in M∗ and spanning a redshift range from 0 to 6 (see table 4 of
Speagle et al. 2014 and table 1 of Popesso et al. 2023).

In this paper, we adopt the MS model developed by Popesso
et al. (2023), whose work involves a comprehensive synthesis
of results from 28 studies focusing on the MS, aimed at investi-
gating how this relation evolves over an extensive span of mass
values, ranging from 108.5 to 1011.5 M⊙, and redshifts within the
range 0 < z < 6. The mathematical relationship they derived is
as follows:

log SFR (M∗, t) = a0 + a1t − log
(
1 +

(
M∗/10a2+a3t

)−a4
)

(18)

where t is the cosmic time elapsed from the big bang in yr, M∗
is the stellar mass in solar masses, a0 = 2.693, a1 = −0.186,
a2 = 10.85, a3 = −0.0729, and a4 = 0.99.

In Fig. 10, we present the SFR derived through line fluxes
and LTIR plotted against M∗. As the MS described by Popesso
et al. (2023) depends on cosmic time, that is redshift,we have
divided the sample into subsets by redshift ranges. For each of
these subsets, we have overlaid the MS evaluated at the redshift
of the subset. The MS is depicted with lines that match the colour
of their respective subsets. The colour bands indicate the 0.09
dex scatter as determined by Popesso et al. (2023). For each sub-
set, we have shown the minimum detectable SFR with a horizon-
tal dashed line using the same colour code by redshift bin. The
lowest SFR detectable using spectral line fluxes was obtained
using the average EW for each line from Reddy et al. (2018), in
combination with the 1σ level continuum limit RC < 24.5 mag
set out in the Lockman–SpReSO project description (Gonzalez-
Otero et al. 2023). For the calculation of the minimum detectable
SFR based on LTIR, we set the limit values of 0.6 mJy and 2 mJy
for the 100 µm and 160 µm bands from the Herschel/PACS in-
strument, respectively, as described by the PEP team4 and con-
verted to LTIR using the Galametz et al. (2013) calibrations. Ad-
ditionally, the inset histograms provide insights into the redshift
distribution within each of the subsets.

Irrespective of the method employed to derive the SFR, it
is evident that the MS from Popesso et al. (2023) fits well for
objects at low redshifts (z < 0.4) where the mean shift showed
by these objects from the MS is ∼ 0.03 dex. Table 2 displays
the mean shift values and corresponding errors for each of the
SFRs analysed in this study. The SFR derived from Hγ exhibits
the largest distance. This is because there are not enough ob-
jects with z < 0.4 to provide sufficient statistics for this SFR
tracer. However, as we examine samples at higher redshifts, the
trend shows that objects tend to be above the MS. A significant
fraction of the total sample (78%) populates the starburst regime
when the SFR derived from the LTIR flux is examined, that is the
region above the MS, and showing a mean shift from the MS of
∼ 0.4 dex for objects at z > 0.4. Table 2 shows the mean shift val-
ues for objects at z > 0.4 based on the studied SFR tracers. The
table also includes mean values for the full samples. The mean
shift for Hα, which is mainly populated by low redshift objects,
is very low. However, the other SFR determinations show a big-
ger median shifts from the MS as they compile objects at higher
redshifts.

The objects in the sample with redshifts z > 0.4 tend to be lo-
cated near the starburst galaxy region. That is, they exhibit higher
SFRs than that expected based on their M∗ and redshift, show-
ing shifts of up to ∼ 2 dex, although Lee et al. (2017) found
that galaxies departing from the MS by less than 0.6 dex may
still be considered normal, not starburst. The SFRs obtained ex-
ceed the minimum detectable SFR by 1 to 2 orders of magni-
tude, proving that there is no noise-induced selection bias in our
results. It is worth noting that the detection of galaxies heavily
obscured by dust would be limited (up to 40% of the initial sam-
ple), given that (Fig. 1) most of our sample are LIRG or even
FIR galaxies. Local ULIRGs are known to be outliers of the MS
relation (Elbaz et al. 2007), as are starbursts (Rodighiero et al.
2011; Guo et al. 2013). For instance, it was found by Kilerci
Eser et al. (2014) that local ULIRGs with M∗ ∼ 1010.5−11.5 are
more than an order of magnitude higher than the MS, and that
the majority of ULIRGs are interacting pairs or post-mergers.
However, the present study reveals that the intermediate redshift
LIRGs exceed the MS, in average, by 0.5 dex, even at lower stel-
lar masses than those examined by the authors. In contrast, the
FIR and LIRGs at low redshift do not demonstrate this trait fol-

4 https://www.mpe.mpg.de/ir/Research/PEP/DR1/
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Fig. 10. SFR–M relation for different SFR determination methods. From left to right and top to bottom, the SFR determined using Hα, Hβ, Hγ,
[O ii], and LTIR fluxes is displayed. Inside each panel the sample was divided into redshift ranges. The solid lines represent the MS from Popesso
et al. (2023) evaluated at the mean redshift of each subsample, denoted by the points, using the same colour as the MS. The shaded areas and
dashed lines represent 0.09 dex of scatter obtained by Popesso et al. (2023). The horizontal dashed lines designate the minimum detectable SFR
for each redshift bin and SFR tracer, using the same colour scheme. The inset histograms show the redshift distribution for the complete sample
in each panel. The vertical thick black dashed line indicates the redshift mean, and the vertical thin lines indicate the sample division boundaries.
The numbers at the top indicate the total number of objects in each panel.

Table 2. Mean values and errors of the shifts found with respect to the
MS, obtained for the different SFR tracers. The mean values have been
tabulated for objects with z=0.4 as separator, as well as the mean value
for the whole sample.

SFR Mean shifts (dex)
tracer z < 0.4 z > 0.4 All z
Hα -0.05 ± 0.06 0.20 ± 0.10 0.04 ± 0.06
Hβ -0.02 ± 0.06 0.49 ± 0.06 0.35 ± 0.05
Hγ 0.12 ± 0.12 0.65 ± 0.06 0.60 ± 0.06

[O ii] 0.01 ± 0.08 0.38 ± 0.04 0.29 ± 0.04
LTIR 0.10 ± 0.03 0.40 ± 0.02 0.32 ± 0.02

lowing the MS with a low scatter, as we have seen before. This
indicates an evolutionary tendency of LIRGs, which has unique
features compared to that of ULIRGs.

In the same way as the SFR–M∗ relation increases with red-
shift, the sSFR increases steadily up to z ∼ 2 and then tends to

flatten out (Speagle et al. 2014; Popesso et al. 2023, and refer-
ences therein). In Fig. 11 we have plotted the sSFR, using the
SFR derived by LTIR, against redshift and coloured by M∗ for
the Lockman–SpReSO and Oi et al. (2017) objects. The galax-
ies from Oi et al. (2017) are a sample of AKARI-detected mid-IR
SFG at z ∼ 0.88 with Subaru/FMOS spectroscopic observations.
The MS defined by Popesso et al. (2023) is also plotted with
log M∗(M⊙) set to the median value of the sample (10.28), and
9, 10 and 11, showing the evolution with redshift and M∗. The
relationship of Elbaz et al. (2011) shown in Fig. 11 was produced
by examining infrared SEDs for a sample of objects in the red-
shift range 0 < z < 2.5. For the study, they assumed a slope of
1 in the SFR–M∗ relation and constant over the whole redshift
range; that is, independent of mass:

sSFR (yr−1) = 26 · 10−9 × t−2.2 (19)

where t is the cosmic time. They mark as starbursts those galax-
ies which, for the same redshift, have an sSFR twice that of the
MS, represented by the upper edge of the grey-shaded area. As
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Fig. 11. Redshift and M∗ evolution of the sSFR for SFG. The circles
represent the Lockman–SpReSO galaxies, colour coded by M∗. The
MS defined by Popesso et al. (2023) is shown in magenta for the mean
M∗ and in blue, red and brown for log M∗(M⊙) set to 9, 10 and 11, re-
spectively. The black line is the MS defined by Elbaz et al. (2011) for
IR galaxies, assuming independence with M∗. The grey shaded region
marks the area above which the galaxies are classified as starbursts.
The Lockman sample tends to populate this region regardless of the MS
used. The galaxies from Oi et al. (2017), shown as red triangles, follow
the behaviour of the Lockman–SpReSO objects.

for the case of the SFR–M∗ relation, the Lockman–SpReSO ob-
jects have sSFRs that tend to be higher than the MS shown in the
figure, so we are studying galaxies with very intense outbursts of
star formation; that is, starburst galaxies. However, although the
data follow the general trend of decreasing sSFR with increasing
M∗, no evident flattening can be observed with redshift, and only
the most massive galaxies seem to fit the Popesso et al. (2023)
and Elbaz et al. (2011) relations, while for galaxies with stellar
mass values that are below the median, sSFR is higher than the
models showing a median scatter of 0.31 dex and 0.56 dex from
Popesso et al. (2023) and Elbaz et al. (2011), respectively.

7.2. Mass–metallicity relation for infrared galaxies

The existence of a relation between M∗ and metallicity of galax-
ies is well known in a wide range of spectroscopic redshifts
(0 < z < 3), with lower-mass galaxies having lower metallicity
and more massive galaxies having higher metallicity. However,
the evolution of this relation with redshift is still a matter of de-
bate. This discussion also extends to the analysis of IR objects
and the evolution of the M∗–metallicity relation for these objects
and the differences with optically selected ones.

As a benchmark to low redshift (z ∼ 0.1), we have used
the OSSY catalogue (Oh et al. 2011), an improved and quality-
assessed set of emission and absorption line measurements in
SDSS galaxies. The M∗ of these objects were taken from SDSS
Data Release 10 (Ahn et al. 2014), obtained by SED fits using
the Sloan photometric bands5. In addition, to make the com-
parison between IR-selected samples of galaxies, we matched
the OSSY catalogue with the Herschel Extra-galactic Legacy
Project (HELP) database (Shirley et al. 2019). The HELP group

5 The IMF used by Ahn et al. (2014) in the SED fitting process is that
of Kroupa (2001). To transform from Kroupa (2001) to Chabrier (2003)
a multiplicative factor of 0.94 or -0.02 in dex must be applied.

has merged the information from the various fields observed by
Herschel to create a general catalogue in which, in addition to
the IR information of the objects, they have added all the infor-
mation in other photometric bands obtained by other surveys,
from UV to FIR. Using this information, they performed a SED
fit analysis of the sources catalogued in the HELP database us-
ing CIGALE software, providing new measurements of M∗, LTIR
and extinction, among other parameters (Małek et al. 2018).

To analyse the MZR, we used the metallicity obtained by the
iterative method of KK04 and T04, both based on the R23 tracer,
since it provides the most complete set in terms of number of
objects and is widely used in the literature, together with the
M∗ obtained by the SED fitting process in Gonzalez-Otero et al.
(2023). Figure 12 shows the MZR diagram obtained for both
metallicity estimators. The metallicity of Oi et al. (2017) was
calculated using the N2 tracer calibrated by PP04. For compar-
ison with the Lockman–SpReSO sample, the metallicities have
been converted from N2 to R23 by performing a calibration us-
ing the full OSSY sample and a second-order polynomial fit,
see Appendix B for details. It can be seen, from both panels,
that the metallicities derived for the Lockman–SpReSO and Oi
et al. (2017) samples are compatible, and tend to be lower than
those of the OSSY sample, with the exception being the highest
M∗, which corresponds to the area with the densest concentra-
tion of OSSY galaxies. Moreover, this result agrees with that
obtained by Oi et al. (2017), who find that the metallicities for
their IR-selected objects are compatible with those obtained by
T04 for normal SFGs in the local Universe (z ∼ 0.1) and higher
than those of Zahid et al. (2011) for a sample of DEEP2 galaxies
with z ∼ 0.78. However, the Oi et al. (2017) data represent the
highest redshift and the highest stellar mass of the Lockman–
SpReSO sample. At lower stellar masses the metallicity is lower
by ∼ 0.25 dex. Both properties show a positive Spearman’s rank
correlation coefficient of 0.36 at a significance of 3.5σ for the
metallicity of KK04 and 0.34 at a significance of 2.9σ for the
metallicity of T04. In addition, we proceeded to test whether IR
objects behave differently from optical objects when studying
the MZR. To this end, we analysed the behaviour of the IR prop-
erties in MZRs obtained from samples of objects not selected
according to their IR flux.

In Fig. 13 we show the MZR diagram using the metallici-
ties from KK04 upper branch, and from T04 for the Lockman–
SpReSO and Oi et al. (2017) objects. In addition, we have binned
the M∗ for the OSSY catalogue, for both the full catalogue and
the catalogue merged with HELP, considering the median metal-
licity in each bin (only bins those with more than 40 galaxies are
represented). This reveals that the metallicity of the bins with an
IR detection is lower than that obtained for the full catalogue in
the two metallicity tracers studied, as can be seen in the two pan-
els of Fig. 13. For a sample of nearby LIRGs and ULIRGs at a
redshift of around 0.1, Rupke et al. (2008) also found that these
types of galaxies exhibited a median metallicity offset of 0.4 dex
from the MZR discovered T04.

The Zahid et al. (2014) model, originally computed using an
IMF of Chabrier (2003) and the metallicity calibration of KK04,
is also included in Fig. 13 for local SDSS galaxies (z ∼ 0.08) and
distant galaxies from the SHELS (z ∼ 0.29), DEEP2 (z ∼ 0.78)
and COSMOS (z ∼ 1.55) surveys. The linear relationship ob-
tained by Savaglio et al. (2005) for the MZR is also shown in Fig-
ure 13. They studied 60 SFGs in the redshift range 0.4 < z < 1.0
using the metallicity calibration of KK04 and an IMF Baldry
& Glazebrook (2003, 1.13 times that of Chabrier 2003). As a
benchmark for high redshift we have shown the MZR from the
Erb et al. (2006) paper, an analysis of 87 rest-frame UV-selected
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Fig. 13. MZR diagram using the Kobulnicky & Kewley (2004, left) and Tremonti et al. (2004, right) metallicity calibrations. The blue dots
represent our Lockman–SpReSO data at a median redshift ∼ 0.6 and the red triangles represent the Oi et al. (2017) IR galaxies at a median redshift
∼ 0.8. The magenta line represents the median metallicity for each mass binning of the whole OSSY catalogue, while the brown line represents
the same binning but only for the OSSY objects with IR information in HELP. The green lines represent the MZR model from Zahid et al. (2014)
applied to galaxies from the SDSS (z ∼ 0.08), SHELS (z ∼ 0.29), DEEP2 (z ∼ 0.78) and COSMOS (z ∼ 1.55) surveys. The black dashed line
represents the linear MZR model obtained by Savaglio et al. (2005) for 60 galaxies with an average redshift of z ∼ 0.7. In both the OSSY catalogue
and the Lockman objects, it can be seen that, except at the higher masses of the sample, IR objects tend to be less metallic than optical objects at
the same redshift. The blue dashed line shows the MZR obtained by Erb et al. (2006) for a sample of UV-selected SFGs at z ∼ 2.3.

SFG with a mean redshift z ∼ 2.23 from Keck/LRIS observa-
tions that also confirms the evolution of the MZR with cosmic
time. The KK04 to T04 metallicity transformation was calibrated
in the same way as was done previously for the metallicity from
Oi et al. (2017), as shown in Appendix B. It can be seen that
the result obtained by Zahid et al. (2014) for their SDSS sample
and our result for the full OSSY sample are in good agreement,
while again the OSSY IR objects have lower metallicities than

the full OSSY sample. The MZR model at z ∼ 1.55 is the best
fit for the lower-mass Lockman–SpReSO data (M∗ ≲ 1010.2 M⊙)
showing a median dispersion from the MZR of 0.04 dex, while
for Oi et al. (2017) and the Lockman–SpReSO data of similar
masses both models z ∼ 1.55 and z ∼ 0.78 fit the behaviour
of the data well, showing the same absolute dispersion from
both MZRs (0.07 dex). This is due to the short evolution of the
MZR and the dispersion of the data in this range of M∗. This
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again indicates that the metallicities of Lockman–SpReSO data
at M∗ ≲ 1010.2 M⊙ are lower than predicted by the models, es-
pecially when we analyse the MZR using the T04 metallicity
calibration, where the Lockman–SpReSO objects show a me-
dian dispersion of 0.02 dex with respect to the MZR at z ∼ 1.55.
At higher M∗, the redshift evolution of the MZR is smaller. It is
evident in the displayed MZRs in Fig. 13 that the most massive
galaxies attain almost their current metallicity at redshift z ∼ 1
(Zahid et al. 2014; Maiolino & Mannucci 2019).

7.3. The M∗–SFR–metallicity relation

As we have seen above, there is a strong relationship between
M∗ and SFR, as well as between M∗ and metallicity, both of
which have been extensively studied in the literature. However,
it is only relatively recently that a clear dependence between SFR
and metallicity has become evident. The initial hints of this re-
lationship were discovered by Ellison et al. (2008), who found
a slight connection between sSFR and metallicity. Shortly af-
terwards, almost simultaneously and independently, Lara-López
et al. (2010) and Mannucci et al. (2010) found and described the
mutual relationship between SFR, M∗, and metallicity.

Lara-López et al. (2010) used a complete magnitude-limited
sample of SFGs, with the r-band falling in the range 14.5 to
17.77 mag, sourced from the SDSS-DR7 catalogue. This sam-
ple spanned a redshift range of 0.04 < z < 0.1. Using the M∗
as the dependent variable on SFR and metallicity, they fitted a
plane to the distribution formed in the 3D space of these param-
eters. With a scatter of 0.16 dex in their fit, they found the exis-
tence of a clear relationship between the three galaxy properties,
which they named the Fundamental Plane (FP). Furthermore,
when Lara-López et al. (2010) compared their findings with data
from studies at higher redshifts, extending up to z ∼ 3, they
ascertained that the FP exhibited no evolution with redshift. In
subsequent papers Lara-López et al. (2013a,b), revisited the FP.
This revision involved expanding the studied sample by adding
data from the GAMA survey, which is two orders of magnitude
deeper than the SDSS (up to z ∼ 0.35). They also applied prin-
cipal component analysis (PCA) in their investigation, resulting
in a reduction in the scatter within the Fundamental Plane. The
FP offers the ability to estimate the M∗ of SFGs using both SFR
and metallicities, with a dispersion of 0.2 dex, as demonstrated
by Lara-López et al. (2013a).

Using the SDSS–DR7 sample for the redshift range 0.07 <
z < 0.3, Mannucci et al. (2010), and the Mannucci et al. (2011)
application for a low-mass sample, they determined that SFGs
delineate a surface in 3D space defined by M∗, metallicity, and
SFR. This relation was designated the Fundamental Metallicity
Relation (FMR). The scatter they identified was ∼ 0.05 dex, a
value in line with the uncertainties inherent in the galaxy prop-
erties analysed. Mannucci et al. (2010) used metallicity as the
dependent variable in relation to M∗ and SFR.

The findings from both the FP and the FMR point to a robust
connection for SFGs among SFR, M∗, and metallicity. Equally
significant is the observation that this connection remains un-
altered with redshift, persisting up to z ∼ 3, which is also con-
firmed by several independent works (see for example Hunt et al.
2012; Cresci et al. 2019; Sanders et al. 2021, among many oth-
ers).

In this paper, to study the relationship between SFR, M∗ and
metallicity, we used the plane described by Lara-López et al.
(2010), where M∗ is studied as a function of SFR and metallicity
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Fig. 14. Projection of the FP onto the M∗ coordinate against the ob-
served M∗. In the top panel we have used the SFR derived from the
Hβ flux, the metallicity using the Tremonti et al. (2004) calibration and
the Lara-López et al. (2013a) parameterisation. The orange dots are the
Lockman–SpReSO SFGs, the red crosses are the Oi et al. (2017) data
and the blue contours at the bottom are the OSSY data. The middle
panel shows the same, but with the IR-derived SFR. In the lower panel
we show the recalibration of the FP using the OSSY data with IR in-
formation to obtain a calibrated FP with the LTIR-derived SFR. A more
detailed discussion is given in the text.
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using the following expression:

log M∗ = α [12 + log (O/H)] + β [log SFR] + γ (20)

where α = 1.3764, β = 0.6073, and γ = −2.5499 obtained from
the revision of the FP by Lara-López et al. (2013a).

In the top panel of Fig. 14 we have plotted the fundamen-
tal plane (Eq. 20) for the metallicity calibration obtained by T04
and SFR obtained using the Hβ luminosity. It can be seen that the
fundamental plane reproduces very well both the sample of local
OSSY objects, represented by the background contours, and the
sample of IR-selected Lockman–SpReSO galaxies when using
the SFR derived from the Hβ flux, obtaining an average scatter
of the plane of 0.20 dex, which is only slightly larger than the av-
erage uncertainty found for the M∗ determined by SED fits (0.1
dex). However, when using LTIR, the Fundamental Plane does
not reproduce the behaviour of the data, as can be seen in the
middle panel of Figure 14. This is due to the definition of the FP
by Lara-López et al. (2013a), which specifically uses the Hα flux
and the T04 metallicity for its construction. In order to carry out
a fair comparison, it is necessary to recalibrate Eq. 20, because
we have to take into account that when analysing LTIR and the
Balmer lines, we are studying not only different star formation
timescales, but also different regions of the galaxies, although
they are related. Assuming that the metallicity derived using op-
tical lines is representative of the whole galaxy, and using the
OSSY sample with IR information, we have refitted Eq. 20. We
have used the SFR derived from the IR luminosity and M∗ ob-
tained by the HELP team using SED fits with CIGALE (Małek
et al. 2018; Shirley et al. 2019). The new parameters obtained are
α = 0.3640, β = 0.9071 and γ = 6.1029. The result is shown in
the lower panel of Fig. 14, where we have plotted the recalibra-
tion of the Fundamental Plane with the IR derived SFR and T04
metallicity calibrator. It can be seen that the FP now reproduces
very well the behaviour of the Lockman–SpReSO data with an
average scatter of 0.17, although for the Oi et al. (2017) data
there seems to be a wider scatter, mainly owing to the metallic-
ity transformation used for comparison. This result shows that
the Fundamental Plane makes it possible to calculate the M∗ of
galaxies with a low level of uncertainty.

Salim et al. (2014) re-analysed the SDSS galaxies and found
that for M∗ ≳ 10.5 M⊙ the relationship between sSFR and metal-
licity appears to be weak or non-existent, a result also found in
simulations by Matthee & Schaye (2018), who argue that it is
due to contamination by AGN. Although in this paper the FP
study using the SFR from Hβ flux (top panel in Fig. 14) seems
to support this trend, the FP study using the SFR from LTIR flux
(bottom panel in Fig. 14) does not support this trend; and neither
does our sample include AGN.

From the previous two subsections, we have shown that
Lockman–SpReSO SFGs tend to have lower metallicities than
normal galaxies and SFRs above the MS for redshifts z > 0.4,
typical of starburst galaxies. Despite these unusual properties,
the Fundamental Plane remains valid, although it was formu-
lated using samples of objects very different from those studied
here. Moreover, neither do we find any difference in the observed
trends between the different SFR tracers. This also supports the
non-evolutionary theory of the Fundamental Plane, since no red-
shift trends are evident. This result is in agreement with that
found by Hunt et al. (2012) for a sample of ∼ 1000 extreme
and rare objects. They selected local quiescent SFGs and blue
compact dwarfs, luminous compact emission line galaxies at
z = 0.3 and Lyman-break galaxies spanning a redshift range of
1 < z < 3. In plots such as MZR or MS, these objects appear

as outliers owing to their extreme properties. However, these ob-
jects follow the FP with good accuracy, a result that extrapolates
the relationship between SFR, M∗ and metallicity to extreme
class objects.

The most accepted explanation for the non-evolution of the
FP lies in the balance between SFR and metallicity at different
stages of galaxy evolution (see the review by Maiolino & Man-
nucci 2019, and references therein). In general, galaxies at high
redshift are composed of stars formed from poorly processed gas
(that is of low metallicity), which is also associated with high
SFR, as observed at these evolutionary stages. On the other hand,
if we look at galaxies in the local Universe, stars are formed from
highly processed material (that is, of high metallicity). More-
over, the availability of gas to form stars in local galaxies is more
limited than in high-redshift galaxies, which implies lower SFR.
This shows the balance, with high redshift galaxies having high
SFRs at low metallicities, and local galaxies having low SFRs
at higher metallicities. The fact that the evolution of SFR and
metallicity with redshift go in opposite directions, helps to ex-
plain the non-evolution of the Fundamental Plane, although the
parameterization can vary depending on the timescale of the SFR
indicator used, as can be seen in the bottom panel of Figure 14.

8. Summary and conclusions

In this paper, we present the first study of the SFGs of the
Lockman–SpReSO project. This project is an optical spectro-
scopic follow-up of Herschel FIR-selected sources with optical
counterparts of RC < 24.5 mag. The scope of the present work
was to determine fundamental parameters such as extinction,
metallicity, and SFR, and to study the relationships among them.
To this aim, we used the FIR-selected galaxies for which the
spectroscopic redshift was determined by Gonzalez-Otero et al.
(2023), with the result that, in a total of 409 objects, the redshifts
lay in the range 0.03 < z < 4.96. The objects in the Lockman–
SpReSO catalogue have photometric information over a wide
spectral range, from X-ray to FIR bands. Apart from the optical
spectroscopy, the derived redshifts and line fluxes, SED fits were
also performed, from which, among other properties, M∗ and
LTIR of the galaxies were obtained. These results have yielded
a spectroscopic study with a higher number of carefully FIR-
selected SFGs.

For the study, 69 objects (17%) identified as AGN based on
the criteria outlined in Sec. 3 were excluded from the sample.
This percentage is notably higher than that of local samples but
is dependent largely on the selection criteria used. Finally, the
resulting sample consists of 340 SFGs, with almost half of the
sample being LIRGs.

From the analysis of the relationship between M∗ and SFR,
it resulted that SFGs at low redshifts, z < 0.4, follow the MS
defined by Popesso et al. (2023), with a shift of ∼ 0.1 dex, based
on the emission line fluxes and LTIR SFRs. However, at higher
redshifts, the sample presents significant evolution by increasing
the fraction of starburst galaxies, with 78% of the galaxies falling
into this classification using the SFR derived from LTIR. The shift
from the MS is approximately 0.4 dex for each object. There-
fore, SFGs from Lockman–SpReSO exhibiting significant burst
of star formation, as would be expected for a FIR-selected sam-
ple. This result can also be observed when analysing the sSFR
and its evolution over cosmic time, even when compared to the
MS, such as that of Elbaz et al. (2011), which is designed for IR
objects, although they assume that the MS is independent of M∗.
However, in the present sample, no apparent flattening of sSFR
with redshift for log M∗(M⊙) ≳ 10.5 is observed.
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The MZR relationship, derived using T04 and KK04 metal-
licity calibrators, compared with data from Oi et al. (2017),
shows that both samples are compatible. The comparison with
the OSSY sample (Oh et al. 2011) containing IR information in
the HELP database (Shirley et al. 2019) shows that Lockman–
SpReSO galaxies have lower metallicities. Moreover, comparing
with MZR from the literature Tremonti et al. (2004); Savaglio
et al. (2005); Erb et al. (2006); Zahid et al. (2014), Lockman–
SpReSO FIR-selected SFGs exhibit lower metallicities than an-
ticipated for their redshift and M∗, since the MZR defined by
Zahid et al. (2014) at z ∼ 1.55 fits Lockman–SpReSO galaxies
with a scatter of 0.1 dex. This result is particularly evident for
masses M∗ ≲ 1010.2 M⊙. At higher masses, where the Lockman–
SpReSO and Oi et al. (2017) data overlap, due to the dispersion
of the data and the short range of evolution of the MZRs at those
M∗, the metallicity is equally fit by the MZR at z ∼ 1.55 and at
z ∼ 0.78, closer to the mean redshift of the sample. Nonetheless,
there is a limited number of Lockman–SpReSO galaxies in this
region, while the majority of Oi et al. (2017) galaxies are present
in this area. The present study also conducted the MZR compari-
son using both OSSY galaxies with IR photometric information,
as well as the entire OSSY sample, showing that local galax-
ies with IR information also showcased decreased metallicities.
This finding confirms the notion that IR galaxies have a tendency
to show lower metallicities than optical galaxies.

Finally, by incorporating the SFR as an additional parame-
ter in the MZR, which then becomes the FP, the dispersion is
substantially reduced. The 3D correlation has been investigated
following the work of Lara-López et al. (2010), who established
the FP, where M∗ is the dependent variable on both SFR and
metallicity. Based on our analysis of the T04 metallicity and
the SFR derived from Hβ flux, we have concluded that the FP
is valid for the Lockman–SpReSO LIRG sample, despite the
objects exhibiting strong SFR outbursts and lower metallicities
compared to optical galaxies, showing a median scatter about
the FP of ∼ 0.20 dex. However, a recalibration of the FP is re-
quired to be able to use the SFR derived from LTIR. It has been
established, then, that the FP is valid for LIRG objects. Nev-
ertheless, when using LTIR the known saturation of the relation
log M∗(M⊙) ≳ 10.5 is not observed, contrary to the findings of
Salim et al. (2014) and Matthee & Schaye (2018), for non-IR-
selected galaxies. This could point towards an evolution of the
more massive fraction of the sample, in the sense of decreas-
ing present-day star formation with respect to the averaged star
formation in the past. The balance between the SFR excess and
the metallicity deficit justifies the applicability of the FP (Lara-
López et al. 2010, 2013b; Maiolino & Mannucci 2019, among
many others), further supporting the reasoning behind its non-
evolution.
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Stasińska, G., Cid Fernandes, R., Mateus, A., Sodré, L., & Asari, N. V. 2006,

MNRAS, 371, 972
Stern, D., Eisenhardt, P., Gorjian, V., et al. 2005, ApJ, 631, 163
Stocke, J. T., Morris, S. L., Gioia, I. M., et al. 1991, ApJS, 76, 813
Szokoly, G. P., Bergeron, J., Hasinger, G., et al. 2004, ApJS, 155, 271
Tremonti, C. A., Heckman, T. M., Kauffmann, G., et al. 2004, ApJ, 613, 898
Webb, N. A., Coriat, M., Traulsen, I., et al. 2022, VizieR Online Data Catalog,

IX/63
Xue, Y. Q., Luo, B., Brandt, W. N., et al. 2011, ApJS, 195, 10
Zahid, H. J., Dima, G. I., Kudritzki, R.-P., et al. 2014, ApJ, 791, 130
Zahid, H. J., Kewley, L. J., & Bresolin, F. 2011, ApJ, 730, 137

Article number, page 19 of 21

https://orcid.org/0000-0002-4837-1615
http://dx.doi.org/10.1007/s00159-018-0112-2
https://ui.adsabs.harvard.edu/abs/2019A&ARv..27....3M
http://dx.doi.org/10.1051/0004-6361/201833131
https://ui.adsabs.harvard.edu/abs/2018A&A...620A..50M
http://dx.doi.org/10.1111/j.1365-2966.2010.17291.x
http://dx.doi.org/10.1111/j.1365-2966.2010.17291.x
https://ui.adsabs.harvard.edu/abs/2010MNRAS.408.2115M
http://dx.doi.org/10.1111/j.1365-2966.2011.18459.x
https://ui.adsabs.harvard.edu/abs/2011MNRAS.414.1263M
http://dx.doi.org/10.1093/mnrasl/sly093
https://ui.adsabs.harvard.edu/abs/2018MNRAS.479L..34M
http://dx.doi.org/10.1088/0004-637X/754/2/120
https://ui.adsabs.harvard.edu/abs/2012ApJ...754..120M
http://dx.doi.org/10.1051/0004-6361/201936205
https://ui.adsabs.harvard.edu/abs/2020A&A...636A..84N
http://dx.doi.org/10.3847/1538-4357/acd74f
https://ui.adsabs.harvard.edu/abs/2023ApJ...952..125N
http://dx.doi.org/10.1088/0067-0049/195/2/13
https://ui.adsabs.harvard.edu/abs/2011ApJS..195...13O
http://dx.doi.org/10.1093/pasj/psx053
https://ui.adsabs.harvard.edu/abs/2017PASJ...69...70O
http://dx.doi.org/10.1086/160817
https://ui.adsabs.harvard.edu/abs/1983ApJ...266..713O
http://dx.doi.org/10.1093/mnras/stz1218
https://ui.adsabs.harvard.edu/abs/2019MNRAS.486.5621P
https://ui.adsabs.harvard.edu/abs/2019MNRAS.486.5621P
http://dx.doi.org/10.1111/j.1365-2966.2004.07591.x
https://ui.adsabs.harvard.edu/abs/2004MNRAS.348L..59P
http://dx.doi.org/10.1093/mnras/stw238
https://ui.adsabs.harvard.edu/abs/2016MNRAS.457.3678P
http://dx.doi.org/10.1051/0004-6361/202142430
https://ui.adsabs.harvard.edu/abs/2022A&A...663A.162P
http://dx.doi.org/10.1093/mnras/stac3214
https://ui.adsabs.harvard.edu/abs/2023MNRAS.519.1526P
http://dx.doi.org/10.1051/0004-6361/201833296
https://ui.adsabs.harvard.edu/abs/2019A&A...631A..11R
https://ui.adsabs.harvard.edu/abs/2019A&A...631A..11R
http://dx.doi.org/10.3847/1538-4357/aaed1e
https://ui.adsabs.harvard.edu/abs/2018ApJ...869...92R
http://dx.doi.org/10.1088/2041-8205/739/2/L40
https://ui.adsabs.harvard.edu/abs/2011ApJ...739L..40R
http://dx.doi.org/10.1086/522363
https://ui.adsabs.harvard.edu/abs/2008ApJ...674..172R
http://dx.doi.org/10.1051/0004-6361/201833883
https://ui.adsabs.harvard.edu/abs/2019A&A...622A..17S
http://dx.doi.org/10.1088/0004-637X/797/2/126
https://ui.adsabs.harvard.edu/abs/2014ApJ...797..126S
http://dx.doi.org/10.3847/1538-4357/abf4c1
https://ui.adsabs.harvard.edu/abs/2021ApJ...914...19S
http://dx.doi.org/10.1086/497331
https://ui.adsabs.harvard.edu/abs/2005ApJ...635..260S
http://dx.doi.org/10.1093/mnras/stz2509
https://ui.adsabs.harvard.edu/abs/2019MNRAS.490..634S
http://dx.doi.org/10.1088/0067-0049/214/2/15
https://ui.adsabs.harvard.edu/abs/2014ApJS..214...15S
http://dx.doi.org/10.1111/j.1365-2966.2006.10732.x
https://ui.adsabs.harvard.edu/abs/2006MNRAS.371..972S
http://dx.doi.org/10.1086/432523
https://ui.adsabs.harvard.edu/abs/2005ApJ...631..163S
http://dx.doi.org/10.1086/191582
https://ui.adsabs.harvard.edu/abs/1991ApJS...76..813S
http://dx.doi.org/10.1086/424707
https://ui.adsabs.harvard.edu/abs/2004ApJS..155..271S
http://dx.doi.org/10.1086/423264
https://ui.adsabs.harvard.edu/abs/2004ApJ...613..898T
https://ui.adsabs.harvard.edu/abs/2022yCat.9063....0X
https://ui.adsabs.harvard.edu/abs/2022yCat.9063....0X
http://dx.doi.org/10.1088/0067-0049/195/1/10
https://ui.adsabs.harvard.edu/abs/2011ApJS..195...10X
http://dx.doi.org/10.1088/0004-637X/791/2/130
https://ui.adsabs.harvard.edu/abs/2014ApJ...791..130Z
http://dx.doi.org/10.1088/0004-637X/730/2/137
https://ui.adsabs.harvard.edu/abs/2011ApJ...730..137Z


A&A proofs: manuscript no. main

Appendix A: Branch selection criteria

P16 use the value of the N2 parameter ([N ii] λλ6548.84/Hβ) as a method of separating the upper and lower branches, with objects
with log N2 < −0.6 belonging to the lower branch and objects with log N2 > −0.6 belonging to the upper branch. However, for
objects with a redshift z ≳ 0.45, the [N ii] is no longer visible, so this method is not applicable. To separate the higher redshift
objects into branches, we have used the OSSY data and analysed how the two branches behave in different plots to obtain a
separation criterion. In the left panel of Fig. A.1, where we plot the metallicity obtained with the P16 calibration against M∗, we
can see that the objects in the lower branch do not exceed M∗ values around log M∗(M⊙) ∼ 9.3. In the middle panel, we plot the
parameter R23 against the same metallicity to check the regime of the objects as a function of branch. It can be seen that in this plot
the objects in the lower branch tend to be in the R23 ≳ 0.8 region. On the right we have plotted the two previous variables that we
could use to constrain the branches. It is clear that by using a value of R23 > 0.85 and M∗ of log M∗(M⊙) < 9.3 we could separate
between the branches objects at higher redshifts where the [N ii] lines are not visible.
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Fig. A.1. Criteria for separating galaxies into the upper and lower branches. On the left we have plotted the metallicity obtained with the Pilyugin
& Grebel (2016) calibration against M∗. In orange we have plotted the OSSY data that meet the log N2 < −0.6 criterion, defined by Pilyugin &
Grebel (2016) as the branch separation. The blue contours in the background represent the OSSY objects in the upper branch, and the vertical
dashed line marks a M∗ value of log M∗(M⊙) = 9.3, which seems to mark a limit for the objects in the lower branch. In the middle panel we show
the relationship between the same metallicity and the parameter R23. In the right panel we have plotted the parameter R23 against M∗. The vertical
line at log M∗(M⊙) = 9.3 and the horizontal line at R23 = 0.85 mark the region where the lower branch objects tend to be.

Appendix B: Metallicity calibrations

In order to compare the metallicities obtained with different parameterisations, we have performed calibrations between different
methods using the OSSY database.

The calibration for the transformation from PP04 metallicity, based on the N2 tracer, to the metallicities of KK04 and T04 is
shown in the Fig. B.1. The calibrations obtained in the fits are:[
12 + log (O/H)

]
KK04 = −83.91818785 + 20.37854882 ×

[
12 + log (O/H)

]
PP04−N2 − 1.11361199 ×

[
12 + log (O/H)

]2
PP04−N2 (B.1)

[
12 + log (O/H)

]
T04 = −58.34509817 + 14.154599852 ×

[
12 + log (O/H)

]
PP04−N2 − 0.7367259 ×

[
12 + log (O/H)

]2
PP04−N2 (B.2)

The calibration for the transformation from KK04 metallicity to T04 metallicity is shown in the left panel of Fig. B.2. The
inverse transformation is also shown in the right panel of Fig. B.2. The calibrations obtained in the fits are:[
12 + log (O/H)

]
T04 = 86.72778038 − 18.61508955 ×

[
12 + log (O/H)

]
KK04 + 1.10771049 ×

[
12 + log (O/H)

]2
KK04 (B.3)

[
12 + log (O/H)

]
KK04 = −48.25364669 + 12.06139695 ×

[
12 + log (O/H)

]
T04 − 0.63255371 ×

[
12 + log (O/H)

]2
T04 (B.4)
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Fig. B.1. Cross-calibration of metallicity determination methods. On the left, we illustrate the transformation from metallicities following the
Tremonti et al. (2004) method to those based on Kobulnicky & Kewley (2004). On the right, we depict the conversion from Kobulnicky & Kewley
(2004) metallicities to those derived using the Tremonti et al. (2004) method. The blue circles represent data points sourced from the OSSY
catalogue, while the orange line represents a third-order polynomial fit to the OSSY data.
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Fig. B.2. Cross-calibration of metallicity determination methods. On the left, we illustrate the transformation from metallicities following the
Tremonti et al. (2004) method to those based on Kobulnicky & Kewley (2004). On the right, we depict the conversion from Kobulnicky & Kewley
(2004) metallicities to those derived using the Tremonti et al. (2004) method. The blue circles represent data points sourced from the OSSY
catalogue, while the orange line represents a third-order polynomial fit to the OSSY data.
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