
ar
X

iv
:2

40
4.

13
67

4v
2 

 [
cs

.I
T

] 
 9

 M
ay

 2
02

4

On de Bruijn Covering Sequences and Arrays

Yeow Meng Chee∗, Tuvi Etzion∗†, Hoang Ta∗, and Van Khu Vu∗

∗Department of Industrial Systems Engineering and Management, National University of Singapore, Singapore
†Department of Computer Science, Technion — Israel Institute of Technology, Haifa, 3200003 Israel

Abstract—An (m,n,R)-de Bruijn covering array (dBCA) is a
doubly periodic M × N array over an alphabet of size q such
that the set of all its m × n windows form a covering code
with radius R. An upper bound of the smallest array area of
an (m,n,R)-dBCA is provided using a probabilistic technique
which is similar to the one that was used for an upper bound on
the length of a de Bruijn covering sequence. A folding technique
to construct a dBCA from a de Bruijn covering sequence or
de Bruijn covering sequences code is presented. Several new
constructions that yield shorter de Bruijn covering sequences
and (m,n,R)-dBCAs with smaller areas are also provided. These
constructions are mainly based on sequences derived from cyclic
codes, self-dual sequences, primitive polynomials, an interleaving
technique, folding, and mutual shifts of sequences with the same
covering radius. Finally, constructions of de Bruijn covering
sequences codes are also discussed.

I. INTRODUCTION

A de Bruijn sequence of order n over an alphabet

Σ = {0, 1, . . . , q − 1} is a cyclic sequence of length qn such

that each n-tuple appears exactly once as a substring in the

sequence. Such a sequence exists for any alphabet [1]–[3].

The de Bruijn sequences are important from both theoretical

and practical points of view, e.g., see [4]–[9]. The proof

for their existence is based on the existence of Eulerian

circuits and Hamiltonian cycles in the de Bruijn graph Gq,n

defined by [1], [2]. The graph is directed and has qn vertices

represented by the qn n-tuples and edges by the qn+1 words of

length n+1 over Σ. The edge (x0, x1, . . . , xn−1, xn) is from

the vertex (x0, x1, . . . , xn−1) to the vertex (x1, x2, . . . , xn).
Other sequences (paths and cycles) in the graph are also very

important for theoretical and practical points of view [5]. Any

sequence S = s0s1s2 · · · over Σ can be considered as a

sequence generated by a path in Gq,n, where each window

of length n is associated with a vertex of Gq,n and two

consecutive windows of length n are connected by a directed

edge from the first vertex (window) to the second vertex.

A covering code of length n and radius R over Σ,

consists of codewords of length n over Σ, where the union

of the balls of radius R around these codewords covers the

entire space Σn, where the ball or radius R around a word

(x1, x2, . . . , xn) consists of all the words of length n over Σ
whose Hamming distance from (x1, x2, . . . , xn) is at most R.

Such a ball has size Vq(n,R), where

Vq(n,R) =

R
∑

i=0

(

n

i

)

(q − 1)i .

The balls of radius R around the codewords of such a covering

code C must contain the whole space Σn. Hence, a lower

bound on the size of such covering code C is

|C| ≥
qn

Vq(n,R)
.

This bound is known as the sphere covering bound. On the

other hand, there is a covering code of radius R achieving

this bound up to a multiplicative constant that depends on

R and q [10]. Covering codes have numerous applications

in various domains, e.g., [11]–[15]. An excellent book on

covering codes is the manuscript [11].

It is quite natural to combine these two concepts of se-

quences in the de Bruijn graph and covering codes as was

done in [16]. An (n,R)-de Bruijn covering sequence (dBCS

in short) is a cyclic sequence over Σ, in which the union

of all substrings of length n forms a code of length n and

covering radius R over Σ. We prefer to call this concept a

sequence rather than a code (as was done in [16]) as there is

a unique sequence in this code and the consecutive n-tuples

form the code. Following the work of [16] which considered

an alphabet whose size is a power of a prime, a probabilistic

upper bound on the length of a covering sequence for any

alphabet was presented in [17], where it was proved that there

exists a de Bruijn covering sequence whose length is at most

O
(

qn

Vq(n,R) logn
)

for fixed q and R.

In recent years many one-dimensional coding problems

have been considered in the two-dimensional framework due

to modern applications, e.g., [18]–[20]. This includes many

structures associated with de Bruijn sequences and other

sequences in the de Bruijn graph. Such structures include

de Bruijn arrays known also as perfect maps [21], pseudo-

random arrays [22], robust self-location arrays with window

property [6], structured-light patterns [23]. Therefore, it is

very tempting to generalize the concept of de Bruijn covering

sequences and this is one of the targets of the current work.

An (m,n,R)-de Bruijn covering array (dBCA in short) is

a doubly periodic M × N array over an alphabet of size q
such that the set of all its m × n windows form a covering

code with radius R. While in the one-dimensional case we

are interested in the (n,R)-dBCS of the shortest length,

in the two-dimensional case we are interested in in the

(m,n,R)-dBCA with the smallest area. However, also the

actual dimensions of the array M ×N will be of significant

importance.

The rest of the paper is organized as follows. In Section II

we follow the method of Vu [17] and obtain an upper bound

on the possible areas of de Bruijn covering arrays using

probabilistic arguments. The adaptation of the method to

the two-dimensional framework requires some more delicate
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computations. Unfortunately, these probabilistic arguments

imply only existence results and not constructive ones. In

Section III we construct de Bruijn covering arrays based on

dBCSs. The technique is based on folding the one-dimensional

sequences into two-dimensional arrays and tiling these arrays.

The area of the constructed arrays is either about twice

or at least twice the length of the associated sequences.

Section IV presents several methods to construct dBCSs.

Many of the sequences constructed by these methods are

much better (shorter in length) than the known sequences.

Moreover, some of the methods yield sequences that can be

efficiently generated. The methods also provide upper bounds

on the length which do not involve probabilistic methods

and arguments. A few interesting suggested methods are

based on sequences from cyclic codes, primitive polynomi-

als, an interleaving technique, and self-dual sequences. We

also examine the construction of several sequences whose

n-tuples form a covering code with radius R. These sequences

can be used in the construction of two-dimensional arrays.

Section V will devoted to presenting several constructions

for dBCAs with small parameters. The constructions will be

mainly based on folding one-dimensional sequences or using

appropriate shifts of one-dimensional sequences.

II. A PROBABILISTIC CONSTRUCTION

Does a dBCA whose area is close to the sphere covering

bound exist? In this section, using a similar approach as

in [17], but with a slightly more delicate analysis, we show

such an upper bound for a small area of a dBCA.

Theorem 1. Let m,n be nonnegative integer numbers. For

any M ≥ m, there exists an M × N (m,n,R)-dBCA such

that MN = O
(

qmn

Vq(mn,R) · (logm+ logn)
)

, for fixed q and

R.

Before proving Theorem 1, we first present the following

primary result. For an array A = (ai,j) ∈ ΣM×N , let CA

be the set of elements that are at a distance of at most R
from SA, where SA is the set of all windows of size m × n
of A. The following lemma can be easily verified.

Lemma 2. If for an array A ∈ ΣM×N , CA does not contain

exactly L elements of Σm×n, then there exists an (m,n,R)-
dBCA A′ whose area is O

(

M · (N + mnL
M

)
)

.

Proof of Theorem 1. We prove the theorem using the proba-

bilistic method. A random array A = (ai,j) ∈ ΣM×N (where

N will be chosen later) is constructed as follows. For each

(i, j) ∈ [M ]× [N ], ai,j takes a uniformly random value in Σ.

For each v ∈ Σm×n, let E[v] be the event that the element v
is not contained in CA and denote L =

∑

v∈Σm×n Pr(E[v]).
Then L is the expected number of elements of Σm×n not con-

tained in CA. By the linearity of expectation and symmetry,

we have that

L =
∑

v∈Σm×n

Pr(E[v]) = qmn Pr(E[0]) ,

where [0] ∈ Σm×n is the all-zeros matrix.

Let V be the set of elements at a distance of at most R from

[0] ∈ Σm×n. The event E[0] occurs if and only if SA does

not intersect V . For each (i, j) ∈ [M ]× [N ], denote by Bi,j

the event that si,j ∈ SA belongs to V , where sij represents

the window of A with its upper-left corner at position (i, j).
For these definitions we have that

Pr(E[0]) = Pr





M,N
∧

i,j=1

Bi,j



 .

For (i, j), (ℓ, k) ∈ [M ] × [N ], (i, j) 6= (ℓ, k) we denote

(i, j) ∼ (ℓ, k) if si,j and sℓ,k intersect. We define

µ =
M
∑

i=1

N
∑

j=1

Pr(Bi,j) ,

∆ =
∑

(i,j)∼(ℓ,k)

Pr(Bi,j ∧Bℓ,k),

and

δ =
∑

(1,1)∼(i,j)

Pr(Bi,j).

Using Suen’s inequality [24, Theorem 3], we have that

Pr





M,N
∧

i,j=1

Bi,j



 ≤ exp

(

−min

(

µ2

8∆
,
µ

2
,
µ

6δ

))

.

We will estimate µ,∆ and δ. First, for µ, by linearity of

expectation and symmetry, one has

µ = MN · Pr(B1,1) = MN ·
Vq(mn,R)

qmn
.

Next, for any (i, j) ∈ [M ]×[N ] there are (2m−1)(2n−1)−1
pairs (ℓ, k) such that (i, j) ∼ (ℓ, k). Therefore,

δ = (4mn− 2m− 2n) Pr(B1,1) ≤ 4mn
Vq(mn,R)

qmn
= o(1) .

For estimating ∆, we have the following lemma whose proof

can be found in the Appendix.

Lemma 3. We have ∆ ≤ (1 + o(1))µ.

From the estimation of ∆, µ, and δ, we have that

min

(

µ2

8∆
,
µ

2
,
µ

6δ

)

≥ cµ for some positive constant c.

Therefore,

Pr





M,N
∧

i,j=1

Bi,j



 ≤ exp (−cµ) .

By choosing N such that

MN =
1

c

qmn

Vq(mn,R)
log(mn · Vq(mn,R)) .

Now, we have that

Pr(E[0]) = Pr





M,N
∧

i,j=1

Bi,j



 ≤
1

mn · Vq(mn,R)
.



Therefore,

L = qmn Pr(E[0]) ≤
qmn

mn · Vq(mn,R)
.

On the other hand, since q and R are fixed, we have that

log(mn · Vq(mn,R)) = O (logm+ logn). Using Lemma 2,

the proof of the theorem is completed.

III. FOLDING OF A DBCS INTO A DBCA

In this section, we present constructions for dBCAs by

applying folding on dBCSs. We start by folding an (mn,R)-
dBCS into an (m,n,R)-dBCA. The given (mn,R)-dBCS

S = s0, s1, . . . , sk−1 of length k, where k is divisible by n
(if it is not divisible by n we can extend it by at most mn
symbols to be divisible by n and remain a dBCS.). Each

substring of S whose length is mn will be folded row by

row into an associated m × n window of an M × N array.

This will imply immediately that the constructed M×N array

is an (m,n,R)-dBCA. Each entry sℓ of the (mn,R)-dBCS

will be in the upper-left corner of exactly one m × n array

which contains the mn consecutive entries of S that start in sℓ
folded row by row.

To achieve these goals the jth row of the array, where

0 ≤ j ≤ k
n
− 1, is defined by

sjn+1, sjn+2, . . . , sjn+n, sjn+n+1, . . . , sjn+2n−1, (1)

where the indices are taken modulo k.

Consider now m consecutive rows of the defined array

starting at row j, where 0 ≤ j ≤ k
n
− 1 and n consecutive

columns starting at column i, where 1 ≤ i ≤ n. These rows

and columns define the following m×n window of the array.

sjn+i sjn+i+1 · · · sjn+i+n−1

s(j+1)n+i s(j+1)n+i+1 · · · s(j+1)n+i+n−1

...
...

. . .
...

s(j+m−1)n+i s(j+m−1)n+i+1 · · · s(j+m−1)n+i+n−1,

where indices are taken modulo k.

This construction implies the following consequence

Theorem 4. If S is an (mn,R)-dBCS of length k, where

n divides k, then there exists a doubly periodic (m,n,R)-
dBCA of size M ×N , where M = k

n
and N = 2n− 1.

If S is an (mn,R)-dBCS of length k, where n does not

divide k, then there exists a doubly periodic (m,n,R)-dBCA

of size M ×N , where N = 2n− 1 and M =
⌈

k
n

⌉

+m− 1.

Next, we will be interested in M × N (m,n,R)-dBCAs

for which M will be considerably larger than m and N
considerably larger than n and the ratio MN

k
is small as

possible, where there exists an (nm,R)-dBCS sequence

S = {s0, s1, s2, . . . , sk−1} whose length is k. We partition

the sequence S into t · r sequences of length κ ≥
⌈

k
t·r

⌉

. Let

x0, x1, x2, . . . , xκ−1 be one such a sequence. From such a

sequence we form an M ′×N ′ array, where N ′ = 2n−1 and

M ′ ≤
⌈

κ
n

⌉

+m− 1.

The jth row of the array is defined by

xjn+1, xjn+2, . . . , xjn+2n−1,

where indices are taken modulo κ and each such array

is constructed in the same way in which one array was

constructed before in (1).

Once all the M ′ × N ′ arrays are constructed in this way,

we form the M ×N array, where M = rM ′ and N = tN ′

by tiling this array with the rt arrays of size M ′ ×N ′ in any

possible way. In each such array κ m×n windows are covered

by folding an associated part of the sequence row by row. The

rightmost n − 1 columns are required since the constructed

array from each section of S is not periodic. For the same

reason, the last m− 1 rows of each such array are required.

From each M ′×N ′ such sub-array whose area is M ′(2n−1),
at most M ′(n−1)+(M ′− κ

n
)n bits are redundant. As κ gets

larger, the redundancy bits are about half of the bits in the

M ′ × N ′ sub-array and as a consequence also about half of

the bits in the N ×N array.

This method can be applied to obtain M × N (m,n,R)-
dBCAs for various values of M and N . The tiling is not

necessarily done with sub-arrays of the same size. Asymptot-

ically, this method might be the best one to obtain such arrays

with various parameters. Another way to apply the same idea

is to use several sequences that together contain n-tuples that

form a covering code with radius R. A set of such sequences

will be called an (n,R)-de Bruijn covering sequences code

(or dBCSC in short). Such sequences are also discussed in

the next section.

IV. CONSTRUCTIONS FOR DBCSS AND DBCSCS

In this section, we will concentrate on constructing dBCSs

and dBCSCs. The section will consider only binary sequences,

but the methods work also on any non-binary alphabet. One

of the most attractive parameters that is usually the first to

consider is radius 1. Chung and Cooper [16] used computer

search to find a short sequence as possible. Up to length

n = 8, the shortest dBCS was found. From length n = 9
the unrealistic smallest size of covering code was used as a

lower bound in [16]. Improving the lower bound and having

a general lower bound is an interesting question that will be

discussed in the full version of the paper.

Construction from primitive polynomials:

Let c(x) =
∑n

i=0 cix
i, where cn = c0 = 1 be an irreducible

polynomial. Define the following sequence

ak =

n
∑

i=1

ciak−i (2)

with the initial nonzero n-tuple (a−n, a−n+1, . . . , a−1).
If c(x) is a primitive polynomial, then the sequence

A = (a0, a1, a2, . . .) is an M-sequence of period 2n − 1 in

which each nonzero n-tuple appears exactly once as a window

of length n. Consider now another recursion for a sequence

defined by

bk =

n
∑

i=1

cibk−i + 1 (3)

with the initial nonzero n-tuple (b−n, b−n+1, . . . , b−1).

Lemma 5. The sum
∑n

i=1 ci is an even integer.



Lemma 6. The sequence B = (b0, b1, b2, . . .) is the binary

complement of the sequence A.

Proof. Let (aj , aj+1, . . . , aj+n−1) be an n-tuple in the se-

quence A. By Eq. (2) we have that

aj+n =

n
∑

i=1

ciaj+n−i.

Let (bj , bj+1, . . . , bj+n−1) be an n-tuple in the sequence B,

where bi = ai+1, for j ≤ i ≤ j+n− 1. Therefore, we have

that

bj+n =

n
∑

i=1

cibj+n−i + 1 =

n
∑

i=1

ci(aj+n−i + 1) + 1

=
n
∑

i=1

ciaj+n−i +
n
∑

i=1

ci + 1 =
n
∑

i=1

ciaj+n−i + 1

= aj+n + 1.

Therefore, the sequence B is the binary complement of the

sequence A.

Corollary 7. The recursion of Eq. (2) generates the se-

quence A and the all-zeros sequence. The recursion of Eq. (3)

generates the sequence B = Ā and the all-ones sequence.

Lemma 8. Let c(x) =
∑n

i=0 cix
i be a primitive polynomial

for which ci = 0 for 1 ≤ i ≤ 2R + 1 and consider

the sequences A, B, the all-zeros sequence and the all-ones

sequence. The code that contains these four sequences is an

(n+ 2R+ 1, R)-dBCSC.

Proof. Let X be any given n-tuple. Since the first 2R + 1
cis (except for c0) are zeros, it follows that the last 2R + 1
elements of X are not influencing the result of the next bit

for both recursions and hence the addition of the 1 in the se-

quence B implies that the next 2R+1 bits after X in A and B
will be complementing. This implies that Xz1z2 · · · z2R+1

is in the ball of radius R either by an (n+2R+1)-tuple of A
that starts with X or by an (n+2R+1)-tuple of B that starts

with X .

The number of sequences of the code defined in Lemma 8

is four and they can be efficiently concatenated to one

(n+ 2R+ 1, R)-dBCS. One advantage that the construction

based on a primitive polynomial has on some other construc-

tions is that the generated sequence can be obtained with the

recursions of the sequences A and B in an efficient way.

The analysis of the construction of sequences that are gener-

ated by a primitive polynomial can be done for any associated

irreducible polynomial to generate an (n+2R+1, R)-dBCSC.

This will enable to obtain (n + 2R + 1, R)-dBCSCs with

various parameters and they can be used to construct dBCAs

by using the folding techniques of Section III.

Construction from cyclic covering codes:

This is one of the most effective constructions. Let C be

a cyclic code of length n and covering radius R. Since C
is cyclic, it follows that we can partition the codewords into

equivalence classes, where two codewords are in the same

equivalence class if one is a cyclic shift of the other. The size

of an equivalence class is a divisor of n and usually most

classes are of size n. For each equivalence class of size d we

construct a string of length n+d−1. All these strings are now

combined with possible overlap between them to reduce the

length of the dBCS. Cyclic covering codes were considered

for example by [25]–[28].

Example 9. For n = 15, we consider the cyclic Hamming

code of length 15. It has 134 classes of size 15, 6 classes of

size 5, 2 classes of size 3, and 2 classes of size 1. They are

combined to form a (15, 1)-dBCS of length 3600 compared to

a lower bound 2048 obtained by the sphere covering bound.

�

Construction from self-dual sequences:

This construction is demonstrated for values of n which

are powers of 2. We start with the optimal (8, 1)-dBCS of

length 32,

S1,S2 = 0001101111100100, 0001101011100101

S1 and S2 are two self-dual sequences. S1 has the form [X X̄]
and S2 has the form [Y Ȳ ], where Y differs from X only in

the last bit. For each string Z of even weight and length 8,

which starts with a zero the following two sequences are

constructed.

[Z,Z +X, Z̄, Z̄ +X ] [Z,Z + Y, Z̄, Z̄ + Y ] .

In this way, we form 64 pairs of cyclic sequences of length 32.

Each pair can be merged into another sequence

[Z,Z +X, Z̄, Z̄ +X,Z,Z + Y, Z̄, Z̄ + Y ] .

The idea of constructing such self-dual sequences appeared

already in [29], [30] for constructions of other types of se-

quences. These 64 sequences form a (16, 1)-dBCSC. Trivially,

each such sequence can be extended with its first 15 bits to an

acyclic sequence. These 64 sequences can be concatenated to

form a (16, 1)-dBCS of length 64 · (64 + 15) = 5056. We can

also merge the sequences with overlaps of suffixes and pre-

fixes of sequences and obtain a (16, 1)-dBCS of length 4476

(the known lower bound is 4096). The same idea can be

applied recursively now on the 64 pairs of sequences of

length 32 to obtain an upper bound on the shortest length

of a (2k, 1)-dBCS. For n = 2k, k > 2, the upper bound is

considerably less than 22
k
−k+22

k
−k−2 compared to the lower

bound 22
k
−k.

Interleaving of two dBCSs:

Interleaving of two dBCSs sequences, one with radius R1

and a second one with radius R2 can lead to a short sequence

with radius R1 + R2. Let S = s0, s1, s2, . . . , sk1−1 be an

(n1, R1)-dBCS of length k1 and T = t0, t1, t2, . . . , tk2−1 be

an (n2, R2)-dBCS of length k2, where n1− 1 ≤ n2 ≤ n1 +1
and g.c.d.(k1, k2) = 1. The interleaving of S and T (writ-

ing an element from one sequence and one from the other

cyclically until the beginning of both sequences repeats) is an

(n,R)-dBCS of length k = k1k2, where n = n1 + n2 and

R1 +R2.

Example 10. Consider the (5, 1)-dBCS of length 8,

10100011, and the (5, 0)-dBCS of length 33 (a de Bruijn



sequence of length 32 to which an extra zero is added to

the run of 5 zeros). Their interleaving yields a (10, 1)-dBCS

of length 264 which is shorter than the (10, 1)-dBCS of

length 322 found in [16] using computer search.

Consider the (6, 1)-dBCS of length 12, 000100111011,

and the (5, 0)-dBCS of length 35 (a de Bruijn sequence

of length 32 to which extra three zeros are added to the

run of 5 zeros). Their interleaving yields a (11, 1)-dBCS

of length 420 which is shorter than the (11, 1)-dBCS of

length 694 found in [16] using computer search.

Consider the (6, 1)-dBCS of length 12, 000100111011,

and the (6, 0)-dBCS of length 65 (a de Bruijn sequence of

length 64 to which an extra zero is added to the run of 6 zeros).

Their interleaving yields a (12, 1)-dBCS of length 780 which

is shorter than the (12, 1)-dBCS of length 1454 found in [16]

using computer search.

Consider the (6, 0)-dBCS of length 65 (a de Bruijn

sequence of length 64 to which an extra zero is

added to the run of 6 zeros) and the (7, 1)-dBCS of

length 22, 1111001010110010000110. Their interleaving

yields a (13, 1)-dBCS of length 1430 which is shorter than

the (13, 1)-dBCS of length 2937 found in [16] using computer

search.

�

Example 11. Consider the (6, 1)-dBCS of length 12,

000100111011, and the (6, 1)-dBCS of length 17,

00000010101111011. Their interleaving yields a (12, 2)-
dBCS of length 204 which is shorter than the (12, 2)-dBCS

of length 244 found in [16] using computer search.

Consider the (6, 1)-dBCS of length 12, 000100111011, and

the (7, 1)-dBCS of length 25, 1111110101100000101001100.

Their interleaving yields a (13, 2)-dBCS of length 300 which

is shorter than the (13, 2)-dBCS of length 529 found in [16]

using computer search.

Consider the (7, 1)-dBCS of length 22,

1111001010110010000110, and the (7, 1)-dBCS of length 25,

1111110101100000101001100. Their interleaving yields a

(14, 2)-dBCS of length 550.

�

Finally, we should state that if the two interleaved sequences

can be generated efficiently, then also, the constructed se-

quence can be generated efficiently. In addition, using other

methods, which will be described in the full version of this

paper more bounds were improved. A table with the bounds

on the length of the shortest (n,R)-dBCS for n up to 20 and

R = 1, 2 is given in Table I.

V. SMALL AREA DBCAS WITH SMALL PARAMETERS

In this section, we will describe a few constructions for

M × N (m,n,R)-dBCAs. The target will be to have an

area as small as possible, but we want various selections of

parameters M and N and especially we do not want M to be

too close to m or N too close to n, although for completeness

also such arrays will be mentioned. Most of the constructions

will be general, but their effectiveness asymptotically will be

doubtful. Nevertheless, we should mention that currently, our

asymptotic results are probabilistic, i.e., the existence of such

n

Chung & Cooper [16] Interleaving method other
R = 1 R = 2 R = 1 R = 2 R=1

9 130 20 136 34 101

10 322 38 264 66 180

11 694 117 420 120 288

12 1454 244 780 204 632

13 2937 529 1430 300 1205

14 - - 2838 550 2292

15 - - 4128 770 3600

16 - - 8224 1120 4476

17 - - 25856 3535

18 - - 51712 10260

19 - - 103424 19494

20 - - 184500 32580

Table I: Upper bounds for the length of the shortest (n,R)-
dBCS for 9 ≤ n ≤ 20 and R = 1, 2.

an array is proved, but we have no idea how to construct these

arrays.

Using the results from Section IV for generating dBCSs and

employing the construction in Section III to generate dBCAs

from given dBCSs, we provide several (m,n,R)-dBCAs with

small area sizes.

A (2, n, 2R)-dBCA from an (n,R)-dBCS:

Let S be an (n,R)-dBCS of length k.

If k is even, then form an (k+1)× k array whose ith row,

0 ≤ i ≤ k − 1 is E
jS, j =

∑i

ℓ=0 ℓ, where E
jS is a cyclic

shift of S by j positions, i.e.,

E
j(s0, s1, . . . , sk−1) = (sj , sj+1, . . . , sk−1, s0, . . . , sj−1)

and the kth row is the same as the (k − 1)th row.

If k is odd, then form an k × k array whose ith row,

0 ≤ i ≤ k − 1 is E
jS, j =

∑i

ℓ=0 ℓ.

Example 12. Consider the (6, 1)-dBCS of length 12 in

Example 11. By applying the defined shifts to this sequence

which is the first row in the array we obtain a 13×12 (2, 6, 2)-
dBCA whose area 156 is less than the related length of the

(12, 2)-dBCS of length 204 presented in Example 11.

Consider the (7, 1)-dBCS of length 22 in Example 11. By

applying the defined shifts to this sequence which is the first

row in the array we obtain a 23 × 22 (2, 7, 2)-dBCA whose

area 506 is less than the related length of the (14, 2)-dBCS

of length 550 presented in Example 11.

�

It is trivially observed that applying the folding on an

(mn,R)-dBCS of length k, yields an M × N (m,n,R)-
dBCA whose area M · N is at least m(2n − 1), but usually

M · N > 2k. On the other hand, applying the shifts on an

(n,R)-dBCS of length N as presented in the construction and

demonstrated in Example 12 yields an M × N (2, n, 2R)-
dBCA whose area is at most the length of the (2n, 2R)-
dBCS obtained by applying interleaving on (n,R)-dBCSs.

This immediately raises an interesting question on the ratio

between the length of an (mn, 2R)-dBCS and the area of an

(m,n, 2R)-dBCA.

A table with the parameters of some dBCAs is given in

Table II (see the Appendix).



APPENDIX

PROOF OF LEMMA 3

Recall that, in this work, we assume q, R are fixed and m,

n are sufficiently large. Let I = {(i, j) : i, j ∈ [m] × [n]} \
{(1, 1)}. We have

∆ = 2MN ·
∑

(i,j)∈I

Pr(B1,1 ∧Bi,j) .

For any (i, j) ∈ I , then si,j and s1,1 share a common array

s′ of size (m − i + 1) × (n − j + 1). Let s′1 = s1 \ s′ and

s′i,j = si,j \ s
′. Let k1, k2, k3 be the integer numbers of non-

zero elements in s′, s′1, s
′

i,j , respectively. The event B1,1∧Bi,j

holds if and only if k1 + k2 ≤ R and k1 + k3 ≤ R.

Let K be the set of all triples of nonnegative integers

(k1, k2, k3) such that k1 + k2 ≤ R and k1 + k3 ≤ R. We

have Pr(B1,1 ∧Bi,j) is equal to the following quantity.

∑

(k1,k2,k3)∈K

A · B · C · (q − 1)k1+k2+k3

q2mn−(m−i+1)(n−j+1)
,

where,

A =

(

(m− i+ 1)(n− j + 1)

k1

)

,

B =

(

mn− (m− i+ 1)(n− j + 1)

k2

)

,

C =

(

mn− (m− i+ 1)(n− j + 1)

k3

)

.

Therefore, ∆ is equal to

2MN ·
∑

(k1,k2,k3)∈K

∑

(i,j)∈I

A ·B · C · (q − 1)k1+k2+k3

q2mn−(m−i+1)(n−j+1)
.

In the one-dimensional case, i.e., when M = m = 1, we

have that B and C do not depend on n i.e., the cardinality

of the non-overlapping part does not rely on the window size

but only on j. However, in the two-dimensional case, both

quantities B and C depend on m and n, that is, the cardinality

of the non-overlapping part depends on the window size.

This property makes it difficult to directly apply the approach

presented in [17] for estimating ∆ in the two-dimensional

case. Here we present an approach for estimating ∆.

Let u = m − i + 1 and v = n − j + 1. Let D = (q −
1)k1+k2+k3 , then

∆ ≤ 2MN ·
∑

(k1,k2,k3)∈K

m
∑

u=1

n
∑

v=1

(

uv
k1

)(

mn−uv
k2

)(

mn−uv
k3

)

·D

q2mn−uv
.

For each (k1, k2, k3) ∈ K . Let

S(k1, k2, k3) =
m
∑

u=1

n
∑

v=1

(

uv
k1

)(

mn−uv
k2

)(

mn−uv
k3

)

·D

q2mn−uv

≤

(

mn
k1

)

qmn

m
∑

u=1

n
∑

v=1

(

mn−uv
k2

)(

mn−uv
k3

)

·D

qmn−uv

≤

(

mn
k1

)

qmn

m
∑

u=1

n
∑

v=1

(mn− uv)k2+k3 ·D

qmn−uv

≤

(

mn
k1

)

qmn

m
∑

u=1

n
∑

v=1

[(m− u)(n− v)]k2+k3 ·D

q(m−u)(n−v)
.

The last inequality follows from the fact that for fixed q, t ∈
N, the function f(u) = ut/qu is a decreasing function, and

mn− uv ≥ (m− u)(n− v) holds for all u ≤ m and v ≤ n.

Let t = m− u, z = n− v, we have

S(k1, k2, k3) =

(

mn
k1

)

qmn

m
∑

u=1

n
∑

v=1

[(m− u)(n− v)]k2+k3

q(m−u)(n−v)
·D

≤

(

mn
k1

)

qmn

m−1
∑

t=0

n−1
∑

z=0

(tz)k2+k3

qtz
·D

≤

(

mn
k1

)

qmn

m−1
∑

t=1

n−1
∑

z=1

(tz)k2+k3

qt+z
·D

≤

(

mn
k1

)

qmn

((

m−1
∑

t=1

tk2+k3

qt

)(

n−1
∑

z=1

zk2+k3

qz

))

·D

≤

(

mn
k1

)

qmn

((

∞
∑

t=1

tk2+k3

qt

)(

∞
∑

z=1

zk2+k3

qz

))

·D

≤ (1 + o(1))

(

mn
k1

)

qmn
·D

= (1 + o(1))

(

mn
k1

)

qmn
· (q − 1)k1+k2+k3 .

The last inequality follows the fact that the series
∑

∞

t=1
(t)k2+k3

qt
converges. Therefore, if k1 < R, then

S(k1, k2, k3) = o

(

(mn

R )
qmn · (q − 1)R

)

. Furthermore, since the

cardinality of K only depends on R. Thus, we have

∑

(k1,k2,k3)∈K

S(k1, k2, k3) = (1 + o(1))

(

mn
R

)

qmn
(q − 1)R .

We can now conclude that

∆ ≤ (1 + o(1))MN ·

(

mn
R

)

qmn
(q − 1)R

= (1 + o(1))MN ·
V (mn,R)

qmn

= (1 + o(1))µ .



(m, n,R) Existence (m,n,R)-dBCA of size M ×N

(2,2,1) 2× 3, 3× 2, 3× 3
(2,3,1) 4× 3, 5× 3,4× 4, 4× 5, 5× 4
(2,4,1) 3× 16, 8× 7
(2,5,1) 3× 132, 51 × 9
(2,6,1) 3× 390, 130 × 11
(3,3,1) 5× 44, 44× 5, 12× 15
(3,4,1) 5× 260, 195× 7
(2,2,2) 2× 2
(2,3,2) 3× 2, 3× 3
(2,4,2) 4× 4, 4× 5, 5× 4
(2,5,2) 3× 19, 8× 9 ,10× 11
(2,6,2) 3× 102, 12× 13, 34 × 11
(3,3,2) 5× 6, 5× 7, 6× 5, 7× 5
(3,4,2) 5× 68, 51× 7

Table II: The existence of a (m,n,R)-dBCA of size M ×N
for several small parameters
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